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Abstract – Land cover is the most critical information required for land management and planning because human interference 
on land can be easily detected through it. However, mapping land cover utilizing optical remote sensing is not easy due to the acute 
shortage of cloud-free images. Google Earth Engine (GEE) is an efficient and effective tool for huge land cover analysis by providing 
access to large volumes of imagery available within a few days after acquisition in one consolidated system. This article demonstrates 
the use of Sentinel-1 datasets to create a land cover map of Pusad, Maharashtra using the GEE platform. Sentinel-1 provides Synthetic 
Aperture Radar (SAR) datasets that have a temporally dense and high spatial resolution, which is renowned for its cloud penetration 
characteristics and round-the-year observations irrespective of the weather.  VV and VH polarization sentinel-1 time series data were 
automatically classified using a support vector machine (SVM) and Random Forest (RF) machine learning algorithms. Overall accuracies 
(OA), ranging from 82.3% to 90%, were obtained depending on polarization and methodology used. RF algorithm with VV polarization 
dataset stands better in comparison to SVM achieving OA of 90% and Kappa coefficient of 0.86. The highest user accuracy was obtained 
for the water class with both classifiers.
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1. INTRODUCTION

Land cover (LC) is the physical surface of earth consist-
ing of   water, agriculture, soil, forest and other physical 
features of the earth’s surface [1]. Availability of precise 
and timely global and regional level LC mapping infor-
mation is vital for environmental monitoring, precision 
agriculture, urban planning and others [2-4]. LC classifi-
cation and vegetation mapping information is crucial for 
policy making to help farmers for planning their agricul-
tural resources. This makes the LC and vegetation map-
ping a key factor in environmental studies [5]. Due to the 
large scale and free availability of remotely sensed data, 
it has gained recognition as a prominent data source for 
LC mapping over the time [6]. In literature a number of 
LC classification studies are carried out using sentinel2 
optical and sentinel1 radar sensors. LC mapping utiliz-
ing optical remote sensing is a difficult task due to acute 
shortage of cloud-free images [7]. Uninterrupted, round-
the-clock observations of Sentinel-1A in all weather con-

ditions make it a preferred data source for land monitor-
ing, especially in areas having continuous cloud cover 
[8]. Sentinel-1A (S1A), operates with a revisit interval of 
12-day, 20m spatial resolution, and with two polariza-
tions vertical transmit, vertical receive (VV) and  vertical 
transmit, horizontal receive (VH) [8].

Google Earth Engine (GEE) is recognized as a cloud-
based computing platform having immense capacity 
for processing, storage and integration of satellite data. 
The availability of different state of art classifiers and 
fast processing speed have made GEE more popular 
among researchers [9].

Machine learning (ML) is an effective and efficient 
methodology for remote sensing applications. Over 
the last two decades there have been substantial ad-
vancements in developing   ML based approaches for 
LC mapping using remote sensing imagery [10, 11]. 
Support vector machine (SVM) classifiers have received 
more attention in earth science applications due to their 
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efficient performance with limited training data [12]. 
Popularity of Random Forest (RF) has increased in the 
remote sensing field due to its excellent classification ac-
curacy and processing speed [13]. The aim of the paper 
is to quantify the ability of   Sentinel-1A dataset for the 
LC type mapping utilizing ML algorithms like SVM and 
RF on the Google Earth Engine (GEE) platform and com-
pare their performance using user accuracy (UA), pro-
ducer accuracy (PA) overall accuracy (OA) and F1 score. 
The rest of the article is structured as follows: In section 2 
short review on LC mapping using SAR is covered. 

 In section 3 study area is introduced. In section 4 
methodology used is presented while in section 5 ex-
perimental results, conclusion and future work are dis-
cussed.

2. RELATED WORK

Over the past decade, there is growing interest in the 
LC classification using remote sensing techniques due 
to its importance in different applications related to en-
vironmental studies. The SAR imagery has been used 
by many researchers for getting information about the 
type of land cover. 

In [14] authors have presented the use of  Sentinel-1 
data to classify four classes of LC in the province of 
Punjab located in Pakistan, the results of the study con-
cluded that joint use of coherence with backscattered 
intensity improves the accuracy of the classification to 
obtain 80% overall accuracy.

In [15 ] authors have highlighted that joint use of 
features from ascending and descending orbit dual-
polarized images of  sentinel-1 increases classification 
accuracy than using a single pass image.

In [16] authors have analysed the use of multisource 
and multitemporal SAR imagery to improve classifica-
tion accuracy in wetlands using a multiple classifier 
system. 

In [17] authors have used a combination of ascen-
dant and descendant orbit images keeping both po-
larizations of SAR data for the finding of the built-up 
areas.

In [18]  authors have evaluated the potential of 
sentinel-1A data by combining different attributes ex-
tracted from backscatter, polarimetry, and interferom-
etry using RF and SVM classifiers for LC mapping of the 
Amazon region. Authors discriminated artificial surfac-
es, forests, and non-forested areas using multitempo-
ral SAR data taken over small observation intervals of 
time. UA of 91% was obtained.

In [19] authors have highlighted the use of statistical 
properties of SAR images by using a statistical convolu-
tion neural network for LC classification.

In [20] authors have proposed the SAR LC classifica-
tion approach which is based on region based classifi-
cation to boost classification accuracy.

In [21] authors have confirmed the capabilities of 
interferometric SAR signatures for LC mapping in the 
mountainous area using k-principal component analy-
sis and SVM.

In [22] authors have reported the use of Sentinel-1 in-
terferometric coherence for LC mapping utilizing mul-
tiple feature based classifiers and concluded that the 
coherence information is important for LC mapping 
and gives better accuracies for all evaluated cases. 

In [23] Patric H. et.al introduced Eurosat novel dataset 
for LC classification consisting of      sentinel-2 images. 
The dataset covers 13 spectral bands made up of   to-
tal 27,000 labelled and geo-referenced images for 10 
classes.

Generating large-scale land cover maps requires 
multitemporal satellite data which gives rise to a tre-
mendous amount of data [24]. Processing of big data 
needs massive storage capacity and access to power-
ful computational capability. This process becomes a 
tedious and time consuming task if traditional meth-
ods for image collection, filtering, downloading, and 
preprocessing are used [25]. To support this require-
ment huge amount of storage, access to high power 
computing and flexibility to implement diverse appli-
cations are required. All the above requirements were 
taken care of after the emergence of the open access 
GEE platform.

GEE, is an integrated cloud-based computing plat-
form that comes with a powerful capability of Google 
and can resolve the prominent issues related to the LC 
mapping of huge study regions [9]. Users can process 
large volumes of remote sensing data without the need 
to download it to their machine on GEE web-based In-
tegrated Development Environment code editor [25]. 
The Availability of different algorithm packages and 
fast processing makes GEE more popular among re-
searchers [26]. 

GEE has become an asset to the remote sensing com-
munity by making satellite data processing very conve-
nient and fast.

Researchers are utilizing GEE in recent years for LC 
classification. The use of GEE for land cover classifica-
tion using Landsat8 [24,25,27,28],  sentinel2 [29]  and 
combinations of sentinel2 and landsat8[30] has shown 
good results. Therefore GEE presents great opportuni-
ties in dealing with remote sensing data for LC map-
ping in Pusad. Till date, most studies using GEE for LC 
mapping are focused on using Landsat and sentinel2 
optical images. There are few studies that used SAR im-
agery for large-scale LC mapping using ML methods on 
the GEE platform.

3. STUDY AREA

Pusad is a small city in the central area of Maharash-
tra state in India, which lies on latitude 19.912676, 
and longitude  77.566910 and includes the Pus River. 
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Pusad has a total area of approximately 1176 sq. kms. 
The prime LC in the study area is agriculture and the 
prominent crops grown are wheat, soybean, cotton, 
and turmeric, extending over a total 65% of the area 
under investigation. In addition to agriculture, the 
study area also contains urban areas, trees and water 
bodies. All agricultural areas are grouped into a single 
class called agriculture. Other remaining classes are ur-
ban area, vegetation, water and bare soil. Fig. 2 shows 
a backscatter image of the Pusad region in VV and VH 
polarization.

4. METHODOLOGY

Fig.3 flowchart describes the methodology used for 
exploring the LC classification in the study area. The 
methodology is organized into three stages. In the 
first stage, SAR images of the study area are acquired 
and pre-processed. The second stage deals with defin-
ing classification classes and the selection of training 
samples. In the last stage, classification and evaluation 
of the algorithm are performed.

Fig. 1. Location Map of Pusad, India

Fig. 2. Backscatter image of study area for VV and 
VH band

VH Polarization VV Polarization

4.1 SENTINEL1 SAR IMAGE AND  
 pREpROCESSING 

In this study, the sentinel1- SAR GRD dataset of the 
study area stored in the GEE cloud platform was used 
and it included all images covering the area of investi-
gation in the time period from January to April of the 
years  2018, 2019 and 2020. The Sentinel-1 SAR GRD 

dataset was acquired using the interference wide-band 
(IW) mapping mode, with a spatial resolution of 20 m, 
a width of 250 km, and an average incidence angle of 
30–45 with a 12 day revisit time. The dataset contains 
VV and VH polarization. Sentinel-1 image preprocessing 
was implemented using GEE. Preprocessing includes or-
bit restitution, thermal noise removal, terrain correction 
and radiometric calibration. Each sentinel1 image was 
filtered to reduce speckle on the GEE platform [31]. 

4.2 TRAINING CLASSIFIER

 Five types of LC i.e. agriculture, barren land, urban, 
vegetation, and water are the dominant part of the 
study area. Training and validation data was selected 
depending on human visual interpretation of high-
resolution images from GEE [25,32]. Two popular su-
pervised classifiers SVM and RF were deployed for LC 
mapping in Pusad.

4.2.1 SVM 

SVM is a type of supervised learning, non-parametric 
classifier algorithm mostly used due to its ability to 
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work with limited training datasets with good classi-
fication results [33,34]. SVM training classifiers find an 
ideal hyperplane in the training phase that divides the 
dataset into predefined numerous classes with a few 
misclassified pixels. SVM uses support vectors to create 
the hyperplane. Support vectors are selected based on 
the cost parameter, Gamma, and kernel functions. The 
grid search based optimization technique is used to se-
lect C and Gamma parameters, producing trustworthy 
prediction outcomes. The random basis kernel is pre-
ferred for training on large datasets [33].

Fig. 3. Flowchart of methodology

4.2.2. Random Forest

RF is a type of ensemble classification technique. RF 
is found appealing to researchers in remote sensing 
over the last decade due to the identification and bet-
ter handling of outliers in training samples using sam-
ple proximity measurement techniques [35,36].RF per-
forms well with highly correlated hyperspectral data as 
compared to other streamlined ML classifiers. Another 
factor that makes RF a favorite of researchers is that it 
requires the setting of only two parameters ntree and 
mtry[10,37]. Taking into account all the above reasons 
we chose RF as one of the classification algorithms. As 
per suggestions of previous studies, we have set ntree 
parameter to 100 and mtry was set to the default value. 

After completion of classification, an assessment step 
was performed for evaluating classification algorithms. 
Out of the total dataset, 70 percent was used for train-
ing the algorithm and the remaining 30 percent was 
used as a testing dataset. The OA, Kappa coefficient, UA 
and PA of each class was calculated using the inbuilt 
algorithm from GEE.

5. RESULTS AND DISCUSSIONS 

5.1 TEMpORAL BACKSCATTER pATTERNS OF 
 DIFFERENT LAND COVERS

Fig. 4 summarizes temporal backscatter signature 
curves of VV and VH bands for each land cover type 
in 2020. In the graph, the date on which the image is 
acquired is plotted on X-axis and backscattering coeffi-
cient is plotted on Y-axis. The average backscatter value 
was extracted from each image belonging to each LC 
class. From Fig. 4 it is observed that 

i) Lowest backscatter values in VV and VH bands were 
noticed in the case of water bodies. Moreover, the ur-
ban class showed the maximum backscatter values for 
VV and VH bands. 

(ii)Vegetation showed constant backscatter values 
throughout the time of image acquisition with slight 
variation in the month of September and October. The 
backscatter of the agricultural class showed more vari-
ation with VH. 

(iii) Backscattering curves of vegetation and barren 
land showed similar shapes therefore identification of 
these classes was difficult.

5.2 LAND COVER CLASSIFICATION OF pUSAD

This study examines the potential of SVM and RF clas-
sifiers for LC classification using SAR images on the GEE 
platform. Fig. 5 and 6 present the classification results 
of VV and VH polarization using SVM and RF techniques 
for the year 2018. The accuracy assessment parameters 
showed variation in results with polarization and classifier. 

In several studies [15 -23] authors processed remote 
sensing data on third party software, we implemented 
the entire methodology inside the GEE platform and used 
the JavaScript language for programming in the code edi-
tor. Analysing high volume data with remote sensing soft-
ware on a personal computer is a tedious task however it 
is easily manageable on GEE. Hence GEE offers an attrac-
tive solution to users having low end devices to obtain 
satisfactory results in less time without the need of high 
power computers or commercial software. Most research-
ers previously used Landsat [24,25,27,28], Sentinel-2 [29] 
and a combination of Landsat and sentinel-2[30] images 
for generating LC classification. We chose sentinel-1 imag-
es since SAR sensors can acquire an image in all weather 
conditions in addition to these different combinations of 
wavelength and polarization provides important infor-
mation regarding the earth’s surface [26].
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Fig. 4. Temporal backscatter profiles for five different land cover classes for  VV and VH 

(a) (b)
Fig. 5 . LC output Using RF for year 2018 for VH(a) 

and VV(b) band

Table1, Table 2, Table 3 and Table 4 show the results 
of the SVM and RF classifier. UA, and PA, F1 score were 
used to access the class wise performance of each clas-
sifier.  Both the classifiers get confused between barren 
land and vegetation areas however their performance 
for water, agriculture, and urban class is better. From the 
classification result it can be observed that most of the 
barren land is getting misclassified as an urban area. 

Our results show that RF has proved superior to the 
SVM classifier in line with results obtained in [26] Tak-

(a) (b)
Fig. 6. LC output using SVM for year 2018 for VH(a) 

and VV(b) band

ing into account accuracies summarized in Table 2, it is 
clear that barren land and vegetation area are mostly 
misclassified classes. For SVM and RF, the performance 
of the water class was best as compared to other classes 
in agreement with the results obtained in [30]. Obtained 
results claim that VV polarization performs better in com-
parison to the VH band and similar results were found 
in [16]. From results it is observed that RF outperforms 
SVM in LC applications due to its robustness to outliers 
and noise also as compared to RF SVM is more sensitive 
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to hyperparameters [38]. Obtained results show that the 
presented approach achieves improvement of  3% in 
overall  accuracy for  land cover classification compared 
to obtained in [28] since SAR sensors can acquire an im-
age in all weather conditions in addition to these differ-
ent combinations of polarization provides important LC 
details of the earth’s surface which improves LC classifi-
cation accuracy.

As shown in the Fig. 7, SVM achieved an accuracy of 
OA between 86.49% and 82% and kappa between 0.75 
and 0.81 for the images from 2018 to 2020. While the RF 
achieved accuracy of OA between 90% and 85.8%. and 
kappa between 0.80 and 0.86 for the images from 2018 to 
2020. The average kappa coefficient for SVM and RF was 
0.78 and 0.83 respectively. The dominant LC in the study 
area is agriculture, barren land and vegetation. Consider-
ing the results of RF algorithm for VV polarization it can be 
concluded that from 2018 to 2020, urban coverage and 
barren land showed a commutative increase by 1.1% and 
2.3% of the study area respectively. From 2018 to 2020 
vegetation area including forests and grasslands showed 
a reduction of 4.9% of the study area. Agricultural was 
seen most dominant class in 2019 as compared to 2020. 

Table 1. Comparison between SVM and RF classifier  
using Kappa coefficient and overall accuracy.

Year

Cl
as

si
fie

r VV Band VH Band

OA Kappa 
Coefficient OA Kappa 

Coefficient

2018
SVM 86.49 0.818 85.3 0.79

RF 90 0.86 89 0.85

2019
SVM 85.43 0.80 82.3 0.75

RF 89 0.84 88 0.84

2020
SVM 85.71 0.805 83.27 0.77

RF 85.8 0.80 87.5 0.83

Table 2. User accuracy and producer accuracy of 
each class for 2018 using RF and SVM

Class
RF SVM

pA UA pA UA

Water 93 97 98.60 94

Barren land 81 75 62.35 54

Agriculture 94.59 92 89.64 94.68

Urban 94.55 97 91.56 93.82

Vegetation 81.25 81 79.50 75.78

(a)

(b)

(c)

(d)

Fig. 7. Areas of water, Barrenland, Agriculture,urban 
and vegetation for 2018, 2019 and 2020.

Table 3. User accuracy and producer accuracy of 
each class for 2018 using RF and SVM

Class
VV Band VH Band

precision Recall F1 precision Recall F1

Water 97 93 95 94 99 96

Barren land 75 81 78 71 80 75

Agriculture 92 94.59 93 94 93 93

Urban 97 94.44 96 100 94 96

Vegetation 81 81.25 81 83 77 79

Class
VV Band VH Band

precision Recall F1 precision Recall F1

Water 97 93 95 94 99 96

Barren land 75 81 78 71 80 75

Agriculture 92 94.59 93 94 93 93

Urban 97 94.44 96 100 94 96

Vegetation 81 81.25 81 83 77 79

Table 4. Precision, Recall andF1 score of each class 
for 2018 using SVM classifier
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6. CONCLUSION: 

The study evaluated the performance of  RF and SVM 
for LC classification using  time series Sentinel-1A da-
tasets on the GEE platform for Pusad region. LC clas-
sification using SVM with VV gave overall accuracy of 
85.87% with a kappa coefficient of 0.80, while classifi-
cation with VH band gave an accuracy of 83.62% with 
a kappa coefficient of 0.77. With RF classifier VV gave 
overall accuracy of 88.26% with a kappa coefficient 
of 0.84 while with VH band overall accuracy of 88.1% 
with Kappa coefficient of 0.84 is obtained Based on the 
results it can be concluded that RF classifier using VV 
band gave best results. Agricultural and barren land is 
the main land cover types in the Pusad region. Future 
work can be focused on deep learning methodologies 
for LC mapping.
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