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Abstract – Gaussian Mixture Model (GMM) is an effective method for extracting foreground objects from video sequences. However, 
GMM fails to detect the object in challenging scenarios like the presence of shadow, occlusion, complex backgrounds, etc. To handle these 
challenges, intrinsic and extrinsic enhancement is required in traditional GMM. This paper presents a novel framework that combines 
improved GMM with postprocessing for multiple object detection. In the proposed system, GMM with parameter initialization is considered 
an intrinsic improvement. Video preprocessing and postprocessing are considered extrinsic improvements. Integration of morphological 
operation with GMM helps for better segmentation than traditional GMM, and it also helps to increase detection performance by reducing 
false positives. Video preprocessing is the process of noise removal that prepares input video ready for further processing. In the final step 
gradient of morphological operations is used for postprocessing. The proposed approach was tested on challenging surveillance video 
sequences from benchmark datasets such as PETS 2009 and CD 2014(Change Detection). The experimental results are compared using 
ground truth and performance evaluation metrics. The results show that the proposed approach performs better than GMM, and the 
method can detect the object effectively even in illumination variation and partial occlusion.
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1. INTRODUCTION

In this era, video surveillance systems have a prime 
role in implementing public safety and security. Even 
though intelligent surveillance analytics systems exist, 
peoples still rely on humans for monitoring surveil-
lance systems. The object detection process in surveil-
lance video plays a significant part in video analytics. In 
this real-world, detection of objects has a wide variety 
of applications, such as theft detection, street monitor-
ing, intruder detection, traffic monitoring etc. [1]. The 
significant challenges involved in object detection are 
the sudden illumination variation [2], presence of shad-
ow, long-term occlusion [3], and dynamic background 
due to natural phenomena (wind, rain, moving trees 
etc.) [4]. An intelligent surveillance system requires an 
efficient object detection approach to segment the 
foreground from the background. The main objective 
of the proposed method is to integrate the 

proposed approach with the surveillance system 
for object detection without human intervention. This 
paper presents a robust object detection method that 
can apply in real-world scenarios. The technique uses 
the Gaussian Mixture Method (GMM) [5] with updated 
parameters and gradient filter technique as advanced 
filtering. This approach can detect the object in surveil-
lance videos even with challenging scenarios.

A simplified block diagram of the proposed method 
shows in Fig.1. The proposed approach introduces a hy-
brid object detection framework that consists of video 
preprocessing, background subtraction and postpro-
cessing. GMM has been chosen here as the backbone 
for detection. Background subtraction uses the gauss-
ian mixture method (GMM) to determine the back-
ground from video frames, which helps to segment 
the foreground object from the background model. 
The approach modifies the GMM by integrating both 
intrinsic and extrinsic enhancement.  
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Fig. 1. Block diagram of proposed gradient GMM 
for object detection

Here GMM with parameter initialization technique 
as intrinsic improvements. Both preprocessing and 
postprocessing parts consider extrinsic modifications. 
GMM initializes its parameters by performing the histo-
gram analysis of training frames. Preprocessing video 
frames is an essential task that makes the video frames 
noise-free and ready for advanced processing like de-
tection and tracking. The proposed method uses a 
bilateral edge-preserving method for preprocessing. 
Advanced filtering is one of the relevant tasks in pro-
posed GMM-based object detection. A gradient-based 
morphological filter introduces here, which helps ef-
fectively segment objects from the background. The 
postprocessing phase applies an advanced filter in 
segmented results from the gaussian mixture model 
(GMM) and boosts the detection of multiple objects 
more accurately. In most challenging scenarios, back-
ground subtraction and segmentation play a vital role 
in GMM-based object detection.

The significant contribution of this paper is a fast and 
improved method for object detection in surveillance 
monitoring with an advanced filtering process. Ad-
vanced filtering introduces a gradient filter mechanism 
for better segmentation. Hence, the proposed method 
can detect foreground objects efficiently in various 
challenging scenarios. The rest of the paper organizes 
as follows: Section 2 examines the literature regarding 
object detection and the proposed method discussed 
in section 3. Section 4 presents the experimental re-
sults, and the conclusion is in section 5.  

2. REVIEW OF LITERATURE

Object detection is one of the major research areas 
in computer vision. The simplest method for object 

detection is background subtraction. Background sub-
traction includes deriving a background reference im-
age for a video, subtracting each new video frame from 
the reference image and outputting the result [6]. Many 
researchers have focused on background subtraction 
methods to deal with different challenges in object 
detection. Background estimation, kernel density es-
timation, subspace learning, background clustering 
and statistical models are some background modelling 
methods. Statistical models maintain an excellent bal-
ance between performance and computational cost. 
Gaussian Mixture model [6], kernel density estimation 
[7] and subspace learning [4] are the commonly used 
statistical models. Subspace learning methods work 
with the idea of dimensionality reduction [4] and per-
form well in varying illumination. Kernel density esti-
mation [7] uses the kernel function to estimate the 
density of pixels. Gaussian Mixture Model is the most 
used background subtraction approach. Some re-
searchers improved the GMM to handle the challenges 
faced by the video surveillance system. The following 
part reviews various background subtraction approach 
based on Gaussian Mixture Model and its variations.

Stauffer and Grimson [5] introduced adaptive back-
ground mixture models for real-time tracking. This 
method models each pixel as a mixture of Gaussians 
and updates the model with an online approximation. 
The authors also discussed learning patterns of activ-
ity used in real-time tracking [8]. The main drawback of 
their method was that approach learns very slowly in 
the beginning. To overcome the limitation of the above 
technique, KaewTraKulPong and Bowden [6] improved 
the adaptive background mixture model with shadow 
detection. They applied the expectation-maximization 
method to update the parameters of the existing GMM. 
But this method also suffers a slow learning rate.

Lee[9] presented adaptive learning rate-based GMM 
for background subtraction. A dynamic learning rate 
helps the GMM to achieve convergence faster. The 
method shows better performance, but it takes more 
computational time. Zivkovic and Heizden [10] sug-
gested adaptive Gaussians to each pixel to improve 
GMM. This approach achieves fast execution than GMM. 
Its single learning nature causes an increased number 
of false positives and false negatives. Shah et al. [11] 
also built an adaptive local learning rate for GMM. They 
proved that this method is efficient in both memory and 
time, but it is computationally expensive due fixed num-
ber of Gaussians. Shah et al. [12] again modify the GMM 
with an adaptive learning rate. The method derived the 
learning rate from the dynamic nature of the image. 
The algorithm uses YUV color space and SURF features 
for better segmentation. R. Chavan et al. [13] modified 
GMM by parameter tuning. The authors used EIR with 
the expectation-maximization algorithm to choose the 
value for parameters such as threshold and learning rate. 
The method performs better detection in the dynamic 
background with sudden illumination variation.
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Del Blanco et al. [14] used GMM with postprocessing 
to improve detection accuracy. They used parametric 
background subtraction for detecting moving regions 
in video data. Estimating and fitting ellipses apply here 
as postprocessing to refine the foreground. Pathan 
et al. [15] proposed a Gaussian mixture model with a 
median filter and morphological operation for moving 
object detection. The method assures complete detec-
tion of moving objects. Chen and Ellis [16] improved 
the gaussian mixture model with varying learning rates 
and the number of Gaussians. The authors proved that 
the approach performs well in illumination variation 
and dynamic background.

Fradi and Dugelay [17] proposed a new approach 
based on incorporating on uniform motion model into 
GMM background subtraction. The authors combined 
improved GMM background subtraction with a uni-
form motion model and proposed a single framework. 
The approach has improved accuracy even in complex 
backgrounds. Video object detection based on GMM 
was discussed by Fu and Wang [18]. They introduced 
the combination of foreground and background gauss-
ian distribution for efficient segmentation. 

Xiaofeng Lu and Caidi Xu[19] built an improved 
gaussian mixture model based on mean block imag-
es. The approach improves accuracy using a wavelet-
based denoising method with a semi-soft threshold 
used in the foreground detection stage. The author's 
used mean images of image blocks as background 
modelling and wavelet-based denoising for fore-
ground detection to improve the speed of GMM.

Chen et al. [20] developed a spatiotemporal gauss-
ian mixture model based on pixel hierarchy. The meth-
od used optical flow, spanning trees and super-pixel 
segmentation. The approach worked well even with 
sudden or frequent changes in pixel values. Ghedia 
and Vithalani [21] modified the GMM with parameter 
initialization and adaptive thresholding. They used in-
trinsic and extrinsic improvements to GMM for efficient 
object detection.  

From the literature reviews, it is clear that the Gauss-
ian Mixture model requires both intrinsic and extrinsic 
improvements. Intrinsic improvements aim the param-
eter optimization and tuning. Extrinsic enhancement 
such as preprocessing and postprocessing reduces 
the noise and improves the performance of detection. 
Hence both intrinsic and extrinsic modification to the 
GMM is required. 

3. PROPOSED METHOD

The proposed object detection method has a hybrid 
object detection method that uses modified GMM. The 
gaussian mixture model is the flexible foreground de-
tection approach introduced by Stauffer et al. [8]. To 
handle the multimodality of the background, the GMM 
represents each frame pixel using a mixture of nor-
mal distributions. GMM first generate the background 

model and then subtracts the background model from 
the current frame pixel-by-pixel. Surveillance video 
background may vary due to various constraints such 
as illumination, presence of shadow, dynamic back-
ground etc. The intrinsic and extrinsic enhancement 
makes the GMM that handle different conditions. Mod-
ified GMM depicts in Fig 2. The proposed object detec-
tion method has a hybrid framework that consists of 
preprocessing, object detection and postprocessing. 
Preprocessing and postprocessing are extrinsic im-
provements. Here parameter initialization of the GMM 
is the intrinsic modification.

Fig. 2. Proposed Gradient GMM approach

3.1. PRE-PROCESSInG

Pre-processing is one of the significant tasks in video 
processing. Video pre-processing improves the qual-
ity of video frames, thereby reducing or eliminating 
noise. Hence it can increase the performance of further 
video processing applications such as object detection, 
tracking and monitoring etc. In the proposed system 
bilateral filter is used for preprocessing. A bilateral filter 
converts the video frames into a smoother version by 
removing noise and fine details[22]. The main advan-
tage of this filter is that it can preserve the edges of ob-
jects without blurring.

Let ‘I’ be the input image, then the bilateral filter out-
put image Ifiltered is defined as

(1)

Here the intensity values of each pixel in the input 
image are replaced with a weighted average of inten-
sity values of the adjacent pixel. The bilateral filter uses 
spatial and range kernel intensity values to preserve 
the sharp edges. In the equation ws denotes weight 
normalization and can be defined as

(2)
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Here I and Ifiltered indicate input image and filtered im-
age respectively and ‘q’ denotes the coordinates of the 
current pixel to be filtered. ρ indicates the window that 
is centred in q i.e. qi∈ρ refers to another pixel in the im-
age. rk is the range kernel, which performs smoothing 
differences in intensities of pixels. sk is the spatial kernel 
which performs smoothing differences in spatial coor-
dinates of pixels[22].

3.2. ObJECT DETECTIOn

Object detection in the proposed system divides into 
two tasks: frame analysis with parameter initialization 
and background subtraction. The flowchart of frame 
analysis with parameter initialization depicts in figure 
3. This step analyzes the initial training frames of the 
video dataset. Analyze various frame intensities using 
histogram analysis to understand the nature of the 
background and declare the set of parameter vectors 
according to it. Here the approach considers two sig-
nificant parameters:α(learning rate) and T(threshold). 
Here α is the learning constant for background subtrac-
tion, and T is the threshold, which means the minimum 
proportion of the frame that regards the background. 
Initial training using GMM started using default param-
eters and then compares its binary mask results with 
ground truth. If the parameter gives a better result, ini-
tialize the GMM with the same α and T or check the next 
set of parameters. Repeat the steps until the final set of 
parameter values. Histogram analysis and background 
model comparison use here to choose the parameters 
for a particular dataset.

Fig. 3. Flowchart of frame analysis with parameter 
initialization

The significant task in this object detection step is 
background subtraction. For background subtraction, 
the proposed method uses a statistical probability-
based approach. Gaussian Mixture Model (GMM) is the 
widely used background subtraction method. Here 
probability density function of the gaussian mixture 
model is used to represent each pixel of video frames.
GMM used a mixture of gaussian distribution to model 

the {Q1, Q2,……….Qs} of each pixel. To model the his-
tory of each pixel, GMM uses the mixture of K Gaussian 
distribution.

The probability of the current pixel is represented as

(3)

Where 

K - number of gaussian distribution 

wi,s - weight of ith gaussian in the mixture at time s

μi.s -mean of pixel intensities

Σi,s -covariance matrix of pixel intensities

η refers the gaussian probability density function 
which is defined by

(4)

Here wi,s can be defined as

(5)

 Where α is the learning rate and μi.s is the mean value. 
Every new pixel Qs+1 is compared against the previous K 
gaussian distribution of the pixel until a match is found.  
Mean µ is set to 1 if the background model matches 
otherwise µ assigned to 0.

(6)

If the distribution is found unmatched then the μs  
and σs

2 parameters remain the same. If the distribution 
finds a match, then the parameters μs and σs

2 are up-
dated based on previous distribution values.

(7)

(8)

Where ρ is the second learning rate. It can be repre-
sented as

(9)

The primary step in every background subtraction 
model is background modelling. This step compares 
the current frame to the background frame and then 
classifies the pixels as foreground and background.  
Here the first ‘M’ distribution is used for background 
modelling.'M' can be defined as

(10)

Where T is the threshold value, which is the measure 
of the minimum portion of data that should be consid-
ered as background.
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3.3. POST-PROCESSInG

The vital role in the proposed architecture lies in the 
postprocessing phase. Gradient morphological opera-
tions use here to process the video frames according 
to their shapes. There are mainly two kinds of morpho-
logical operations; dilation and erosion. The structuring 
element is the essential element of both dilation and 
erosion. The structuring element is a matrix that pro-
cesses the pixel of the image and its neighbourhood.

Dilation operation adds the pixel to an image bound-
ary, whereas erosion removes the pixel from the im-
age boundary[21]. In this morphological gradient op-
eration, the gradient is the difference between dilation 
and erosion of the image. The gradient operation of an 
image results in the contrast intensity in adjacent pix-
els, which will help for better segmentation and edge 
detection of an object. Hence the integration of gra-
dient operation with the gaussian mixture model can 
improve the object detection performance. Let I(x,y) be 
the input image and S(x,y) be the structuring elements. 
Erosion of I by structuring element S produces I⊝S. Di-
lation of the image I by structuring element S is given 
by I⊕S. Hence the gradient G is defined as

(11)

4. EXPERIMENTAL RESULTS 

4.1. ExPERIMEnTAl SETuP

Implementation of proposed method Matlab 2017 
with 8GB RAM have used. The datasets used for evalu-
ation were the video sequences from the datasets VI-
SOR [23], CD 2014(Change Detection) [24] and PETS 
2009[25] and used several existing methods [8][21]
[26][27] for comparison were used. The terminologies 
used in the evaluation matrix were TP, TN, FP and FN.TP 
indicates the correct object detection, TN denotes the 
correct object rejection, false positive or false detec-
tion of an object represented by FP and FN measures 
the detection failure. Root Mean Square Error (RMSE) 
is the difference between the source and result image. 
Precision measures the ratio between true positives to 
overall positives. Recall calculates true positives to ac-
tual objects. The following evaluation metrics uses here 
to evaluate the performance of the proposed method.

(12)

(13)

(14)

4.2. ExPERIMEnTAl RESulTS

The results in table 1 indicate the comparison of ex-
isting GMM [5]and gradient GMM (proposed) in the as-

pect of foreground detection. Here benchmark GMM is 
used for comparison. Column 3 represents the ground 
truth frame. The results of GMM and gradient GMM has 
shown in column 4, column5 respectively. From the re-
sults, it becomes apparent that the gradient GMM per-
forms better than GMM.RMSE(Root Mean Square Error) 
of the binary mask results of the GMM and the gradi-
ent GMM with the actual image has shown in Fig.4.The 
RMSE value of Gradient GMM is less when compared 
to GMM, which means that the gradient GMM results 
more similar to the actual image than other.

Fig.4. RMSE between the resultant frame of GMM 
[5] and the proposed method

Fig.5 and Fig.6 represent precision and recall graphs. 
The precision and recall of Nguyen [26], Poppe’s method 
[27] and the proposed method have displayed in these 
graphs. The methods Nguyen [26] and Poppe’s method 
[27] used the non-GMM method and used the same 
dataset for their experiment. The authors used change 
detection video sequences with various challenges for 
comparison. According to the precision graph Fig.5, the 
proposed method outperforms when compared to the 
other two approaches. But all methods result in almost 
the same precision value in PETS2006 video sequences 
due to high reflection in the video.

Fig. 5. Precision graph of Nguyen method [26], 
Poppe’s method [27] and the proposed method
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Dataset name Frame number Ground Truth GMM Gradient GMM 
(Proposed)

Highway 100

Pedestrian 420

PETS2006 300

Table 1. Comparison of GMM with the proposed system

Original frame and challenges background Foreground Mask 
 n S Ghedia [21] Foreground Mask (Proposed)
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Table 2. Comparison of Foreground mask generated by self-adaptive GMM [21] and Gradient 
GMM(Proposed)
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The recall is the measure of the true positives to-
wards actual positives.Fig.6 shows the recall compari-
son of the proposed system performance with Nguyen 
[26] and Poppe’s method [27]. 

The proposed method performs well in pedestrian 
and PETS 2006 video sequences compared to the other 
two methods [26][27]. But recall is very low in Highway 
sequences (dynamic background). The complex back-
ground motions may lower the recall value of the pro-
posed method.

Table 2 represents the foreground mask comparison 
of various frames with the improved GMM method 
Ghedia [21] The method Ghedia[21] used a self-adap-
tive improved GMM method with the same experi-
mental dataset. The table represents the frames from 
various challenging scenarios such as illumination 
variation, presence of shadow and clutter etc. In table 
2, column1 represents the original frame, column2 
shows the background frame, column3 displays the 
foreground mask of the self-adaptive GMM method 
Ghedia[21] and the last column shows the foreground 
mask of the proposed system. The table evidence that 
the foreground mask of the proposed method is better 
than the method of Ghedia[21]. From the above com-
parisons and results, it is clear that Gradient GMM per-
forms more correctly than GMM. But Gradient GMM is 
less accurate in the case of high reflection.

5. COnCluSIOnS

This paper introduced a gradient GMM method for 
multiple object detection in surveillance videos. The 
Proposed gradient GMM for object detection per-
forms better under various challenging circumstances. 
Gaussian Mixture Model is the backbone of the pro-
posed system. Contributions to GMM classifies into 
intrinsic and extrinsic enhancement. Parameter initial-
ization of gradient GMM is the intrinsic improvement 
and helps the proposed method for better background 
subtraction. The preprocessing and postprocessing are 
extrinsic enhancements to GMM. The morphological 
gradient filter plays a critical role in foreground detec-

Fig. 6. Recall graph of Nguyen method [26], Poppe’s 
method [27] and the proposed method

tion and eliminating the noise in foreground objects. 
Integration of the gradient filter adds to the efficiency 
and robustness of the proposed GMM method. The ex-
perimental results proved that the proposed technique 
performs better than GMM. Gradient GMM can detect 
the object even in illumination variation, shadows, oc-
clusion, and dynamic background to a range. But the 
method results in false positives in the case of moving 
backgrounds such as high reflection, high dynamic 
motion etc. A further modification is required to handle 
complex backgrounds and long-lasting occlusion.
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