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Abstract – The ceramic tiles industry has a significant environmental impact due to consumption of raw materials, energy and 
environmental emissions. There are numerous activities on global level in accordance to the principles of sustainable development. 
This paper presents the development and application of mathematical models of manufacturing processes based on static neural 
networks for  prediction and control of environmental impact of ceramic tiles production process. The neural network learning is 
made based  on known input and output values from the production process. The control of the environmental impact is made on the 
basis of the output values from the process amounts of correct and faulty ceramic tiles. The model for prediction of correct amount 
of tiles and percentage of waste with an average error of 1.7% is presented in this paper. It could be successfully used to estimate and 
control the environmental influence. A simple model of production process has been applied in the manufacturing process of ceramic 
tile factory KIO Keramika d.o.o. Orahovica. It produced ceramic  tiles using monofiring process according to  EN 14 411 B III group Part 
L. The company has introduced and certified management systems according to ISO-9001. and ISO 14001.
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1. INTRODUCTION

The application of artificial neural networks is based 
on knowledge of the structure and functioning of the 
human brain and its great capabilities to solve the com-
plex problems. A great number of neural networks of 
different structure is used that can basically be divided 
into static and dynamic [1]. This paper describes the ap-
plication of static neural network to produce a math-
ematical model of the production process. This paper 
uses two-layer neural network shown in Fig.1. 

The neural networks have a large application area. 
They are used to solve problems in various fields of sci-
ence, technology, medicine, meteorology, economics, 
sociology, biology, ecology, etc. The paper [2] describes 

the results of the evaluation of nonlinear systems by 
neural networks and comparison of two techniques to 
select the optimal number of model parameters. Paper 
[3] presents the study of the structure and role of the 
learning algorithm in real time applications of neural 
networks is presented. Another paper published later 
[4] describes the successful application of neural net-
works to control the gas of the vehicle. In reference [5] 
the authors propose a new type of neural network to 
evaluate the robustness of tires with road friction. The 
application of neural networks for wind gusts is de-
scribed paper [6] for predicting the spatial distribution 
of the wind. The paper published in 2010 describes a 
successful application of neural networks for automatic 
sorting of ceramic tiles [7].
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Fig. 1. Schematic view of two-layered 
neural network

Neural networks in meteorology has been presented 
in the 2009 for predicting wind flow [8]. The paper pub-
lished in 2010 describes the application of neural net-
works to overlook flood [9]. The neural networks could 
be used to recognize faces and identify persons. The 
modelling of influence of waste rubber by neural net-
works is described in 2019 [10]. Another flood-routing 
modelling with neural networks is described in [11] 
and electricity consumption forecasting by neural net-
works is described in 2019 [12].  

A simple model of the production process has been 
applied to the manufacturing process of ceramic tiles 
factory KIO Keramika d.o.o. in Orahovica that produces 
ceramic tiles using mono-firing technology according 
to EN 14 411 Group B III Part L [13]. The company had 
been certified for management systems according to 
ISO-9001 [14]. and ISO 14001 [15]. The factory produces 
ceramic tiles for wall and floor  interior lining of various 
sizes and design by declared norm EN - 14 411 [13]. The 
diagram of the production process is shown in Fig. 2 [16].

The tiles are manufactured by mono-firing technol-
ogy for wall and floor tiles. The production process 
consists of a series of sub-processes: the preparation of 
raw materials, the preparation of granules for pressing, 
shaping, drying of raw tiles, glazing, firing, sorting and 
packaging [17].

Preparation of raw materials. The mixture of raw 
materials for ceramic tiles production are made from 
several components: clay, granite and dolomite. The 
clay is exploited from the mine in factory area. The clay 
is excavated and arranged in lots. After aging the clay is 
taken to a warehouse. The materials (frit and pigments 
for glaze) are delivered by trucks from suppliers mostly 
from Italy, Spain and other countries.

Preparation of granules for pressing. The mixture of 
components is grinded by wet process (along with water 
and electrolyte) with the addition of ceramic wastes in a 
ball mill. After milling the material is atomized into gran-
ules and kept in silos from which it is fed to the press.

The shaping of tiles is made by dry pressing. The 
hydraulic presses of high power and productivity are 
used. The granulate needs to be pressed under specific 
pressure. The tools enable pressing of several plates si-
multaneously.

Drying of raw tiles. The pressed tiles are introduced 
into the dryer. The tiles are dried gradually by warming. 
The drying time depends on the type of tiles (for wall 
or floor covering), and the necessary moisture content 
of raw tiles.

Glazing process. After drying tiles come to glazing. 
A layer of glaze is applied to the tiles and decorating is 
done. The tiles are stacked in wagons and taken to the 
oven for firing or baking.

Fig. 2. Schematic view of production process

Firing or baking of tiles takes place in an oven by 
a mono-firing process at a temperature between 1050 
and 1200 ºC. After cooling, the tiles are taken for sorting.

Sorting and packing. After baking, the tiles are in-
spected for surface defects. According to the results of 
the inspection, they are classified into classes and the 
waste is separated according to the EN-14411 stan-
dard, packed in cardboard boxes and placed on pallets.

2. MODEL OF PRODUCTION PROCESS

The static neural network is a development environ-
ment for making mathematical model of the produc-
tion process  that includes a software package with 
MATLAB tools for neural networks (nntool and nftool) 
suitable for studies of the structure of neural network 
and evaluating the results. It is applied the two-layer 
feedforward (feed-forward) network with sigmoid acti-
vation function in the hidden layer and linear activation 
function in the output layer. Learning was performed 
by Levenberg-Marquardt algorithm with a retroactive 
effect. The mathematical model of the production pro-
cess by static neural network is used to simulate the 
manufacturing process. The evaluation of the actual 
results is obtained by measurements [16] [18].



31Volume 13, Number 1, 2022

Fig. 3. Simple neural network model with 11 inputs 
and 2 outputs, which has 10 neurons in the hidden 

layer and 2 neurons in the output layer.

Research of best neural network structure is a learn-
ing  process in which the network changes its param-
eters and coefficients trying to achieve desired target 
output values based on the known inputs, selected 
input data sets and the corresponding set of known 
output data. The input data are obtained by analyzing 
the mono-firing production process technology in the 
preliminary assessment phase.

A simple model

Inputs Process phase Outputs

clay

dolomite

electrolyte

water

gas atomizer

preparation of slip 
and granules

- correct tiles 

- waste tiles

gas dryer pressing tiles and 
drying

frit

engobe

pigment

other materials

glazing and 
decoration

gas firing firing

Table 1. Inputs and outputs of process model

The inputs are monthly consumption of raw materials 
used in the preparation of materials, such as clay, dolo-
mite, electrolyte, water, gas in atomizer, gas for drying 
raw tiles and burning, raw material for the glazing of 
frit, pigments and other raw materials. A simple model 
is made according to a set of 11 input variables on the 
consumption of raw materials and manufacturing pro-
cess in the year 1998. Two output values were chosen: 
the correct amount of tiles that meet the requirements 
of the technical standard EN 14 411: 2004 [13] and the 
percentage of waste tiles, that are not usable for the 
primary purpose, because they are not in compliance 
with the requirements of technical standards [14]. The 
values of  input and output are presented by a simple 
process stages in Table 1. 

3. LEARNING A SIMPLE PRODUCTION MODEL

The learning process of simple model neural net-
work was performed with 10, 15 and 20 neurons in the 
hidden layer. The evaluation of properties of the ob-
tained neural network structure was completed using 
the mean squared error (MSE) and regression analysis. 
Only some of the results of learning network with 20 
neurons in the hidden layer are shown in Table 2. The 
table shows the order of training (Tr), the mean error 
MSE, regression R, performance P, gradient Gr, Mu (pa-
rameter μ) and the number of iterations Ni of that train-
ing. The lowest MSE gives the best performance P. The 
regression shows how close are the model output and 
target value.

Tr 

Learning results 

MSE R P Gr Mu Ni

1. 3,293e-3 0,941 1,9e-14 9,24e-8 1,0e-7 4

2. 5,257e-3 0,919 1,4e-19 1,5e-10 1,0e-7 4

3. 2,385e-13 0,999 2,3e-13 5,5e-7 1,0e-6 3

4. 1,839e-5 0,997 3,9e-18 1,1e-9 1,0e-7 4

5. 1,108e-2 0,889 4,0e-13 7,2e-7 1,0e-7 4

6. 3,055e-4 0,996 4,3e-14 5,8e-8 1,0e-6 3

7. 6,009e-3 0,909 2,5e-11 2,4e-6 1,0e-6 3

8. 8,325e-3 0,914 3,8e-13 6,9e-7 1.0e-7 4

9. 1,243e-19 1,000 1,2e-19 1,9e-10 1,0e-7 4

10. 8,168e-4 0,981 1,3e-12 8,3e-7 1,0e-6 3

11. 1,687e-6 0,999 8,3e-12 2,4e-6 1,0e-6 3

12. 1,708e-17 0,999 1,7e-17 3,8e-9 1,0e-7 4

13. 5,155e-3 0,935 4,1e-16 5,9e-9 1,0e-7 4

15. 6,029e-11 0,999 6,0e-11 6,4e-6 1,0e-6 3

Table 2. Results of learning of network with 20 
neurons in hidden layer

The network with 20 neurons in the hidden layer and 
the smallest difference between the real output values 
and desired target was selected for model verification 
of the production process. The values for the selected 
network used for further testing are shown in Table 3.
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Fig. 4. Histogram and progress of ninth learning 
with 20 neurons in the hidden layer.

Fig. 5. Regression and progress of ninth learning 
with 20 neurons in the hidden layer. 

Fig. 6. MSE diagram of ninth learning with 20 
neurons in the hidden layer.

Fig. 7. Gradient diagrams, Mu (parametar µ) and 
validation of ninth learning with 20 neurons in the 

hidden layer.

Due to the high MSE of results modeling is contin-
ued on network structure and parameters obtained by 
ninth learning with 20 neurons in the hidden layer. 

The Fig. 5 to Fig. 7 are presenting the results of mod-
eling tool and they are used for comparison between 
trainings to enable the choice of the best network. The 
number of epochs or iterations depends on getting the 
best result in some training as presented in Table 2. 

4. RESULTS OF SIMPLE MODEL

The network with parameters shown in Table 3 ob-
tained by ninth learning with 20 neurons in the hidden 
layer was selected to test the models of the produc-
tion process. The application of a simple model to the 
data by months of production of ceramic tiles is used 
for years 1999, 2000, 2001, 2002, 2003, and 2004, 2005 
and 2006. The obtained results are for correct amount 
of tiles and waste tile amount for each year. The model 
error was calculated by comparing the actual values of 
output variables obtained by measuring.

Table 3. The ninth best resulting learning network 
with 20 neurons in hidden layer.

Tr

Learning results 

MSE R P Gr Mu Ni

9. 1,243e-19 1,000 1,2e-19 1,9e-10 1,0e-7 4

The results of ninth learning network with 20 neu-
rons in the hidden layer are presented in the follow-
ing pictures. The ninth learning network has the best 
result as the MSE and performance are the lowest and 
regression is one from all training networks. The output 
from views that have been obtained for the selected 
network to test the model are presented in pictures be-
low. Fig. 4 shows a histogram of error as the difference 
between target and output.
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4.1. MODEL RESuLTS FOR CORRECT TILES

Fig. 8 shows the results of total annual quantity of pro-
duced correct tiles and the total quantity the correct tiles 
in m2 per year obtained by model using the neural net-
work from ninth learning with 20 neurons in the hidden 
layer. A comparison between the values of the production 
process for the correct amount tiles for the observed pe-
riod of 1999 - 2006 year and the values obtained by the 
model and the model error was calculated for each year. 
Fig. 9 shows the annual output error for the correct tiles 
compared with the average error that is around 6.5 %.

Fig. 8. Comparative review of output from the 
process and the amount obtained 

 by model and by year.

From Fig. 9 it can be seen that after year 2002 model 
error decreases and is on average 4.8%

Fig. 9. Model error for the correct amount tiles per 
year and the average error.

The deviation of the results obtained by the model 
and real production within one year by month was ana-
lyzed.  Fig. 10 shows the output of the correct tiles per 
month in 2006 for quantity and value of the correct tiles 
obtained using a simple model with a neural network 
for ninth learning with 20 neurons in the hidden layer.

The Fig. 10 shows the largest variations are observed 
in January and December 2006.

The largest deviations are in winter months of De-
cember and January. Fig. 11 shows the model error 
percentages for the correct amount of tiles in months 
of year.

From Fig. 12 it can be seen that the model error is 
the largest in the winter months and especially at the 
beginning and end of the year. The average model er-
ror for December and January between 1999 and 2006 
is around 13.1%. That is twice as much as the average 
error (6.5%) in the observed period. The larger model 
error in December and January can be explained by the 
fact that due to the holidays there are fewer working 
days in December. The first week of January is the over-
haul of equipment, and production stops. It is caused 
by the lower production in the winter months and the 
problems of delivery of natural gas. Because of the low 
temperatures, gas consumption is higher, so it was a 
big turn off consumers.

Fig. 10. Amount of the correct tiles and tiles 
obtained by a simple model of neural network in 

m2 in year 2006 the by month.

Fig. 11. Model error for the correct amount tiles  
per months of 2006. 

Fig. 12. Model error (%) of the correct amount of 
tiles in December and January for several years.
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4.2. MODEL RESuLTS FOR wASTE TILES

The results obtained by model are compared with 
the values of the production process for the percent-
age of waste tiles. The results obtained by a simple 
model based on neural network with 20 neurons in the 
hidden layer for  11 input variables and the known out-
put values are calculated for waste tiles in 1999, 2000, 
2001, 2002, 2003, 2004, 2005 and 2006. The percentage 
of waste tiles derived from the neural network and the 
percentage of waste tiles in real production in the pe-
riod from 1999-2006 are shown in Fig. 13.

The absolute model error of waste tiles was calculated. 
The percentage of model results in relation to the per-
centage of produced waste tiles is obtained as the dif-
ference of these values. The average model error for the 
amount of waste tiles in period 1999-2006 of the simple 
model based on neural network is shown in Fig. 14.

The model error varies by month. The smallest model 
error was obtained in 1999 when it was 0.1% but in 
2005 was around to 4.13%.

If the movement of the percentage of waste tiles 
generated from the process and percentage of waste 
tiles from the model is observed from 1999 until 2002, 
the model gives lower values than those from the pro-
cess. During the period since 2002 to 2006 the model 
provides a higher percentage of waste tiles than from 
production. The average absolute model error of waste 
tiles per year is around 1.7%.

Fig. 13. Percentages of waste tiles obtained by 
model compared to real values per year.

Fig. 14. Model error of waste tiles in period  
1999 - 2006.

5. CONCLUSION

This paper presents a simple mathematical model 
of the production process based on static neural net-
works in ceramic tiles industry. The research of the best 
neural network structure is done by learning process 
or trainings  with known standardized inputs and out-
puts by changing the network parameters to get the 
best results. The best simple model is obtained by ninth 
learning with 20 neurons in the hidden layer for neural 
network with 11 inputs and 2 outputs. The model is ap-
plied and calculated for the eight years of production. 
The resulting model error for the correct tiles is in aver-
age around 6.4 % and 1.7 % for waste tiles. The moni-
toring period from 1999 until 2006 is limited and could 
not be continued to next years as the real data after are 
not more available because the factory changed the 
owner and now does not produces.

The simple model can be used to predict the envi-
ronmental impact of production on the amount and 
percentage of correct and waste tiles. The application 
of this new approach can produce better control effect 
of ceramic industry to the environment.

The simple model using static neural network enables 
the prediction of environmental impact of the produc-
tion process of ceramic tiles. The developed simple 
model could  be used in simulation of the influence of 
input variables: clay, dolomite mud, electrolytes, water, 
gas used in atomizer, gas for drying tiles, frit, engobe, 
pigments, gas for firing and other raw materials on two 
output variables. It is possible to test the influence of 
reduction in some of the inputs to percentage and the 
amount of the correct and waste tiles.

The quantity of correct tiles depends on used  tech-
nology and equipment. The presented model can 
predict the quantities of produced correct and waste 
tiles using new equipment or new technologies. The 
presented model could be used to similar production 
processes for prediction and improving management. 
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