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Abstract – Since its inception, the steganography system (SS) has continuously evolved and is routinely used for concealing 
various sensitive data in an imperceptible manner. To attain high performance and a better hiding capacity of the traditional SS, 
it has become essential to integrate them with diverse modern algorithms, especially those related to artificial intelligence (AI) and 
deep learning (DL). Based on this fact, we proposed a DL-based SS (DLSS) to extract some significant features (like pixel locations, 
importance, and proximity to the imperceptibility) from the cover image using a neural network (NN) in a hierarchical form, thus 
selecting the candidate pixels for embedding afterwards. The pixel weight was expressed in terms of the position, imperceptibility, 
and its relationship with adjacent pixels to be a stego image. Performance evaluation revealed that the proposed DLSS achieved 
imperceptibility of 84 dB for images in training mode of a standard dataset.
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1. INTRODUCTION

With the advent of the information communication 
technology (ICT), the transfer of various sensitive data 
in form of images, videos, and audio occurs primar-
ily over the Internet. Meanwhile, many problems have 
been encountered related to the security and reliability 
of such accessible communication of information [1]. 
Thus, researchers in the field of information security 
became concerned about the legality of such informa-
tion transfer and the freedom to have information, en-
suring privacy-preserved data transfer [2]. In this ratio-
nale, the importance of diverse applications-based in-
formation transmission at the level of local and global 
networks appeared as one of the main focuses of the 

study. The main objective of this study is to protect the 
information (so-called privacy-preserved data commu-
nication) from penetration and plagiarism. In recent 
years, research on information penetration and data 
security revealed ever-increasing threats from hackers 
and adversaries, enforcing the rapid development of 
various protection techniques including the steganog-
raphy system (SS) [3]. Previously, information security 
systems used data encryption algorithms to send data 
from one party to another, where such algorithms in-
cluded encryption keys that contained all the informa-
tion required to decrypt the information [4].

Digital data provide a comfortable environment for 
editing and modifying the data that can be copied 
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without losing data quality and content. The comput-
er-processed digital data can be delivered from one 
device to another without any errors or external inter-
ference [5]. However, digital data distribution poses 
serious concern due to attacks or manipulation by un-
authorized users, which leads to the loss of relevance, 
thus weakening its security aspect. Lately, the Internet 
access related insecurity of digital content has posed 
great challenges to all software developers, research-
ers, users, and distributors. A large part of the digital 
world is engrossed in the Internet, where several ap-
plications are implemented, considering the Internet 
service as a proven method of data communication 
between users. As the contemporary communication 
technologies empowered by the Internet and cloud 
computing have become an integral part of daily life, 
there is an urgent need to establish smart algorithms 
for highly secured and privacy-preserved information 
transfer over the Internet [6]. It has been realized that 
weak information security is mainly due to data transfer 
through insecure public channels. Thus, there must be 
some secure means to protect that information from 
unauthorized uses or illegal access by adversaries or 
hackers. To overcome this problem, dedicated research 
efforts have been made to achieve secure and confi-
dential information communication, with information 
hiding technology constantly growing and becoming 
more complex. Information concealment technologies 
include digital media like images, video, and audio, 
providing an excellent carrier of hidden confidential 
information [7]. 

Using the data hiding technique, secret informa-
tion and messages can be transmitted in a secure way 
through cover media, undetectable to viewers, hack-
ers, and trackers. Over the decades, data hiding meth-
ods have been widely used to transfer confidential 
medical, military, agricultural, and other data. The SS 
has been most commonly used for concealing textual 
data securely that hide a specific text in one of the me-
dia, making them imperceptible [8] to others, except 
those who have the key to solving the algorithm. Until 
the secret data transmitted by the sender are received 
at the authorized recipient end, it remains hidden in-
side the medium [9]. Several daily life applications on 
the Internet use digital images, thus offering a suitable 
environment for data hiding. One can define the SS ei-
ther perceptibly or imperceptibly through a high de-
gree of security [10]. Any SS is very complex because it 
manipulates imperceptibly and efficiently the data of 
the transmission media. Consequently, the data hiding 
process suffers from various limitations related to the 
image size and the accuracy of transmitted informa-
tion.

Despite the invisibility of hidden data, they are some-
how visible to observers; however, useful information 
remains undisclosed without a key [11]. The major 
component of data concealment in the SS is called 
cryptography. It ensures that the information hidden in 

the digital medium cannot be perceived by the human 
eye, which is why the observer cannot detect the mes-
sage included in the medium [12]. The main goal of any 
SS is to improve the security of data transmitted from 
the sender to the receiver. The purpose of using the SS 
is to hide confidential data from the public and make 
the transmitted image free of any information. Water-
marking is the second part of the data hiding process 
[13], where by simple changes, the hidden data are 
often presented in the form of simple images. Cryp-
tography [14] is a process of encrypting data (images 
or written text), whereby the data pose a challenge to 
the observer and cannot be decrypted. (Fig. 1) shows a 
classification scheme of information hiding.

Fig. 1. Classification scheme of information hiding

Although each type of information hiding systems 
has its advantages and disadvantages, most research-
ers attempt to overcome the shortcomings of the SS. 
The main idea behind the improvement of the SS is to 
transmit information with high capacity, high security, 
and low imperceptibility. Table 1 gives a comparison of 
three types of information hiding schemes in terms of 
their main characteristics.

Table 1. Comparison of three types of information 
hiding schemes.

Attributes Watermark Cryptography Steganography

Media
Image is 

popular, maybe 
text and video

Mostly text, 
sometimes 

image

Digital form of 
images, video, 

and audio

Imperceptibility No Yes No

Visibility Medium High Less

Key Yes No Yes

Criteria Capacity and 
imperceptibility Security

Security, 
capacity, and 

imperceptibility

Results Watermark Cipher Stego

Application Authentication Commerce Many applications

Readability Simi Full Full with 
extraction

Any information hiding system is composed of two 
components, a sender and a recipient [15]. The secret 
message (text) is embedded into the medium (a stego 
image) and then transmitted by the sender. Then, the 
message from the medium (a stego image) is extracted 
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by the recipient. The stego image embedded in the mes-
sage is identical with the original image. The process of 
embedding and extracting requires specific algorithms 
that contain a key called a stego key. In short, by em-
bedding, the sender generates a stego image and a key, 
while the recipient extracts the desired information (a 
secret message, and produces the original image) from 
the stego image by using the stego key (Fig. 2).

Fig. 2. Basic SS architecture

Most of the previous contributions related to the pro-
cess of distributing secret data in the image. In this pa-
per, we propose a method based on one of the artificial 
intelligence algorithms, i.e., deep learning. The cover 
image is initially divided into small images based on 
the color contrast of the image. After that the location 
of the secret bit is obtained by applying the neural net-
work algorithm, and then we can use the weight factor 
to select the best pixel to embed the secret bit among 
more than one pixel.

One of the most important stages in steganogra-
phy is the selection of the pixel to embed the secret 
bit, which must be done in such a way as to preserve 
imperceptibility. Therefore, the deep learning method 
was used to find the best pixel for embedding and thus 
to increase imperceptibility.

1.1. DEEp LEARNINg (DL)

By using artificial intelligence (AI) it is possible to 
combine various modern technologies. The main goal 
of such unification is to mimic through artificial systems 
the cognitive abilities of humans and their intelligent 
behavior for further exploitation, especially in terms of 
solving complex problems such as detection, object 
recognition and self-driving [16]. Machine learning sys-
tems (MLS) consist of two main procedures, including 
feature extraction, and are designed for training [17]. 
Developers design a feature extraction protocol to ex-
tract different features from the data input into the sys-
tem followed by their training to learn the system using 
the classifiers. This is performed to achieve a suitable 
function ensuring the absolute security of the private 
data transmitted by the sender and retrieved by the 
recipient. Despite the effectiveness of MLS in solving 
complex problems, they suffer from various limitations 
[18]. Many methods in the literature use deep learning 

techniques to solve different problems [19, 20]. In or-
der to overcome these shortcomings, it is necessary to 
develop a suitable feature extractor. Creating a proper 
feature extractor is challenging because it requires ex-
perience and in-depth knowledge of the problem de-
velopers face. In addition, a particular feature cannot 
be generalized to another problem. In order to over-
come this problem, DL has been recently widely used 
as part of ML. Fig. 3 illustrates a typical AI architecture.

Fig. 3. General framework of AI

DL based on an improved artificial neural network 
(ANN) model is used in this paper. The ANN model 
is used to input the data into the neural system, and 
then the received output is fed back as an input, creat-
ing an experience for the system. Weight vectors such 
as w=(w1,w2,..,wm), with wi∈R, can be manipulated at 
the neural system to produce the input vector such as 
x=(xw1, xw2,.., xwm), and applied as the following non-
linear function to obtain the output:

(1)

where y is the output, which is the sum of weight (wi) 
times the input vectors (xi) plus bias (b). 

2. RELATED WORK

Intensive studies have been conducted on the prin-
ciple of hiding data as text in images or other media. 
Researchers have developed various modern tech-
nologies and linked them to data hiding or the SS 
[21], which used an inverted bit stream to increase 
imperceptibility, but the capacity was very low. Here, 
DL played a considerable role in data steganography 
advancement, especially for data in JPEG image format 
and other types of text [22] considering the number of 
attacks in terms of security to avoid secret data manip-
ulation. Attempts were made to create a new paradigm 
of data steganography analysis using the concept of 
feature learning, a novel CNN-based method for fea-
ture extraction and classification, as well as techniques 
to improve imperceptibility [23]. One of the most im-
portant advantages of this method is the reliability of 
more than one type of image, but this method suffers 
from its inability to account for hacker attacks. The DL-
based SS [24, 25] was implemented to improve the NN 
classifier, which achieves improved security and data 
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hiding capacity in the network. The information hiding 
method is good and effective, and it cannot embed a 
large amount of data, which most traditional methods 
suffer from. A new model [26] based on training the 
embedded images and an AI-assisted classifier could 
attain an embedding ratio of 70% in the training stage 
and of 30% in the examination stage, indicating an ex-
cellent outcome. The management of the training and 
the testing mode with the compatibility process be-
tween them were successful and the reason for increas-
ing the security of embedding secret data with limited 
embedding data, which is the basis of the steganogra-
phy system. A convolutional NN model was proposed 
[27] that consisted of three main stages, including 
calculation and data analysis, extraction of significant 
features, and classification of the extracted features in 
the digital image in order to embed hidden data into 
them, Although extracting important features from a 
cover image improves data security, it does not help 
to increase the imperceptibility of the stego image. A 
comprehensive review of the most recent existing re-
ports in the literature related to data hiding (especially 
steganography) showed the use of diverse methods 
that mostly depend on the DL algorithms based on 
the celebrated ANN algorithms [28, 29]. DL algorithms 
[30] have been used to cover a digital image that in-
clude object border pixels within digital images, thus 
accurately classifying these pixels according to feature 
weights for further embedding. In all cases, embed-
ding in a section or part of the cover image reduces 
the image capacity for secret data, which is important 
to sign for the method used to be feasible. Moreover, 
DL was directly applied [9] to the SS for the purpose of 
constructing an encoder and a decoder, enabling the 
learning of reversible steganography by distributing 
data according to the NN algorithm. However, it still 
needs to be improved in terms of security and robust-
ness, which are the disadvantages of this method.

From the above, we can propose a method that takes 
advantage of existing methods and at the same time 
avoids the problems associated with the steganogra-
phy system. The method depends on the method of 
selecting the hiding data position in the image (pixels) 
through deep learning (impact of a smart variable) to 
avoid the classical distribution and increase the imper-
ceptibility. Furthermore, dividing the image into sub-
images helps to avoid statistical attacks faced by the 
steganography system, thereby maintaining the secu-
rity of the transmitted data.

3. pROpOSED STEgANOgRApHY METHOD 

An image steganography system processes a specific 
image enclosed by pixels, where each pixel has a deci-
mal value consisting of one byte or 8 bits. Human eyes 
can easily recognize grey in four bits called the most 
significant bits (MSB) and cannot recognize the other 
four bits called the least significant bits (LSB). (Fig. 4) 
displays the process of hiding a secret message.

Fig. 4. Image recognition by human eyes

Hiding text in a given image involves two steps: in 
the first step, the text is converted into a series of bi-
nary bits from 0 and 1, while in the second step, these 
bits are embedded in the digital data of image pixels. 
Each pixel consists of 8 bits, which can contain one to 
two bits of a text message. Most of the existing meth-
ods take into account the embedding place, but with 
the same technique.

Feature selection is the most significant step in ML that 
works together with the NN algorithm. The candidate 
pixels act as NN inputs for embedding, where only those 
pixels that satisfy the condition Pcon.=P1-P2=16 (decimal 
value) can be added to the LSB. Therefore, the number 
of pixels can be stored in the form of a vector (called the 
input layer) for input into the NN code (Fig. 5).

Fig. 5. The structure of the NN with the cover image

The image (Fig. 5) is comprised of pixels represented by 
their decimal values (act as an input layer of the NN). The 
NN has three major layers including the input, hidden, 
and output layers. Pixel values in the proposed NN are in-
serted into the input layer, producing a filter from the can-
didate pixels for embedding, where information is saved 
in the stego key. The output vector is delivered again to 
the image by maintaining the coordinate of the pixel (x, y) 
as the address. The cover image at the start is divided into 
several sub-images each having a definite size depending 
on the generated random function. The image is divided 
into sub-images so that the data are in multiple vectors. In 
this way several neural networks are achieved according 
to the number of vectors or images. Inputs x and corre-
sponding weighs (w) are related by the following:

where ŷ=g(z) is the output layer. V is considered as a 
vector of weight w and pixel data x.

(2)

(3)

(4)
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Many sub-images imply various NNs, and each sub-image can be handled by a single NN. However, as shown in 
(Fig. 6), DL can deal with multiple NNs.

Fig. 6. DLNN system for the entire cover image

A convolutional layer with NNs considers the main is-
sue, representing the main elements in the system, as 
well as the features, i.e., a set of features given by each 
NN is produced during the processing of the hidden lay-
er. Convolution selects the pixel value of I(x,y) with the 
assumed weight derived from the adjacent pixels called 
kernel K∈R(2kf+1)×(2ks+1) such that kf and ks are sub-images 
of dimension (3x3). The stego pixel takes the form:

(5)

where K is the kernel of the corresponding coordinate 
of cover pixel (u,v) aimed at producing stego pixel S(i,j).

The number of hidden layers inside the system can 
be controlled, providing several feedback inputs until 
the appropriate stego pixels are due to the manipula-
tion of cover pixels achieved under the corresponding 
weights. Fig. 7 displays a typical procedure for getting 
the secret text. 

The proposed system first reads the cover or original 
image and then divides it into sub-images following a 
specific condition before being fed to each individual 
NN. First, the NN is selected under the features derived 
from sub-image pixels. Next, each NN contributes to a 
deep neural system with the submission of new fea-
tures improved during the processing.

4. RESULTS AND DISCUSSION

Fig. 8 shows cover images used by the proposed 
DLSS together with the corresponding stego images. 
Numerous images of size (256 × 256) and (512 × 512) 
pixels from the standard dataset were used for perfor-
mance evaluation.

Fig. 7. General overview of the system
Fig. 8. Standard cover and stego images used in the 

proposed DLSS
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Images like Lena, Baboon, Peppers, and Jet with dif-
ferent payload capacities were tested. The stego image 
is defined as the secret message inside the original 
image that remains indistinguishable from anything, 
meeting the purpose of steganography. The efficiency 
of the system was evaluated in terms of imperceptibil-
ity, payload capacity, secret bits embedded in the im-
perceptible part of the pixel (LSB) of the cover image, 
the peak signal-to-noise ratio (PSNR), and the mean 
square error (MSE).

As already mentioned (Fig. 7), human eyes cannot 
differentiate the cover from the stego image, which 
makes it difficult to observe the inner secret. For this 
reason, hackers or intruders use a statistical technique 
to figure out the secret message included in the stego 
image. Over the years, numerous image steganography 
techniques have been developed to obtain an optimal 
algorithm that can achieve the best results. However, 
specific benchmark criteria are needed to compare 
the performance of the proposed DLSS with the exist-
ing state-of-the-art methods. Although most existing 
SS can successfully hide private information, making 
it indistinguishable to human eyes, these techniques 
suffer from various statistical issues that need to be 

overcome. So, to properly validate the results obtained 
from the proposed DLSS, it is important to determine 
payload capacity of the secret message, indicating the 
robustness of the stego image (carrying data without 
distortion) against various attacks. In this study, PSNR 
and MSE parameters were used for validation.

4.1 pSNR

In terms of MSE of the proposed DLSS, PSNR values 
(in dB) were evaluated as follows:

(6)

where max indicates the maximum pixel intensity 
value of 255, and PSNR is a measure of image resolu-
tion and distortion derived from the mean square er-
ror (MSE). For both greyscale and color images, PSNR as 
high as 70 dB and above is considered to be very good, 
in the range of 30 to 50 dB is acceptable, and below 30 
dB is unacceptable. Table 2 summarizes the obtained 
imperceptibility and payload capacity results for differ-
ent images in both greyscale and color images. Table 3 
shows PSNR values for various standard images of dif-
ferent pixel sizes achieved by the proposed DLSS.

Table 2. Performance evaluation of the proposed DLSS.

Image Image resolution 
payload 
capacity 
(bytes)

Embedding 
ratio pixel representation pSNR 

(dB)

Lena

256 × 256 (pixel) 32765 6.25% 1 0 1 1 0 1 0 ½ 76

256 × 256 (pixel) 53743 12.5% 1 0 1 1 0 1 0 1 61

256 × 256 (pixel) 64752 18.75% 1 0 1 1 0 1 1 0 42

Lena

512 × 512 (pixel) 32765 6.25% 1 0 1 1 0 1 0 ½ 84

512 × 512 (pixel) 53743 12.5% 1 0 1 1 0 1 0 1 70

512 × 512 (pixel) 64752 18.75% 1 0 1 1 0 1 1 0 54

In the first NN iteration, when a 3K secret message 
was embedded, the secret bit appeared in the first bit 
of the LSB with every two pixels getting a one-pixel 
candidate. The neural system could present pixels with 
the ability to embed secret bits within the cover image. 
For an embedding ratio of 12.5%, all candidate pixels 
could replace the LSB (first bit) with the secret bit that 
appeared from the text message. In contrast, for an em-
bedding ratio of 18.75%, the system made it possible to 
occupy two pixels from the LSB for embedding secret 
bits (Table 3).

Image Image size (pixels) pSNR (dB)

Baboon 256 × 256 79

Peppers 256 × 256 78

Jet 256 × 256 75

Baboon 512× 512 88

Peppers 512× 512 86

Jet 512× 512 83

Table 3. Results of images used in the proposed 
method with their sizes.

One of the most important features of steganogra-
phy results is imperceptibility, which is measured by 
PSNR. This factor depends on the strength of the dis-
tribution of secret data by image pixels, which results 
in the deep learning method in a smart distribution of 
data within the image.

PSNR values are found to depend on image informa-
tion, e.g., a baboon image includes several pixel varia-
tions thus nominating the neural system to embed 
multiple pixels. One of the significant features used by 
a deep neural network (DNN) is the difference between 
certain pixels and adjacent pixels (4 or 8 neighbors). 
Thus, the Lena image achieved a lower PSNR value be-
cause of the uniform pixel values and the embedding 
ratio of 18% of the image. In contrast, the Baboon im-
age had too many pixels variations, allowing a large 
number of pixels to be selected to store secret bits. In 
this study, the DNN was used to increase payload ca-
pacity while keeping the imperceptibility (image qual-
ity) of greyscale images (one channel represented by a 
one-pixel value) intact. The same strategy was used for 
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color images where the process included three chan-
nels according to red, green, and blue (RGB), indicating 
that each pixel consists of 24 bits (8 bits for each chan-
nel). In addition, as illustrated in (Fig. 9), PSNR values in 
color images were higher than in grey images. It was 
asserted that the training system containing different 
images over 205 is worth improving the variable hid-
den layer with the neural system, thereby improving 
image imperceptibility.

PSNR = 78 PSNR = 89

PSNR = 84 PSNR = 81

Fig. 9. PSNR of (256 × 256) color images with a 
6.25% embedding ratio

4.2.  MSE

The MSE values of the proposed DLSS were evaluat-
ed based on the difference between the original image 
(prior to embedding) and the stego image (carrying a 
secret message) by the expression: 

(7)

where M and N are the row and the column of the im-
age, and G1 and G2 are the cover and the stego image 
pixels, respectively, representing the ith  row and the 
jth column. The obtained MSE value for the greyscale 
image was 100.0 (worst), and reduced to 0 (better). 
A 10-bit image with a corresponding pixel value of 
[0,1023] became undetectable, which indicates the ex-
cellent performance of the DLSS because the main pur-
pose of any steganography system is to reduce the MSE 
value as much as possible. The achieved MSE value of 
0 clearly indicates that there is no difference between 
the cover image and the stego image. 

Table 4 compares the present results with results 
obtained in other studies described earlier in the lit-
erature.  In order to demonstrate the superior nature 
of the proposed DLSS compared to the existing state-
of-the-art SS, the achieved results were additionally 
compared with the most significant findings published 

in the literature. Different steganography techniques 
have shown different performances in terms of pay-
load capacity and PSNR values, indicating that the best 
one is the current DLSS. The obtained improvement 
in payload capacity and PSNR values was attributed 
to the excellent embedding ratio by the DLNN. The 
PSNR value with an embedding ratio of 6.25% (green 
bar) was higher due to fewer secret messages or less 
information being embedded into the image, causing 
a smaller image degradation or distortion effect. In ad-
dition, the blue bar represented a higher embedding 
ratio to obtain a low PSNR. It is important to note that 
some studies did not evaluate all capacities, hence the 
missing bars. The high imperceptibility achieved by the 
proposed DLSS was mainly due to the use of a large 
number of iterations and new features such as pixel 
variations and differences between pixel values. In con-
ventional methods, pixel values are limited such that 
the difference is fixed in advance (for example, differ-
ence = pix1(value) - pix2(value) = 40). In the proposed 
DLSS with a DNN, all variables were changed through 
system training by increasing and decreasing the num-
ber of hidden layers and nodes.

Table 4. Comparison of the present results with 
results obtained in other studies described earlier 

in the literature, using the USC-SIPI database with a 
6.25% embedding ratio.

Authors Year Image used Method pSNR

[31] Diar D. 
et al. 2021 Lena LSB+CRT+PVD 73.0

[32] U. 
Pilania & P. 

Gupta
2020 Lena 

&Baboon IWT-SVD Scheme 54.1

[33] M. 
Oudah 

et al.
2020 Lena DWT Transform 70.5

[34] Q. Li 
et al. 2020 Baboon Chaos 

Encryption 61.2

[35] M. 
Kumar, & H. 

Nagar
2021 Lena Hybrid LSB+ AES 

cryptography 75.2

[36] A. 
Hindi, et al. 2019 Baboon Index XOR LSB 74.4

[37] S. 
Almutairi, 

et al.
2019 Baboon 2 bits LSB 79.3

proposed Lena 
+Baboon

DNN + region 
segmentation 84.3

5. CONCLUSION 

In this paper, a robust DLSS is proposed for extract-
ing different significant features from the cover image 
using DL combined with a NN in a hierarchical form. In 
this way, candidate pixels are selected for embedding. 
The use of DL in steganography has made the hiding 
process more secure, allowing more payload capacity 
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to be embedded for digital images. By this method, DL 
as an AI algorithm could extract features that are later 
processed according to weight and importance. Steg-
anography consisted of the cover and stego images, 
where the cover image was used to extract significant 
features of the images. Here, pixel position provided 
the basis for work in addition to image weight and 
imperceptibility. The NN was used to determine the 
suitability of embedding sites, resulting in high imper-
ceptibility (84.3 dB for a 512 ×512 image) of the stego 
image. The results revealed that it is possible to embed 
huge amounts of information instead of the previously 
approved random embedding. Performance evalua-
tion showed that the proposed DLSS outperformed 
the existing steganography in terms of PSNR, MSE, and 
imperceptibility values, indicating high data security 
against attacks with capacities of a 12.5% and 18.75% 
embedding ratio. It is worth taking a valuable part of 
the image or dividing the image into several parts to 
further improve the DLSS. Furthermore, it may be inter-
esting to adopt the NN algorithm by selecting a section 
and hierarchical division.
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