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Abstract – Photovoltaic panels use the sun’s radiation on their surface to convert solar energy into electricity. This process is 
dependent on the temperature of the surface and the intensity of the sun's radiation. To escalate the energy transformation, the 
solar system must be functioned at its maximum power point (MPP). Every maximum power point tracking (MPPT) technique has 
a distinct mechanism for tracking maximum power point (MPP). The support vector machine (SVM) regression algorithm is used in 
this work to develop a novel method for tracking the MPP of a PV panel. The solar panel technical parameters were used to prepare 
the data for training and testing the SVM model. The SVM algorithm predicts the PV panel's maximum power and relevant voltage 
for specific irradiation and temperature. The duty cycle of the boost converter corresponding to the maximum power was evaluated 
using the predicted values. The result of the simulation shows that the proposed control strategy forces the solar panel to work near 
the predicted MPP. The SVM regression control strategy gives the MPP tracking efficiency of more than 94% for the solar PV system 
despite variable climatic conditions during its stable state operation. In addition, a comparative analysis of the proposed method 
was carried out with the existing approaches to confirm the effective tracking of the proposed technique. 
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1. INTRODUCTION

The environmental harm produced by conventional 
power sources may be mitigated using solar energy. 
Photovoltaic generation systems (PVGS) convert solar 
energy into electricity. However, since the PVGS is not 
worked at maximum power point (MPP), it is strongly 
advised to drive the system at its MPP to enhance the 
energy conversion efficiency. This is achieved through 
a process known as maximum power point track-
ing (MPPT). The MPPT uses an algorithm to compel 
the PVGS to work at MPP. There are several MPPT ap-
proaches published in the literature. Each technique 

has its own set of strengths and weaknesses and its 
own method of tracking the MPP. The conventional 
methods are the Perturb and Observe (P&O) [1] and in-
cremental conductance (IC) [2] methods, mathematical 
methods such as curve fitting [3] and beta MPPT [4], 
measurement-based methods such as look-up table [5] 
and current sweep [6], constant parameter methods 
such as fractional open circuit voltage [7] and fractional 
short circuit current [8] methods, trial and error meth-
ods such as gradient descent method [9] and variable 
inductance method [10], optimization techniques like 
genetic algorithm [11], ant colony optimization [12], 
practical swarm optimization [13], gray wolf optimiza-
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tion [14], and cuckoo search optimization [15], intel-
lectual methods like an artificial neural network [16], 
fuzzy logic control [1], and ANFIS [1,9] are listed in the 
literature.

The need for clean, affordable, and sustainable energy 
is expanding rapidly, and technology is actively seeking 
methods to meet this need [17, 18]. The maximum pow-
er extraction from solar PV system is challenging task 
under partial shading conditions [19-21]. Artificial intel-
ligence (AI) and machine learning (ML) have emerged as 
significant technological solutions. These cutting-edge 
technologies can forecast the future, enhance the pres-
ent, and examine the past. This indicates that most of the 
current problems may be resolved using AI and ML [22]. 
Machine learning for MPPT typically eliminates the need 
for a controller. MPPT was implemented in the literature 
utilizing support vector machine learning in conjunction 
with a Proportional Integral Derivative (PID) controller 
[23], reinforcement learning [24], and a random forest 
technique [25]. The ML algorithm (MLA) may predict 
the unknown information if the model is trained, tested, 
and validated using existing information. Typically, the 
data for training, testing, and validating the machine 
learning model are chosen in the ratios of 60:20:20. Sum 
squared error (SSE), root mean square error (RMSE), and 
R2 are three metrics that may use to assess the prepared 
model's prediction ability. For the calculation of RMSE, 
SSE, and R2, the following equations Eq. (1), (2), and (3) 
[26, 27] are used.

(1)

(2)

(3)

where, YA is the real data, YP is the data predicted, the 
total samples number is ns, and the real values average 
is YAvg. The R2 is between 0 and 1 which gives the model 
prediction potential, and for the best suited model, the 
R2 is near to 1. Similarly, the SSE and RMSE quantifies 
the error among YP and YA. The model with the stron-
gest ability to predict is therefore represented by RMSE 
and SSE that are close to zero.

A power electronic converter is necessary to trans-
mit the maximum amount of power from PVGS to the 
load. In literature, DC-DC converters such as the boost 
[2-6], buck-boost [7, 8], buck [10], and SEPIC [14] are 
employed. In addition, an inverter [9] can also be used 
to drive the ac loads or to supply the grid. This study 
proposes a unique method for tracking the MPP  of a 
solar module using support vector machine regression 
learning. The suggested approach's efficacy was evalu-
ated in contrast to classic MPPT algorithms such as P&O, 
IC methods, and intelligent control techniques such as 
ANN, FLC. The comparison has been done by consider-
ing time domain specifications of power response such 
as tracking speed, settling value, and overshoot, etc.

The rest of  paper is organized as follows, the system 
description, which includes the PV module with tech-
nical parameters, boost converter, and support vector 
machine regression algorithm, is provided in Section-2; 
the methodology comprises collecting data, preparing 
the model, and PV panel working with support vector 
machine regression control approach have been pro-
vided in Section-3; simulation result with discussions 
of the proposed method are provided in Section-4, the 
proposed approach is compared with the existing P&O, 
IC, ANN and FLC methods in Section-5. The paper is 
concluded in Section-6.

2. DESCRIPTION OF SYSTEM

2.1. PV MODULE AND bOOST CONVERTER

Solar cells convert sunlight into electrical energy 
through photoelectric effect. Multiple solar cells con-
nected to form a solar PV module. From the solar cell's 
single diode equivalent [28, 29] model the mathemati-
cal representation of solar module is in Eq.(4).

(4)

where the solar module current is Im and IPH indicates 
the light generated current. The saturation current of the 
diode is I0, V is the module voltage, the ideal factor of pn-
diode is n (1 ≤ n ≤ 2), the thermal voltage is VT, and Ns is 
number of series cells. The resistances Rsh and Rs are the 
module shunt and series resistances respectively.

A 10W solar panel with 21.50V open circuit voltage, 
0.62A short circuit current, 0.57A current and 17.50V 
voltage at MPP is used in this work. The current-voltage 
(I-V) and power-voltage (P-V) characteristics are pro-
vided in Fig.1.

Fig. 1. I-V and P-V Characteristics of solar module at 
1000w/m2 and 25 ˚C

A dc-dc boost converter with pulse width modula-
tion (PWM) control [29, 30] shown in Fig.2 is employed 
in this work. The power transferred to load from input 
source was controlled by using the duty cycle (D) of the 
switch. The inductor (L) enhances the input voltage to 
the necessary output value.
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The input and output capacitors (Ci & Co) both help to 
lower the voltage ripple content.

Fig. 2. DC-DC boost converter [29]

2.2. SUPPORT VECTOR MAChINE  
 REgRESSION ALgORIThM

Support vector machines (SVM) were initially built to 
classify binary issues and were expanded to include the 
classification and regression of multiclass problems. In 
the training data set, by estimating the linear or nonlin-
ear relationship between a given input and its associated 
output, the support vector machine regression (SVMR) 
technique [31] predicts the output based on the input. 
As a result, the developed SVMR model may be used to 
predict outcomes based on supplied inputs. The goal of 
support vector regression with ε-intense loss function 
is to determine the optimal hyperplane with the short-
est distance between all data points. Suppose a training 
data set with N samples are denoted as (xi, yi), i = 1, 2,…, 
N, where xi represents the input and yi represents the 
output. The optimal hyperplane approximates the train-
ing points as closely as possible while reducing the pre-
diction error. The linear hyperplane function is defined 
as f(x) = βx+b, where x denotes a point on the plane, β 
specifies the hyperplane's inclination in space, and b is 
the bias that determines the distance of the hyperplane 
from the origin, as shown in Fig. 3.

(5)

(6)

 In the specified ε-insensitive loss function, SVMR looks 
for an ideal hyperplane that can predict y without errors. 

Fig. 3. SVM for linear regression problem on two 
dimensional space [31]

In other terms, the distance between any data point and 
the ideal hyperplane is smaller than ε. Where ε repre-
sents the radius of the tube. SVMR uses a ε- intensive loss 
function to compute linear regression in a high-dimen-
sional feature space while minimizing model complex-
ity by reducing the value of ||β||2. The ε- intensive loss 
function is a function that is used to optimize general-
ization boundaries that are close to actual value and are 
located at a particular distance by ignoring errors. As a 
result, SVMR is defined as the solution to the optimiza-
tion problem [31] given in Eq.(5) and Eq.(6).

The slack variables ξi and ξi
* (i =1, 2,…, N) will mea-

sure the deviation of the training samples outside the 
ε-insensitive zone, and the penalty parameter or the reg-
ularization constant is C which determines the trade-off 
between the model complexity and the training error. If 
the data has a non-linear shape, SVMR uses a non-linear 
transformation function (K(xi, x)=ϕ(xi).ϕ(x)) called a ker-
nel function. This kernel is for mapping the input pattern 
to a high-dimensional feature space to identify the ideal 
hyperplane that minimizes discriminating errors in the 
training data. Next, a linear model is constructed in this 
feature space. As a result, the SVMR function for approxi-
mating nonlinear training data is as follows,

(7)

(8)

(9)

The kernel function in linear form is given by Eq.(9).

The complementarity constraints by Karush Kuhn 
Tucker are optimization boundaries required to find 
the optimal solutions. These conditions are in Eq.(10) 
for Linear SVMR.

(10)

These circumstances address all perceptions rigor-
ously inside the epsilon edge team having αi=0 and 
αi

*=0. An observation is called a support vector if either 
αi or αi

* is not zero. The difference between two sup-
port vectors Lagrange multipliers (αi - αi

*) is stored by 
the parameter α for a trained SVM model. The support 
vector's properties and bias store xi and b, respectively.  
The type of kernel function and its parameters will de-
cide the prediction performance of SVMR. The kernel 
functions are linear, radial basis, polynomial, and sig-
moid [32]. Here, a linear kernel function is preferred 
as the data is almost linearly separable and is faster in 
training with fewer parameters to optimize.
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3. METhODOLOgY

There are two phases in the proposed strategy. Ob-
taining data from the PV module specifications and 
creating the SVMR model comes in primary phase. The 
secondary is to employ the prepared SVMR model for 
MPPT. The power at MPP (Pmp) and the corresponding 
voltage at maximum power (Vmp) depends on irradi-
ance (Ir) and temperature (T), so the T and Ir are used as 
input features in the prediction of Pmp and Vmp. The pre-
pared SVMR models predict the Pmp and Vmp of the PV 
panel. The predicted Pmp and Vmp are used to compute 
the converter's duty cycle (D) such that the PV module 
works at the predicted MPP.

3.1. COLLECTINg ThE DATA &  
 PREPARINg ThE MODEL

Ir, T, Pmp, and Vmp are the data needed for training and 
testing of the model. Solar panel parameters were used 
to gather the data. Matlab/Simulink software used to 
train the SVMR models. The flowchart in Fig. 4 depicts 
the process for gathering data and building a machine 
learning (ML) model.

3.2. SVMR MPPT CONTROL STRATEgY

For the input features Ir and T, the trained ML model 
predicts the Pmp and Vmp. The Rmp resistance, which cor-
responds to MPP, is evaluated using the predicted val-
ues Pmp and Vmp as in Eq.(11) [30]. In Fig. 5, Rmp will be 
replicated across node-p and node-q by controlling D 
of the boost converter. According to Figs. 4 and 7, the 
resistance (Rpq) between nodes p and q is zero when D 
is zero. As D grows, Rpq rises and will reach R0 when D is 
one. The parameter D in Rmp and load resistance (R0) is 
in Eq.(12) [30].

(11)

(12)

The extreme and least values for load resistance 
are calculated using the method recommended by 
Razman Ayop et al. in [30]. The boost converter's design 
procedure is explained by Muhammad H. Rashid [33]. 
Equation (13) gives the boost converter inductance, 
and Eq.(14) provides the capacitance, respectively [33].

(13)

(14)

where Vip denotes input voltage, Vop denotes output 
voltage, fsw indicates frequency of switching, ΔI repre-
sents current ripple, and ΔV represents voltage ripple. 
The control strategy diagram for the solar PV module 
with the SVM regression ML is shown in Fig. 5.

Fig. 4. Data collecting and ML model building 
procedure as a flowchart

Fig. 5. Control strategy block diagram with SVM 
regression ML & dc-dc boost converter

4. SIMULATION RESULTS OF PROPOSED SVMR 
MPPT CONTROL STRATEgY

With the aid of solar panel technical parameters, the 
data from the PV panel has been collected in the sug-
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gested method specified in section-3. The pairwise re-
lation and correlation among the data is given in [29]. 
To test the tracking performance of the proposed tech-
nique in the presence of variables Ir and T, the simula-
tion was run in four intervals of 0.5 seconds. For each 
interval either Ir or T are changed while keeping the 
other fixed. This variation is shown in Table -1.

Table 1. Input parameters of the PV panel for 
various intervals

Parameter Interval-1 Interval-2 Interval-3 Interval-4

Time (sec) 0 to 0.5 0.5 to 1 1 to 1.5 1.5 to 2

Ir (W/m2) 450 450 950 950

T (oC) 25 35 35 25

The simulation values used here in study are, PV 
power (P) = 10W, fsw = 5 kHz, ripple voltage allowed (ΔV) 
= 1 %, ripple current allowed (ΔI) = 5 %, L = 34 mH, Co = 
68 μF, R0 = 300 Ω, and Ci = 1000 μF.

Table 2. Parameters of created the SVMR models 
with linear kernel

Parameter SVMR-1 (Pmp plane) SVMR-2 (Vmp plane)

Bias 0.4568 19.1963

ɛ 0.4224 0.0397

β [0.0091 -9.4161×10-4] [4.2608×10-4 -0.0802]

No. of support 
vectors 3 30

No. of 
iterations 9 1×106

The SVMR models (SVMR-1 and SVMR-2) are created 
with Ir and T input features. The output predicted re-
sponse for SVMR-1 is Pmp and for SVMR-2 is Vmp. The 
parameters of the created models are in Table-2. The 
actual and predicted data by the developed SVMR 
models are given in Fig. 6. Fig. 6a shows a small residual 
in prediction on the Pmp plane. On the other side Fig. 6b 
shows that for low Ir and T, the prediction error is high, 
and for the rest is minor on the Vmp plane.

(a)

(b)

Fig. 6. Predicted and actual data by a) SVMR-1 on 
Pmp plane b) SVMR-2 on Vmp plane

Fig. 7 indicates the solar panel and load V, I, and 
power (P) responses with the developed SVMR models. 
These results illustrate a small oscillation in the tran-
sient response if there is a variation in T and fluctua-
tions with large amplitude if Ir is varied. Figure 8 shows 
the tracking efficiency and comparison of the predict-
ed and working PV power. It can be observed that the 
proposed methodology tracks the accurate MPP in the 
stable state.

Fig. 7. The load and solar panel V, I and P responses 
with SVMR models

Fig. 8. Mean efficiency (%), Pmp and Ppv waveforms 
with SVMR models
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5. PERFORMANCE COMPARISON PROPOSED 
METhOD WITh EXISTINg METhODS

In this section, the results of the proposed control 
strategy are compared with the classical methods like 
perturb and observe (P&O) and incremental conduc-
tance (IC) and intelligent methods like artificial neural 
network (ANN) and fuzzy logic control (FLC).

5.1. WITh P&O METhOD

The P&O algorithm [1] controls the duty cycle (D) of 
the converter depending on the PV panel's present volt-
age and power values. The predicted maximum power 
Pmp by the SVMR model, proposed SVMR strategy (Psvmr), 
and P&O method responses are compared in Fig. 9. The 
Pp&o response has continuous oscillations near the MPP. 
In contrast, the proposed SVMR methodology response 
is not having any oscillations in the steady state. There-
fore, the SVMR method operates the solar panel almost 
nearer to MPP, even in variable Ir and T presence.

Fig. 9. Comparative plot for Pmp, Psvmr and Pp&o

5.2. WITh IC METhOD

The IC method [2] controls the converter's D depend-
ing on the voltage and current values of the PV panel. 
The predicted Pmp by the SVMR model, IC algorithm 
(PIC), and proposed SVMR strategy (Psvmr) responses are 
compared in Fig. 10. The PIC response has continuous 
oscillations near the MPP. On the other hand, the pro-
posed SVMR methodology operates the solar panel 
nearer to MPP with no fluctuations under variable cli-
matic conditions in the steady state.

Fig. 10. Comparative plot for Pmp, Psvmr and PIC

5.3. WITh ANN METhOD

The proposed control strategy results are compared 
with the perceptron type ANN MPPT [26, 29]. The ANN 
was trained with the same data used for SVMR model 
training. The ANN model’s inputs are Ir, T, and outputs 
are Pmp, Vmp. Ten hidden layer and two output layer neu-
rons make up the ANN architecture [29]. The data were 
decomposed to training data, validating data, and test-
ing data for the ANN model in 60%, 20%, and 20%, re-
spectively. 

In Fig. 5, the SVMR ML model is replaced with the trained 
ANN model for MPPT. The Pmp predicted by the SVMR 
model, ANN algorithm (Pnn), and proposed SVMR strategy 
(Psvmr) are compared in Fig. 11. The ANN algorithm works 
at MPP for low values of Ir. But if there is a huge change 
in the value of Ir the ANN algorithm has large magnitude 
continuous oscillations, and for high values of Ir, the pow-
er response has small fluctuations near MPP in the steady 
state. The proposed SVMR approach provides the opera-
tion of the PV panel nearly at MPP with a small residual 
value under variable Ir and T in the steady state.

Fig. 11. Comparative plot for Pmp, Psvmr and Pnn

5.4. WITh FLC METhOD

Fuzzy logic control (FLC) [1, 27] handles the system's 
nonlinearities in a better way, no need a precise math-
ematical model and also works with defective inputs. 
The variation in D (ΔD) is FLC output. The duty ratio for 
the converter is determined by Eq.(18). Fig. 12 shows 
the triangular membership functions of FLC. The vari-
ables negative big & small (NB & NS), zero (ZE), and 
positive big & small (PB & PS) are allotted to member-
ship functions with fuzzy subsets. Table-3 provides the 
rule base of FLC.

D(k+1)=D(k)+ΔD (18)
The predicted Pmp by the SVMR model, Psvmr, and FLC 

method (Pflc), are compared in Fig. 13. The FLC response 
is similar to that of the SVMR method. But the FLC per-
formance is based on the designed rule base, which 
needs humanoid experience and expertise. In Fig.13 
(the portion in zoom) it is seen that if there is a huge 
increment in the Ir, there is a short duration overshoot 
with the FLC method. On the other hand, the SVMR 
method does not have it.
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Fig. 12. ΔPpv, ΔVpv, and ΔD membership functions

Output 
ΔD

Input-2 
ΔVpv

PB PS ZE NS NB

In
pu

t-
1 

 
ΔP
pv

NB NS NB NB PB PS

NS NS NS NS PS PS

ZE ZE ZE ZE ZE ZE

PS PS PS PS NS NS

PB PB PS PS NB NS

Table 3. Fuzzy rule base

Fig.13. Comparative plot for Pmp, Psvmr and Pflc

The predicted Pmp by the SVMR model, Psvmr, and FLC 
method (Pflc), are compared in Fig. 13. The FLC response 
is similar to that of the SVMR method. But the FLC per-
formance is based on the designed rule base, which 
needs humanoid experience and expertise. In Fig.13 
(the portion in zoom) it is seen that if there is a huge 
increment in the Ir, there is a short duration overshoot 
with the FLC method. On the other hand, the SVMR 
method does not have it.

5.5.  POWER RESPONSE COMPARISON DURINg 
 0 TO 0.5 SEC (INTERVAL-1)

The SVMR model dynamic power response was com-
pared with a few models in literature as a graphical in 

Fig. 14 and numerically as time-domain values in Ta-
ble-4 during the time interval-1. Fig. 14 demonstrates 
that, in the steady state, the IC and P&O techniques 
have oscillatory responses while the other methods do 
not exhibit them.

Fig. 14. PV power response comparison for various 
methods (interval-1)

Table-4 shows that, as compared to P&O, the pro-
posed SVMR model response has settled approximate-
ly half as fast with a superior settling power of 3.8960 W 
and no overshoot. Compared to incremental conduc-
tance method, the SVMR model response has settled 
almost in half time with a better final value and with 
no overshoot. Regarding settling time, final value, and 
overshoot, the SVMR model response beats the P&O 
and IC techniques. The SVMR model power response 
numerical values are nearly similar to the intellectual 
method ANN. The FLC model power response is su-
perior in numerical during 0 to 0.5 sec, but the FLC 
response depends on the strength of the rule base, 
which requires human experience and expertise. This 
comparative analysis shows that the proposed SVMR 
control strategy is good at chasing the MPP for PV sys-
tems under variable weather situations.

Table 4. MPP tracking response numerical 
comparison for various approaches

Parameter SVMR P & O I C A N N F L C

Rise Time 
(sec) 0.1558 0.0519 0.0470 0.1541 0.0690

Peak Time 
(sec) 0.5 0.4989 0.1327 0.5 0.5

Peak value 
(W) 4.3288 4.5211 4.5211 4.4195 4.5512

Settling Min.
(W) 3.8960 3.3161 2.1899 3.9777 4.1186

Settling Time 
(sec) 0.2846 0.5 0.4992 0.2762 0.0868

Undershoot 
(%) 0 0 0 0 0

Overshoot (%) 0 9.1727 18.8405 0 0
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6. CONCLUSION

In this work, a new SVMR machine learning-based 
approach for MPPT of the solar panel is used in asso-
ciation with a PWM control boost converter. The mean 
efficiency value was determined to be greater than 94 
per cent in steady state to confirm the efficacy of the 
SVMR algorithm. The SVMR approach has produced 
better MPPT outcomes than traditional perturb and 
observe and incremental conductance algorithms, in-
tellectual prediction artificial neural network and fuzzy 
logic control algorithms, and even under dynamic cli-
mate. Furthermore, the simulation results demonstrate 
greater accuracy in tracking and working the system at 
MPP with the proposed SVMR control strategy in the 
steady state.
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