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Abstract – Images and video-based multimedia data are growing rapidly due to communication network technology. During 
image compression and transmission, images are inevitably corrupted by noise due to the influence of the environment, transmission 
channels, and other factors, resulting in the damage and degradation of digital images. Numerous real-time applications, such as digital 
photography, traffic monitoring, obstacle detection, surveillance applications, automated character recognition, etc are affected by 
this information loss. Therefore, the efficient and safe transmission of data has become a vital study area. In this research, an image 
compression–encryption system is proposed to achieve security with low bandwidth and image de-noising issues during image 
transmission. The Chevrolet transformation is proposed to improve image compression quality, reduce storage space, and enhance de-
noising. A 3D chaotic logistic map with DNA encoding and Tuna Swarm Optimization is employed for innovative image encryption. This 
optimization approach may significantly increase the image's encryption speed and transmission security. The proposed system is built 
using the Xilinx system generator tool on a field-programmable gate array (FPGA). Experimental analysis and experimental findings 
show the reliability and scalability of the image compression and encryption technique designed. For different images, the security 
analysis is performed using several metrics and attains 32.33 dB PSNR, 0.98 SSIM, and 7.99721 information entropy. According to the 
simulation results, the implemented work is more secure and reduces image redundancy more than existing methods.

Keywords: Image encryption, chaotic maps, decryption algorithm, optimization algorithm, DNA encoding, Logical operations, 
image compression

1. INTRODUCTION

The Internet has evolved into an essential sort of 
technology in the modern day. It applies to various 
fields. Multimedia is a prevalent form of communica-
tion in modern society. Numerous real-world applica-
tions, such as medical imaging systems, radar transmis-
sion, military systems, etc., may use this technology. 
Multimedia storage and transmission are still crucial. 
The transmission of data over the Internet must also 

be secure, which is a key factor [1-3]. Currently, secu-
rity technologies such as data encryption, digital sig-
nature, and trusted routing are utilized to transmit 
data securely. Images are a popular kind of media in 
all sectors. Consequently, encrypted communication is 
vital as well as of great interest. The three main areas 
of study are compression of images, encryption, and 
image processing. De-noising, encryption, and image 
compression are all subject areas of this article, which 
will deal with image compression and de-noising [4-6].
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The primary goal of compressing images is to reduce 
both storage space and network traffic. The source en-
coder transforms the input image into a minimal rep-
resentation. They are built using several transforms, 
including DFT, DCT, and DWT. The DWT is a computa-
tionally efficient method, and the JPEG-2000 standard 
has embraced it [7, 8]. Even though the DWT can reach 
efficient compression ratios, it has significant disadvan-
tages, such as a lack of directionality, aliasing, shift vari-
ance, and oscillations. The complicated WT may over-
come these restrictions but at a high computational 
cost. In addition, the FWPT may be applied to signals 
with large fractional frequency components, although 
it has a greater computing cost than the DWT [9, 10].

In addition to compression, images should be en-
crypted before transferring through insecure lines of 
communication. Since the encryption process destroys 
the link between pixels, it is often performed after com-
pression [11, 12]. There are several accessible encryp-
tion protocols, and there is always a trade-off between 
computational cost and encryption strength. The en-
cryption of images based on a chaotic system was ex-
tensively explored, along with its intrinsic properties 
revealing the intimate link between cryptography and 
chaotic systems and cryptography.

There are two types of cryptosystems based on cha-
otic maps: Two-dimensional (2D) and one-dimensional 
(1D) chaotic maps. 1D chaotic map-based encryption 
approaches are insufficiently secure due to various 
constraints. Their basic orbits and starting and control 
parameters were predictable [13-15]. Therefore, tra-
ditional 1D chaotic systems are inappropriate for en-
crypting images. Recently, a complex chaotic system 
based on Chebyshev and 1D Sine maps and a Sine Co-
sine composite function system is described. 2D cha-
otic maps feature more complicated architecture and 
better chaos than 1D maps, making them suited for 
data encryption. 2D chaotic maps include the 2D Lo-
gistic-Modulated-Sine Coupling-Logistic Chaotic Map, 
two-dimensional Logistic-Adjusted-Sine map, and the 
2D sine chaotification system. The implementation of 
these maps was feasible [16, 17]. These suggested 2D 
maps perform better and have broader chaotic ranges 
than the traditional existing mapping. Additionally, 
greater chaotic behaviors are seen in hyper-chaotic 
systems. Furthermore, a random and dynamic combi-
nation of the hybrid hyper-chaotic map is suggested to 
attain excellent encryption performance [18-20].

The existing methods that were presented simply 
encrypt the plain image. The most efficient and secure 
approach for transmitting data is compression fol-
lowed by encryption with noise reduction. To provide 
noiseless, secure, and rapid image transmission, the 
proposed model conducts image de-noising, compres-
sion, and security. To enhance image quality, minimize 
storage space, and achieve superior de-noising, tetro-
let transformation-based image compression is recom-
mended in this research. Then, encryption and decryp-

tion of grayscale images using 3D chaotic maps and the 
DNA encoding technique are proposed. In addition, 
Tuna Swarm Optimization is presented, which may sig-
nificantly increase the image's encryption speed and 
transmission security.

In digital signal processing systems, FPGA has be-
come the primary paradigm for high-performance sys-
tem implementation, particularly in image processing 
applications. In addition, FPGA can build high-perfor-
mance signal processing system designs at fast speeds. 
In other words, the Xilinx system generator (XSG) in-
creases the capability of FPGA and offers efficient tools 
for designing an image encryption model in a manner 
that is compatible with MATLAB/Simlinkin. 

The practical design of the proposed image encryp-
tion and compression algorithm is the main goal of 
this work. As a result, a high level of security must be 
guaranteed. Every system or piece of work already in 
existence in this subject has to do with software or 
DSP. Therefore, the particular system's portability is not 
very simple. Here, the proposed approach is applied 
to the huge VLSI domain. We are concentrating on the 
suggested work's front-end design and putting it into 
FPGA. This will increase speed and effectiveness while 
decreasing area, energy, latency, and expense. There-
fore, an encryption-based chaotic system is built in this 
research using FPGA. The following is a summary of the 
important contributions to this paper:

•	 De-noising and lossless compression of image is 
implemented by Chevrolet transformation.

•	 Proposed 3D chaotic logistic map for the diffusion 
of pixels during encryption.

•	 The initial condition for the 3D employs an ASCII 
key with 64 bits. Bits undergo "bit-XOR" to obtain 
a decimal value.

•	 A cryptographic hash function SHA-512 is utilized 
to produce a hash value.

•	 The proposed Tuna Swarm Optimization can great-
ly improve encryption speed and secure image 
transmission.

The remaining sections are structured as follows:  The 
relevant work reported by various researchers is sum-
marized in section 2. The suggested image compres-
sion and encryption technique are detailed in Section 
3. Section 4 describes the experimental implementa-
tion of both the chaotic system and the proposed en-
cryption architecture using Xilinx. In section 5, the con-
clusion and future work are explored.

2. LITERATURE SURVEY

There are several image compression and encryption  
technique exists. However, achieving both strong secu-
rity and compression at the same time is still a difficult 
challenge since both are conflicting. In this part, the 
idea of image encryption using chaotic maps, as well 
as image denoising and compression, is discussed.
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Bhargava and Gangadharan [21] developed an 
HRRBF-based FABF on an FPGA utilizing RLG technolo-
gy with integrated geometric and photometric weight 
computation and kernel result calculation techniques. 
RPGs were used to build the reversibly modified carry 
select adder, the multiplier, and the reversible adder 
subtractor which enhances speed and lowers delay, 
power, area, and execution time. TCAM was used as the 
main memory to speed up processing.

Maazouz, Toubal, Bengherbia, Houhou, and Batel 
[22] constructed a new discrete chaotic system using 
the hybrid classification approach; the state variables 
of this system were then utilized to build a new S-box 
substitution matrix. The significance of this matrix in es-
tablishing the algorithm's degree of security cannot be 
overstated. The advantages led further to the improve-
ment of the cryptographic properties of the developed 
algorithm, which included the Feistel model and some 
AES components.

Kumar, Reddy, Rinaldi, Parameshachari, and 
Arunachalam [23] provided low-power, high-speed 
hardware solutions for the FPGA implementation of 
AES to protect data. This work does not use LUTs to 
implement AES SubBytes and InvSubBytes transforma-
tions. This design uses combinational logic circuits to 
convert SubBytes and InvSubBytes. This architecture 
removes unwanted delays and adds sub-pipelining to 
improve AES algorithm speed by not using LUTs. The 
modified positive polarity reed muller (MPPRM) design 
reduces total hardware needs. With MPPRM architec-
ture in SubBytes phases, a mixed column architecture 
is implemented.

Zodpe and Sapkal [24] suggested a method for im-
proving the encryption quality of the AES algorithm, as 
well as its implementation on FPGA. Initially, the modi-
fied AES algorithm's S-box values are created using the 
PN Sequence Generator. Second, the first encryption/
decryption key is derived from the output of the PN Se-
quence Generator.

Hafsa, Gafsi, Malek, and Machhou [25] suggested com-
bining a complicated chaotic PRNG with MAES. For a 
high-quality encryption key, a chaotic PRNG was recom-
mended. Unpredictability, entropy, and complexity char-
acterize the created key. Using four S-boxes enhanced 
the complexity of the MAES sub-bytes operation. Mix-
columns and shift-rows transformations were removed 
to enhance complexity. Only four encryption rounds are 
done in a loop, saving time. The encryption data route ex-
ecutes a 32-byte block in parallel and one clock cycle.

Kumar, Balmuri, Marchewka, Bidare Divakarachari, 
and Konda [26] improved AES's key expansion to speed 
up subkey generation. The fork-join model of key ex-
pansion (FJMKE) structure was created to increase the 
speed of subkey creation while minimizing the hard-
ware requirements of AES by eliminating the frequent 
calculation of secret keys. JFK-AES produces subkeys in 
half the time of the usual design.

Bhargava and Gangadharan [27] developed FPGA-
based MRBF-based FBF architecture to reduce com-
puting complexity, space, and power. MRBF was im-
plemented using a quantum-dot cellular automaton-
based carry select adder, which reduces space, power 
consumption, and latency. In addition, image de-nois-
ing utilizing MRBF-FBF was tested.

Fig. 1. The architecture of 
the proposed methodology
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3. METHODOLOGY

The quality of digital images is diminished by noise 
interference. As image quality degrades, image diag-
nosis becomes more challenging. The transmission 
of massive data sets is the greatest hurdle in digital 
image transmission. The compression approach de-
creases the image's file size by decreasing the number 
of pixels, making it more suitable to store and deliver 
information across a variety of communication chan-
nels. Additionally, reducing network traffic will increase 
efficiency. The Chevrolet transformation is employed 
to remove noise and redundancy from digital images. 
This compressed image has been encrypted using cha-
otic maps. Fig. 1 depicts the block diagram for the pro-
posed framework.

The primary components of the proposed work are 
the input image, image compression, compressed im-
age, encryption module, encrypted image, inverse 
process, and reconstruction of the image. Haar model 
becomes Chevrolet by matching and rearranging tiles. 
The image is partitioned into 4x4 blocks.  Each block's 
tetromino division reflects its image geometry. By com-
bining four similar squares that are linked at one edge.

3.1. MATCHING TILE IDENTIFICATION

The Chevrolet transform is based on the Chevrolet 
decomposition method. The 4x4 input matrix of the 
image undergoes a standard Haar transformation.

The sum of the twelve detail coefficients is denoted as

Where CDsum represents the present information. The 
subsequent tile is used to determine the new tiles. Us-
ing the Haar transform, new information is acquired and 
stored in NDsum. After reviewing every tile, the proce-
dure concludes. After that, tiles that match are chosen.

3.2.  TETROLET TRANSFORM 

For Chevrolet coefficients, the input image is divided 
into 4x4 pixels. Level-1 Haar approximation contains 
matched tetromino tiles of sub-images. Diagonal, hori-
zontal, and vertical image transformation coefficients 
are approximations. Repeat the process to generate the 
images using the Tetrolet transform [28] is expressed as

(1)

Where N=2J, J ∈ N

(2)

(3)

(4)

An edge index has three neighbors, but a vertex in-
dex has just two.

(5)

(6)

3.2.1 Tilings by tetrominoes

The tetrominoes are formed using the four-unit 
squares. This is joined around its edges, not simply at 
its corners. There are five distinct forms independent of 
rotations and reflections; these are known as free tetro-
minoes. The conventional 2D-Haar wavelet decompo-
sition yields a unique tetromino partition. 

Haar Wavelet model handles sample or native sam-
ple average changes in the input image matrix. Except 
for k=l=0, Haar transform coefficients reflect rows and 
columns of native pixel averages. This square measure-
ment resulted in multiple "edge extractions" The sec-
ond Haar transformation processes images as rows and 
columns. The transition involves adding and subtract-
ing level one's parts. For stage one, the transformation 
can just be a straightforward component addition. 
However, the fundamental elements of the transfor-
mation matrix are present at levels greater than one. 
These parts result in decimal numbers (pixel values are 
integers), and even small decimal numbers can have 
a significant impact on higher-level value changes. To 
circumvent this limitation, the higher-level Approxima-
tion matrix is used. 

Here, Iν= let L: Iν →be the condition Iν = 4 for every set.

k=2a+b-1 (7)

Based on the aforementioned formula, a and b are 
defined clearly for k. Hence, the approximation matrix 
for level 3 (N=8) comprises 15 coefficients.

(8)

Therefore, the grayscale image is compressed and 
noise free. These images are then encrypted further us-
ing 3D chaotic maps encoded with DNA. 

3.3.  IMAGE ENCRYPTION 

The proposed encryption algorithms are detailed in 
this section. This method consists of the following en-
cryption process:

•	 3D chaotic map with a generation of symmetric 
keys 

•	 Permutation
•	 Diffusion
•	 Key image generation using 3D and pixel confusion

3.3.1. 3D chaotic map with symmetric 
 keys generation

The proposed method initializes the p, q, and r di-
mensions of a 3D-chaotic map using three symmetric 
keys. Symmetric keys are identical for both encryption 
and decryption. This method requires the sender and 
the recipient to have the same secret key. Consequent-
ly, in the proposed work, the receiver must hold identi-
cal keys to decode the encrypted image. 
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Three separate ways for creating symmetric map ini-
tialization keys, each with its approach, are discussed. 
Each method initializes the p, q, and r dimensions of a 
3D chaotic logistic map with a random decimal integer 
between 0 and 1.

 3.3.1.1 SHA-512

In the proposed methodology, SHA-512 [29] is uti-
lized and the SHA-512 hash function of the compressed 
image generates the initial values and intermittent 
parameters of the chaotic system. The hash sequence 
of the plain image with 512 bits is obtained when the 
compressed image is given: K= [k1, k2, . . . , k64]. 

(9)

Where h1, h2, h3, and h4 are 8-bit sequences gen-
erating SHA-512 64 bits overall. Modulo functions as 
‘mod’. Then, the chaotic system is generated by the ini-
tial values.

 3.3.1.2 Chebyshev key

This key initializes the 3D chaotic map's x dimension. 
Chebyshev's polynomial chaos map [30] is a chaos 
map. Orthogonal Chebyshev polynomials are used. 
This map's chaos is utilized for encryption. n-degree 
polynomials are defined by the equation (10):

(10)

Applying the Chebyshev polynomial formula pro-
vided in Equation 10 using the aforementioned param-
eters k1 and p for n times. This map then produces a 
1 × 65,356 -dimensional vector with chaotic negative 
and positive decimal values. The vectors are then trans-
formed from decimal to binary values and shifted by 
one unit circularly. The matrix is transformed back to its 
original decimal form. The logical operation bit XOR is 
performed between the matrices. All the acquired val-
ues are put together, and the sum is transformed into a 
64-bit binary. All the acquired values are put together, 
and the sum is transformed into a 64-bit binary. The 
acquired 64-bit binary is subdivided into eight sectors, 
and every eight bits is transformed into a decimal num-
ber. Applying the SHA-512 hash algorithm and utilizing 
Equation [10] generates a checksum result. The check-
sum value generated by the Chebyshev key generation 
process is utilized to initialize the 'p' parameter of the 
3D chaotic map.

3.3.1.3 Prime key 

The primary key [31] initializes the second dimension 
'y' of the 3D chaotic mapping. Enter ASCII 64-bit char-
acters. The characters entered are transformed into a 
128-bit binary value. Only 64 bits are extracted and 
split into eight halves. Every bit is transformed into a 
decimal number. Applying the SHA-512 hash algorithm 
and utilizing Equation [9] generates a checksum result. 
The ASCII key generation method’s checksum value is 

used to initialize the 'z' parameter of a 3D chaotic map-
ping. After initializing the values, the map is iterated T2 
times to produce chaotic values. Equation 11 normal-
izes p, q, and r vectors.

(11)

Where Image height = 256 for image size 512 x 512 
and T2 is a large number

3.3.2 Permutation of pixels

Pixel position permutation is a technique for unusually 
repositioning an image's pixels. This procedure may be 
carried out either arbitrarily or by employing a permuta-
tion key. The proposed approach employs the one and 
two dimension sequences of Level 1's 3D chaotic map as 
permutation keys for the permutation of columns and 
rows of the compressed image respectively.

3.3.2.1 Row permutation 

To explain the permutation process, an example with 
eight-by-eight matrices is shown. The permutation of a 
row has four stages:

Step 1: Load the original image A and obtain its width 
and height, denoted by W and H, respectively.

Step 2: Iterate H times the x sequence present in 
equation (11) to get the permutation key of rows.

Step 3: Sort x in ascending order depending on its 
index to get the row permutation vector PROW = (Pr1, 
Pr2,..., PrH). 

Step-4: Generate the permuted image for the row 
I utilizing the permutation vector PROW as specified in 
equation (7):

(12)

Here, the permutated matrix row-wise is P, the input 
matrix is I, and the rows and columns index of the input 
matrix is (i, j).

 3.3.2.2 Permutation of column

In column permutation, the same steps are taken as 
in row permutation:

Step 1: To construct the column permutation key, re-
peat the y sequence defined in equation (12) W times.

Step 2: Obtain the column permutation vector PColumn 
= (Pc1, Pc2... PcW) by sorting the series depending on its 
index in ascending order.

Step 3: Using the permutation vector PColumn and the 
equation below, obtain the permuted image for col-
umn C:

(13)
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3.3.3 DNA encoding and decoding

DNA is a high molecular weight, double-stranded 
polymer with a double helix shape. Including adenine 
(A), thymine (T), guanine (G), and cytosine (C) as nitro-
gen-containing bases (C). A and T, as well as G and C, 
have complementary relationships.

8-bit binary represents each grayscale pixel. 00 and 
11 are binary complements, as are 01 and 10. Each pixel 
in a grayscale image may be turned into a four-bit DNA 
sequence. Table 1 shows how a DNA nucleotide may 
be encoded using the complementary pairing concept.

Table 1. Encoding and decoding rules of DNA

Rule 1 2 3 4 5 6 7 8

00 A A T T C C G G

01 G C C G A T A T

10 C G G C T A T A

11 T T A A G G C C

3.3.4 XOR logical operation

DNA-encoded images and key images are XORed 
to encrypt and randomize the pixels. The key image is 
generated from a 3D chaotic map's 'z' dimension. The 
dimension 'z's-generated chaotic sequence is an [M × N] 
matrix. Where the input image is represented as M and 
N. Third step of the proposed encryption procedure en-
codes the key image with DNA using eight complemen-
tary principles. The DNA-encoded key image and the 
Level 3 image are logically XORed. 

3.3.5 DNA diffusion and Tuna Swarm 
 Optimization for optimized encrypted image

TSO algorithm [32] is proposed to obtain the chan-
nel's optimum DNA-encoded key image. Tuna is a ma-
rine carnivorous fish. Sizes of tuna species vary signifi-
cantly. Tuna is an ocean-top predator that eats midwa-
ter and surface fish. They have an efficient and unique 
swimming technique (called fishtail form) that the 
body stays rigid while the tail swings swiftly. Despite 
swimming fast, the single tuna is slower than the agile 
fish. Tuna employ "group travel" to hunt. Intelligence 
helps them find and attack the target. These species 
have evolved smart foraging approaches.

The primary strategy is spiral foraging. When feed-
ing, tuna swim in a spiral pattern to drive their prey 
into shallower water, where they may be successfully 
attacked. Next, is referred to as parabolic foraging. Each 
tuna swims in succession, creating a parabolic curve 
that encircles its target.

 3.3.5.1 Initialization

TSO begins the optimization process by randomly 
creating starting populations in the search space,

(14)

Where, lower and upper boundaries of search space 
as 1b and ub, with the initial individual as int

iX , rand is 
a random vector from 0 to 1 with uniform distribution 
and tuna populations represented as NP.

 3.3.5.2 Spiral Foraging

When predators attack herring, sardines, and other 
small schooling fish, the entire group creates a dense, 
continually shifting structure, making it difficult to tar-
get a single individual. The tuna swarm creates a spiral 
to hunt. Most fish in the group lack directional sense, 
but when a few fish swims together in a given direc-
tion, the nearby fish will adjust their route sequentially 
until they form a large group with the same goal and 
begin hunting. Along with circling after food, tuna 
groups communicate. Each tuna follows the previ-
ous one, so they may exchange information. Based on 
these assumptions, the spiral foraging formula is:

(15)

(16)

(18)

(17)

(19)

where b is a 0-1 random number, Maximum iterations 
tmax, iteration number is t, a determines how closely 
tuna follow the ideal individual in the first phase, ), α1 
and α2 regulate the likelihood of individuals to migrate 
to the optimum and preceding individuals, current 
best (food) as t

bestX , 1+t
iX is the ith individual in the 

iteration t + 1.
Tuna may use the search area around food as they 
forage in a spiral. Following the best forager is not as 
effective as group foraging when the best fails to find 
food. To start a spiral search, we generate a random 
search coordinate. Each member may explore a wider 
region, and TSO can explore globally. The particular 
mathematical model is presented here:

(20)

where t
randX is a random search space reference.

Metaheuristic algorithms initially explore globally 
before focusing on local exploitation. As the number 
of iterations increases, TSO adjusts spiral foraging refer-
ence locations from random to optimal. It is given in 
equation (21),
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(21)

 3.3.5.3 Parabolic Foraging

Additionally, eating in a spiral pattern, tunas can feed 
cooperatively in a parabolic shape. Concerning food, 
tuna creates a parabolic pattern. Moreover, tuna look 
for food by scanning their surroundings. Assuming that 
the chance of selection is 50% for each of these meth-
ods, they are executed concurrently. It is mathemati-
cally expressed as:

(22)

(23)

Where TF is a random number with a value of 1 or − 1.

 3.3.5.4 Optimization through TSO

TSO is used in this stage to acquire the optimum 
mask sequence. At the beginning of the TSO optimiza-
tion procedure, the search space population is gener-
ated at random. In each cycle, each individual chooses 
randomly between two foraging methods or regener-
ates the search space with probability r. In parameter 
setup simulation experiments, r will be examined. All 
TSO individuals are updated and computed till the 
completion of the optimization procedure, then the 
optimal tuna and its fitness value are obtained. Ulti-
mately, the vector with the highest fitness value creates 
the optimized masks. 

3.3.6 Final Encryption

The application of logical operations yields a new 
DNA-encoded matrix that is subsequently DNA decod-
ed to decimal values. Using the same DNA complemen-
tary principles, the pixels are turned into binary bits, 
which may then be translated into decimal integers. 
After applying four stages of encryption, the result-
ing image is an optimal cipher image that is broadcast 
across the channel to the destination.

3.3.7 Decryption

To recover the image at the receiving end, reverse 
procedures are done. As symmetric keys are used in the 
proposed approach, identical keys are used at both the 
receiver and transmitting ends.

3.4 FPGA Implementation

The complete design was encoded using the Verilog 
programming language. This design used 30820 slices 
and 61088 LUTs. Over 50 to 80 clock cycles of delay are 

required for the initial round. After that, we get the out-
put at each clock cycle. The proposed method achieves 
a minimum clock period of 4.246 nanoseconds and a 
high clock frequency of 256.022 MHz, resulting in an 
efficiency of 14.15 Mbps/slice.

4. SIMULATION RESULTS AND DISCUSSIONS

In software, the proposed compression and encryp-
tion technique was implemented, as well as security 
and compression performance evaluations. MATLAB 
is used for software implementation, with  the Xilinx 
tool  for FPGA implementation. The simulation results 
are shown in Figure 2 (1)-(c).

4.1 IMPLEMENTATION DETAILS

The proposed encryption is implemented in MATLAB 
version 10 using the Windows 7 operating system and 
an Intel Core i7 processor. The following analysis has 
been conducted. This section presents the evaluation 
results, highlighting image quality analysis, statistical 
analysis, and performance of the algorithm.

Fig.2. (a-c): Xilinx simulation results

(c)

(b)

(a)
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The input gray image is encrypted using 3D chaos, 
permutation of pixels, optimum DNA encoding, and 
XOR logic. Chebyshev, prime, and ASCII of 64-bit are 
employed to create the 3D chaotic mapping during 
permutation. Permutation of a column and row pixels is 
performed to the chaotic map's initial two dimensions, 
p, and q. To diffuse an image, additional DNA encoding 
rules are employed. This optimization approach may 
significantly enhance the image's encryption speed 
and transmission security. The chaotic map's third di-
mension 'z' is employed for XOR operation. The key im-
ages are DNA-encoded. The confusion matrix is gener-
ated by XOR the encoded input and the key image. 

4.2.  STATISTICAL ANALYSIS 

The implementation is carried out on eight 512 × 512 
grayscale images with 256 gray levels. The images in-
clude Lena, a pepper, a baboon, a yacht, a boat, an air-
plane, Barbara, and a clock. Our methodology provides 
very secure denoised image compression, as shown by 
the outcomes of our experiments. The encryption and 
decryption of three images are shown in Table 2, and 
it reveals that the cipher image does not disclose any 
data from the compressed image. The following are 
subsections detailing the experimental results.

4.2.1. Compression ratio

The PSNR value is the objective vertex that assesses 
the image quality after compression and decryption, 
and its mathematical description is as follows:

(24)

Where width and length are denoted as W and H, the 
original image as f (x, y), and decrypted image as F(x, y). 

Table 2 shows the PSNR values for the various com-
pression ratio values of various images. The image be-
comes increasingly distorted when PSNR decreases. 
When the CR is 4:3 or 2:1, the recovered image is essen-
tially identical to the original image. When the CR is 4:1, 
the decrypted image is still recognizable, hence the im-
age transmission is satisfied by the proposed compres-
sion encryption approach. Moreover, the performance 
of the proposed approach is increased by the use of the 
FPGA than using MATLAB. As the compression ratio in-
creases, image quality degrades. Low compression im-
proves image quality. The proposed tetrolet transform 
compresses normal visual data effectively.

Original 
image

Compression 
ratio Encryption image Decryption Image PSNR with FPGA PSNR with MATLAB

4:3 42.5943 40.8791

2:1 39.0267 37.6532

4:1 37.6125 35.9912

4:3 43.8712 40.9977

2:1 41.9264 38.6541

4:1 39.5187 35.7889

Table 2. PSNR values for various CRs
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4:3 40.816 37.5637

2:1 38.1024 35.2908

4:1 35.0013 33.3356

4.2.2 Histogram Analysis

Histogram analysis of a cipher image shows the 
strength of its security. The histogram of encrypted im-
ages has a uniform distribution of pixel values, whereas 
the histogram of cipher images is nonlinear. As a result, 
it can be said that the encryption is secure.

The varied bar heights in the histogram image rep-
resent the various occurrence frequencies of the data. 
Figure 3 displays the results of a histogram analysis of 
the suggested encryption and decryption procedure. It 

can be seen from the image that the plain image's non-
uniform histogram has more common pixels in the 
200–50 pixel range, meaning that certain pixels are less 
frequent than the rest. The distribution is uniform and 
distinct from the histograms of a plain image while the 
histogram of the encrypted image has an equal count 
of each pixel's occurrence. When an image's histogram 
is flat, it offers no important data to attackers. With the 
use of the histograms in Figure 3, we can state with 
confidence that the suggested encryption method is 
remarkably resistant to assaults.

Fig. 3. Histogram analysis for the Encryption and Decryption process

4.2.3. Correlation coefficient test

Another important test in statistical analysis is the 
correlation coefficient. The correlation coefficient in-
dicates the degree of similarity between neighboring 
pixels in a particular image. In cryptography, the de-
pendency between neighboring pixels must be de-
stroyed; hence the CC near 0 is always desired in a cryp-
tosystem. The outcome of the proposed technique for 

CC is shown in Figure 4. Using the following formula, 
the correlation coefficient can be determined:

Where two adjacent pixels as xi and yi , and the num-
ber of pixels is N.

(25)
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(a) CC of Lena

(b) CC of Baboon

(c) CC of Pepper

Fig. 4. (a) Correlation of Lena's image. (b) Correlation of Baboon image. (c) Correlation of Pepper image

4.2.4. Keyspace analysis

This value impacts the resilience of a cryptographic 
algorithm against brute-force attacks. It estimates the 
key sample space used to choose the encryption key. 
Therefore, to reduce brute force's feasibility, the sample 
area for the key should be made extremely spacious. 
The proposed method employs the SHA-512 function, 
which provides a key space of size 2512, which seems to 
be strong enough to resist brute-force attacks. 

4.2.5. Entropy test

Entropy (H) is the average quantity of information in 
each pixel, as per information theory as is expressed as:

(26)

where the total number of pixels is N.

A perfect cryptosystem generates ciphers with equal 
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probabilities, resulting in an entropy of eight pixels en-
coded on 8 bits (pixel values between 0 and 255). Table 
3 lists the various entropy values for the evaluated test 

images. This table indicates that the entropy of the en-
crypted images is quite near to the ideal value, dem-
onstrating the algorithm's resilience to entropy threats.

Table 3. Results of information entropy compared with state-of-art Methods

Test 
Image

Proposed 
using 

MATLAB

Proposed 
using 
FPGA

Ref. [33] Ref. [34] Ref. [35] Ref. [36] 

Lena 7.9991 7.9993  7.9891 7.9991 - -
Pepper 7.9995 7.9998 7.9929 7.9987 - -
Baboon 7.9990 7.9992 - 7.9990 7.9969 -

Yacht 7.9984 7.9986 - - 7.9977 -
Boat 7.9987 7.9989 - - 7.9979 -

Airplane 7.9962 7.9964 - - - 7.9980
Barbara 7.9950  7.9952  - - - 7.9969

Clock 7.9900 7.9902 - - - 7.9980

4.2.6. Strength against noise attack 

In communication environments, cipher text images 
are frequently easily disrupted and destroyed by noise. 
Therefore, it must be able to ensure the resilience of en-
cryption text while sending it. Thus, even if the cipher 
text is altered by interference, it is still possible to ex-
tract some relevant information. 

To measure the effectiveness of our de-noising ap-
proach, the tetrolet transformation, we corrupt the 
grayscale image with varying quantities of salt and 
pepper noise. Using DCSR, GSR, wavelet, and NESTA, 
Table 4 displays the PSNR and SSIM quantitative evalu-
ation results related to the proposed approach for vari-
ous noise level values.

Methods Noise Level PSNR SSIM

Proposed

20% 35.21 0.99
50% 33.69 0.99
60% 30.56 0.99
70% 29.89 0.95

NESTA 
Algorithm

20% 18.88 0.39
50% 16.71 0.38
60% 16.33 0.37
70% 16.03 0.36

Wavelet 
denoising

20% 31.68 0.89
50% 28.61 0.86
60% 26.69 0.79
70% 24.84 0.74

GSR Algorithm

20% 26.70 0.80
50% 24.66 0.78
60% 23.61 0.74
70% 22.40 0.69

DCSR Algorithm

20% 33.97 0.99
50% 30.08 0.95
60% 27.03 0.93
70% 25.24 0.92

Due to the tetrolet transform's superior sparse repre-
sentation for image geometrical structural properties 
and excellent power focusing capacity, it has a signifi-

Table 4. Comparative results for image denoising 
with existing algorithms using FPGA

cant denoising capability. With these advantages, the 
performance of the proposed approach is superior to 
other existing techniques. Among all the techniques, 
the DCSR algorithm achieves similar results to the pro-
posed approach when the noise level is lower (20%). 
However, when the noise level is increased, the per-
formance of this approach is lower than the proposed 
approach. Figures 5 and 6 exhibit fluctuations in PSNR 
and SSIM output in response to varying noise levels, 
demonstrating the efficacy of our approach.

Fig.5. Analysis of PSNR values for various noise 
reduction techniques using FPGA

Fig. 6. Analysis of SSIM values for various noise 
reduction techniques using FPGA
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These PSNR and SSIM results reveal that the demon-
strated technique consistently receives the best scores, 
proving that the restoration result obtained by it is the 
best both practically and graphically.

Table 5. Comparative results for image denoising 
with existing algorithms using MATLAB

Methods Noise Level PSNR SSIM

Proposed

20% 33.88 0.97
50% 31.23 0.97
60% 28.48 0.97
70% 26.12 0.93

NESTA 
Algorithm

20% 16.54 0.36
50% 14.98 0.35
60% 12.51 0.35
70% 14.93 0.34

Wavelet 
denoising

20% 28.43 0.86
50% 26.12 0.85
60% 24.51 0.76
70% 22.90 0.71

GSR Algorithm

20% 24.89 0.78
50% 23.71 0.75
60% 20.12 0.72
70% 18.39 0.65

DCSR 
Algorithm

20% 30.78 0.97
50% 28.76 0.92
60% 25.43 0.91
70% 22.98 0.89

From Tables 4 and 5, it is observed that the perfor-
mance of the proposed approach is enhanced using 
FPGA. The PSNR and SSIM values are quite decreased 
in MATLAB implementation. Finally, we concluded that 
the results acquired by FPGA are more clear and more 
accurate than the outcomes obtained by MATLAB.

4.2.7. Time complexity Analysis

Another crucial metric to examine when evaluating 
the efficiency of the encryption system is time complex-
ity. The plain image is compressed and encrypted as part 
of the encryption process, and the encrypted image is 
decrypted and rebuilt as part of the decryption phase. 
Table 5 displays the time complexity taken for recon-
struction, decryption, encryption, and compression.

Table 6. Encryption and decryption time (sec)

Encryption process 

Compression Encryption Total

0.84 0.18  1.02 

Decryption process

Decryption Reconstruction Total

0.19  29.08 29.27

5. CONCLUSION AND FUTURE WORKS

This research proposes a novel approach for en-
crypting compressed grayscale images utilizing op-
timized  DNA encoding and 3D-chaotic logistics map-
ping. Proposed the Chevrolet algorithm to compress 
the grayscale image with excellent quality and low 

noise. Here, several steps in the encryption process 
are carried out using a 3D chaotic map. DNA encoding 
is done using complementary rules on the input and 
key images. The encoded input image and key image 
are now combined logically using the XOR method. 
Proposed a Tuna Swarm Optimization that might sig-
nificantly improve the image's encryption speed and 
transmission security. This study tested the proposed 
method on eight images and analyzed the outcomes. 
Our approach is tested on salt-and-pepper-noise-cor-
rupted images. Comparing Chevrolet transformation 
with cutting-edge PSNR and SSIM algorithms. Histo-
gram analysis, key space analysis, entropy, correlation 
coefficient, and time complexity supported the pro-
posed algorithm's performance. The proposed method 
outperforms state-of-the-art methods with 32.33dB 
PSNR, 0.98% SSIM, and 7.99721 information entropy, 
demonstrating it is more secure using FPGA implemen-
tation. In the future, we may design more complex al-
gorithms using various basic quantum chaotic systems 
to improve the encryption process. We can do this by 
utilizing chaotic quantum systems, hyper-chaos, etc.
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Appendix-1

Acronyms Abbreviations

FPGA Field-Programmable Gate Array   

DFT Discrete Fourier Transform

DCT Discrete Cosine Transform

DWT Discrete Wavelet Transform

FWPT Full Wavelet Packet Transform 

 XSG Xilinx System Generator

HRRBF Hybrid Recursive Reversible Box Filter

FABF Fast Adaptive Bilateral Filter

RLG Reversible Logic Gates 

AES Advanced Encryption Standard

LUT Look Up Table

MPPRM Modified Positive Polarity Reed-Muller

PRNG Pseudorandom Number Generator 

MAES Modified Advanced Encryption Standard

FJMKE Fork-Join Model Of Key Expansion

MRBF Modified Recursive Box Filter 

FBF Fast Box Filter

TSO Tuna Swarm optimization


