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Abstract – There are various challenges in identifying the speakers accurately. The Extraction of discriminative features is a vital 
task for accurate identification in the speaker identification task. Nowadays, speaker identification is widely investigated using 
deep learning. The complex and noisy speech data affects the performance of Mel Frequency Cepstral Coefficients (MFCC); hence, 
MFCC fails to represent the speaker characteristics accurately. In this proposed work, a novel text-independent speaker identification 
system is developed to enhance the performance by fusion of Log-MelSpectrum and excitation features. The excitation information 
is obtained due to the vibration of vocal folds, and it is represented using Linear Prediction (LP) residual. The various types of features 
extracted from the excitation are residual phase, sharpness, Energy of Excitation (EoE), and Strength of Excitation (SoE). The extracted 
features were processed with the dilated convolution neural network (dilated CNN) to fulfill the identification task. The extensive 
evaluation showed that the fusion of excitation features gives better results than the existing methods. The accuracy reaches 94.12% 
for 11 complex classes and 91.34% for 80 speakers, and Equal Error Rate (EER) is reduced to 1.16% for the proposed model. The 
proposed model is tested with the Librispeech corpus using Matlab 2021b tool, outperforming the existing baseline models. The 
proposed model achieves an accuracy improvement of 1.34% compared to the baseline system.

Keywords: Log-MelSpectrum, MFCC, Speaker Identification, excitation features, Convolution Neural Network(CNN), LP Residual, 
deep learning, Deep Neural Network

1.  INTRODUCTION

Speaker recognition is one of the most prominent 
bio-feature based methods. Identifying the speaker 
depends on the speaker’s voice signal [1]. The natu-
rally produced voice is one of the significant human 
biometric characteristics. The vocal tract, larynx sizes, 
and various organs responsible for speech generation 
are unique for each individual [2]. It contains rich infor-
mation which provides many things about the speaker, 
including age, gender, and emotions [3,1]. The unique 
characteristic of speech enables us to focus on speaker 
recognition. Advanced speaker recognition systems 
are used in many fields, including online banking, secu-
rity control, voice access, forensics, and military appli-
cations [4,2,5]. Speaker recognition may be mainly clas-

sified into two classes: speaker identification (SI) and 
verification. The SI identifies the unknown speaker’s 
identity by comparing their speech characteristics with 
those of recognized speakers. The speaker with the 
highest utterance score is identified as an actual speak-
er [1]. Thus, it is considered a 1:N match where each ut-
terance is compared against many sets of utterances 
[4,3]. The speaker verification verifies the claimed iden-
tity of the person by accepting /rejecting the speaker 
[5,3]. It is the 1:1 match where the claimed speaker is 
compared with their characteristics [3]. Speaker recog-
nition can be divided into text-dependent and Text-
independent systems. Text-dependent modules work 
with the same set of phrases in training and testing 
[6]. Whereas in text-independent systems, there are no 
such limitations on text phrases in training and testing. 
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This paper aims to focus on a text-independent speak-
er identification system.

Artificial intelligence (AI) approaches can be helpful 
to Speaker recognition since it is considered a pattern 
recognition approach [7]. Deep learning addresses 
complex recognition tasks and effectively helps imple-
ment speaker identification systems [8]. Various factors 
affect the performance of speaker identification. The 
noisy environment may lead to the misclassification 
of speakers. The quality of speech signal is severely 
degraded in forensic applications, leading to difficulty 
in identifying the correct speaker [9]. Thus, extracting 
more discriminative features for each individual is the 
challenge in speaker identification [10]. The research-
ers found various feature engineering techniques in 
their study on speaker identification, such as MFCC, 
LPCC, and several time-domain and spectral-domain 
features. However, these features cannot represent the 
unique characteristics under complex and noisy data 
such as LibriSpeech [11,10]. Moreover, dependence 
on only a single type of feature set restricts the perfor-
mance and reliability of the system. In this regard, we 
propose the model in relation to the researcher’s work 
in this area.

1.1. RATIONAlE bEHIND USINg ExCITATION 
 FEATURES IN SPEAKER IDENTIFICATION

The MFCC projects the useful speaker's characteris-
tics for speaker identification. However, it is necessary 
to understand the acoustic cues that describe the de-
tailed speaker characteristics, including different voice 
qualities and emotions. Then, utilize this information to 
identify the speaker [12]. Hence, it is required to cap-
ture the features describing excitation and the vocal 
filter in speech production. Thus, excitation features 
provide supportive information to the frequently used 
vocal tract features of various speakers. The different 
methods are well established to describe the vocal 
tract filter, but the researchers showed less interest in 
excitation features [12]. The study of [13] demonstrated 
the methods to capture the excitation features effec-
tively and mentioned the future scope to combine ex-
citation and vocal tract features. This motivates us to 
combine the derived excitation features from the LP 
Residual method and vocal tract filter characteristics.

1.2. CONTRIbUTIONS

The significant contributions of the paper are as 
follows: 1) proposed an efficient feature engineering 
technique by combining the log-MelSpectrum (vocal 
tract filter feature) and the various excitation-based 
features (source features) to improve the identification 
accuracy. 2) proposed a deep learning-based model re-
ferred to as an advanced dilated convolution network 
that takes the combined feature set of each sample as 
input to reduce memory consumption and training 
time. The reason for choosing the dilation convolution 
network for model construction is it allows us to learn 

sparse relationships. Primarily, it helps learn speaker-
dependent features, as elaborated in the following 
sections. 3) Evaluate the performance of the system 
on standard complex LibriSpeech corpus and compare 
it with baseline methods. 4) Evaluate the proposed 
model performance by comparing its accuracy with 
baseline models and analyze the performance with the 
different number of speakers.

Different sections of the paper are structured as fol-
lows. The recent trends in speaker identification re-
search and the performance of the well-established 
speaker identification methods are presented in sec-
tion II. Section III presents the analysis of various fea-
tures and identification models. Section IV presents 
the dataset corpus, training, and experiments. Section 
V reports the results of different experiments and dis-
cusses the importance of obtained results. Section VI 
concludes with overall findings and improvements in 
the proposed model.

2. lITERATURE REVIEW

The human speech signal is a powerful medium for 
communication. Due to the unique characteristics of 
each individual, it is widely used in biometric systems 
such as speaker recognition and speech recognition. 
A speaker recognition system should handle various 
variations, such as environmental and background 
noises, speaker-based and technology-based varia-
tions. It extracts the speaker characteristics effectively 
from the speech signal [1] and it includes the features 
commonly used, such as Mel-FrequencyCepstralCoef-
ficients (MFCC) and Linear Prediction Cepstral Coeffi-
cients (LPCC). The various feature extraction methods, 
the variations in MFCC, and fusion [7] have been ad-
opted to address complexity and noise-related issues 
in speaker identification. Significant progress has been 
made in the first efforts to build the speaker identifica-
tion system. 

The non-parametric approaches called vector quan-
tization [14] and Dynamic time warping have been 
popular in the research. Later on, researchers shifted 
towards parametric methods such as Hidden-Markov 
Model and Gaussian Mixture Model (GMM) for text-
independent based systems. The approaches on MFCC 
and GMM-based text-independent speaker identifica-
tion systems [15] were popular. The expectation-max-
imization algorithm was used for parameter estima-
tion and Maximum likelihood(ML) to train the model, 
while maximum a posteriori(MAP) was used to train 
the model in [15]. But it requires long utterances, and 
the MFCC fails to classify correctly under noisy audio 
data. In some other approaches, the support vector 
machine(SVM) trained with a large amount of data and 
Neural Networks were widely used in SI [3].

Jahangir et al. [10] proposed a feature combination 
of MFCC and time base features to enhance the overall 
accuracy of their proposed identification system and 
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fed to the deep neural network (DNN). They obtained 
an accuracy of 89% on LibriSpeech for 100 speakers. 
Although they achieved a good performance, the ac-
curacy is still affected due to similar voice patterns. 
Also, this is due to their simpler deep learning architec-
ture. Chowdhury et al. [9]  recently proposed a speaker 
recognition system in different degraded audio condi-
tions. The study fused MFCC and Linear Predictive Co-
efficients (LPC) features to classify speakers using their 
proposed architecture with dilated convolution. The 
four other datasets were used to evaluate the model. 
The total match rate was improved by 12% on degrad-
ed TIMIT data compared to the existing method but 
still failed to verify 14% of samples under this dataset. 

Hao Meng et al. [16] proposed dilated CNN-based 
novel architecture for speech emotion recognition. It 
was evaluated on two popular emotional databases. 
They picked up the log-MelSpectrum of the speech 
signal and obtained a notable improvement in accura-
cy. In [12], the authors stated that it is required to ana-
lyze the generation of acoustical cues in the process of 
speech production. Extracting the features of both the 
excitation and vocal tract system is required. Various 
approaches are used to extract excitation information 
[17,18]. The authors of [13,17] elaborated on the three 
excitation features based on strength, energy and de-
rived frequency around Glottal Closure Instant (GCI) 
locations. The authors [17] concluded that the perfor-
mance of recognition systems might be improved by 
combining excitation- based features with the features 
that describe the vocal tract systems.

Ali et al. [19] proposed an SVM-based speaker iden-
tification using an Urdu dataset to identify ten speak-
ers. They fused deep belief network features and MFCC 
features. The model achieved an accuracy of about 
92.6%. But only ten speakers were used for evaluation, 
and each utterance contained only one word. Nainan 
Kulkarni et al. [20] evaluated 1D CNN, SVM and GMM 
based on dynamic MFCC features. The 1D CNN-based 
model achieved a validation accuracy of about 73.25% 
on the VidTimit dataset. But it was evaluated for only 
43 speakers. Samia Abd EI-Moneim et al. [21] proposed 
an LSTM-RNN-based text-independent speaker recog-
nition system to identify five female speakers using the 
Chinese mandarin dataset. They extracted the log spec-
trum from the speech signal and used it as the feature 
set for the model. The experimental results achieved 
98.7% with undistorted data. The spectral subtraction 
method was used to reduce the noise from the speech 
signal and improve the recognition performance. Al-
though the model improved accuracy, it was evaluated 
on only five speakers.

Ting Lin et al. [22] proposed a long-term acoustic 
features-based DNN to identify ten speakers from the 
LibriSpeech corpus. The authors extracted MFCC and 
super MFCC features as LTA features and DNN is em-
ployed as a classifier. The experimental results achieved 
the accuracy of 90%. V Srinivas et al. [23] proposed an 

efficient adaptive fraction bat-based support vector 
neural network for speaker recognition. They employed 
frequency-dependent features like spectral kurtosis. It 
was evaluated on the ELSDSR dataset and achieved an 
accuracy of 95%. It can be further extended to test on a 
large dataset since ELSDSR consists of only 22 speakers. 
Soleymanpour et al. [24] proposed a text-independent 
speaker identification model based on an artificial neu-
ral network and clustering of MFCC. It was evaluated on 
the ELSDSR dataset and achieved an accuracy of 93%. 

3. PROPOSED METHODOlOgY

This part of the paper deals with the detailed meth-
odology of speaker identification and it is shown in Fig. 
2. Firstly, the male and female voices from the Librisp-
eech corpus were collected to conduct the experiments 
[10]. Second, the speech signals from the database are 
processed, extracting the various useful features to 
form the fused feature set. This feature set was given 
as input to the dilated CNN architecture to design the 
speaker identification model. The developed model 
was evaluated with the different number of speakers 
and complex data and compared with existing base-
line systems. The next sections will discuss in detail the 
preferences and parameters considered for the model.

3.1. SPEECH DATA ORgANIzATION

First, split the speech samples into several frames 
with a window of 25ms. The log MelSpectrum and 
residual phase MelSpectrum are derived with the ex-
act window sizes. The log-MelSpectrum of each frame 
comprises 13 coefficients. For the fixed sampling rate of 
16KHz and duration of 2s, we have 198 feature frames 
from each speech sample in the database. Hence, each 
speech sample is of size 13 x 198 for the log-Mel spec-
trum. The extraction of excitation features enriches the 
feature extraction phase. The residual phase MelSpec-
trum comprises 13 coefficients and two excitation fea-
tures per frame.

3.2.  FEATURE ENgINEERINg

The feature set plays a prominent role in the system's 
overall performance. In deep learning, the speaker iden-
tification task depends on the relevant features extract-
ed [10]. Hence, several valuable features are required to 
extract from the speech samples and these features are 
appropriate to accomplish the speaker identification 
mechanism. Therefore, extracting the discriminative fea-
tures and preparing the feature set through feature engi-
neering is essential. These features are used by the deep 
learning model and make learning and developing the 
speaker identification model easier. Thus, the proposed 
work adopts the extraction and fusion of novel features 
known as log-MelSpectrum and excitation features to 
build an accurate system for speaker identification. The 
functionality and usage of these features are discussed 
in the following sections.
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The vocal tract information can be best depicted by 
log-MelSpectrum and is used to capture the individual 
speech characteristics. First, each speech utterance is 
split into overlapping segments called frames. Each 
frame of the same length passed through the ham-
ming window. Thus, we obtain the overlapping frames 
with a step size of 10ms. The number of frames can be 
calculated as shown in (1).

(1)

After frame blocking and windowing of speech signal, 
the log-Mel spectrum can be extracted by computing 
the discrete Fourier transform. Then apply the mel-scale 
filter bank and take the logarithm of the obtained values.

3.3. PROPOSED ExCITATION FEATURES

The speech signal provides acoustical information 
about the speaker's state. It includes the emotion and 
health state of the speaker. The speech production sys-
tem consists of two functional parts [12]. One is exci-
tation produced at the larynx and another is filtering, 
which is excited by the excitation e(n). Thus, the speech 
signal s(n) can be produced by exciting the filter v(n) 
using an excitation.

(2)

The excitation component contains relevant individual 
speakers’ data as the vocal fold vibrations are distinct for 
a specific individual speaker [25]. The glottal vibrations, 
the shape of the glottal wave and the SoE of each glottal 
cycle are the characteristics of the speaker [25]. The varia-
tion of physical acoustical  movement of excitation leads 
to changing essential features such as pitch and quality of 
voice [12]. The excitation features extracted from speech 
signals are Instantaneous Frequency (Fo), GCI and Glottal 
Opening Instant (GOI). The glottal flow shows a sudden 
negative peak in the excitation during the closing phase. 
This instant where the negative peak occurs is called GCI 
[12]. This peak is an important excitation to the vocal tract. 
LP analysis derives the excitation component from the 
speech signal [13]. Due to the abrupt variations in the 
movements of the vocal fold, the impulse-like event is 
produced which gives the prominent characteristic of the 
excitation [13]. In the LP residual, the instant where the 
maximum error value occurs refers to the GCI location. In 
linear prediction, each present sample is predicted from 
the past l samples [25]. This mathematical representation 
of prediction is given by (3).

(3)

The obtained difference between true and predicted 
sample is said to be the error signal as given in (4).

(4)

Where ak indicates prediction coefficients and l indi-
cates the order of prediction. The obtained LP residual 

signal or glottal excitation suppresses vocal tract char-
acteristics. The glottal excitation phase, or the residual 
phase, is unique for each individual, and thus the feature 
is helpful in recognition applications [18]. This feature 
can be extracted by taking the cosine phase of an ana-
lytic signal using the Hilbert transform eh(n). The analytic 
signal ea(n), cosine phase and Hilbert envelope he(n) rep-
resentations are given in (5), (6), (7), respectively.

(5)

(6)

(7)

The detailed flow chart of computation residual 
phase melspectrum is given in Fig. 1. Various Glottal 
Closure Instant(GCI) parameters which reflects the re-
sidual signal [13], [17] are discussed below.

Fig. 1. The Block diagram for computation of 
Residual Phase based MelSpectrum

•	 Strength of Excitation: The strength is given by the 
substantial residual error at the prominent excita-
tion and it varies by the rate  of glottal closure [25]. 
The Strength of Excitation is referred to the magni-
tude of the impulse-like excitation [13]. It is comput-
ed as the amplitude of excitation at GCI.  From the LP 
Residual signal, the SoE can be given by (8).

(8)

•	 Energy of Excitation: LP residual is closely related 
to the excitation of the speech sample. EoE given in 
(9) reflects the vocal effort. This can be calculated 
from the Hilbert envelope around each GCI of LP 
Residual.

(9)

•	 Sharpness of Excitation: The sharpness of exci-
tation can be computed as the ratio of standard 
deviation (ŋ) to the mean (µ) [18]. The ŋ and µ are 
computed for the Hilbert envelope of excitation at 
the closure instance. The mathematical expression 
is given in (10).

(10)

3.4. FUSION OF lOg-MElSPECTRUM AND 
 ExCITATION FEATURES

The four sets of features are obtained as given in (11). 
The first vector represents the log-Mel spectrum of the 
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speech sample with 13 coefficients and the second 
vector represents the LP residual phase MelSpectrum 
with 13 coefficients for each frame. The third and fourth 
feature vector represents the sharpness and strength 
of the excitation. Thus, it forms the 28 features for each 
frame of the speech segment. Finally, all the feature 
vectors are fused to create a 28 x 198 size matrix, shown 
in (11) and fed to the dilated convolution neural net-
work to accomplish the speaker identification task.

(11)

Where:
SS1= first speech sample
M= log-melspectrum of speech sample ‘SS1’ 
m= number of coefficients of M 
R = melspectrum of residual phase for speech 
r = number of coefficients of R
P = Sharpness of Excitation
S = Strength of Excitation  
n = Number of frames

Fig. 2. Proposed Dilated Convolution Network with 
Excitation Features

3.5. DIlATED CONVOlUTION

The learning capability of CNN depends on the design 
and depth of the convolution layers. Each layer learns 

and then gives the transformed data to the layers in 
the network and has sparse connectivity [26]. Since the 
speech signal changes continuously due to articulatory 
movements, it is considered non-stationary. So, working 
on short time segments of the speech signal is desired 
to get stable speech characteristics [9]. We used dilated 
convolution instead of traditional convolution due to 
the following reasons. The pooling layer imposes the 
data loss in the network by reducing the dimensional-
ity. Without imposing a computational burden, dilated 
convolution increases the receptive field extensively. It 
learns the sparse relationship between the features. For 
example, a one-dimensional convolution kernel of size 
4 x 1learns the sparse filter of 7 x1 with a dilation factor 
of 2. The dilation convolution kernel populated alterna-
tive positions when the dilation factor is two and this 
reduces the data loss. Also, learning the sparse relation-
ship between the features is helpful in degraded speech 
as the frequency bands are degraded in dense regions 
[9]. Hence, dilated convolution prevents it from learning 
local dense regions due to sparse filters.

4. DATASET AND ExPERIMENTS

4.1. SPEECH DATASET

The LibriSpeech dataset in the experiments is used 
for evaluating certain aspects of speaker identification. 
The class or category with speech utterances of vari-
ous speakers is named an unknown class. The experi-
ments on the LibriSpeech corpus aim to analyze the 
proposed algorithm under the different number of 
speakers and different classes, including the unknown 
category. The publicly available LibriSpeech corpus 
provides the clean speech data of nearly 100 speakers. 
Each speaker's training and testing sets are disjoint to 
make it text-independent. It consists of 250 utterances 
by each speaker in the English language. We split the 
available data into the training and test with 80% and 
20% proportions, respectively.

4.2. TRAININg

The proposed network schemes are implemented 
using Matlab 2021b and the deep learning toolbox is 
used to build the network. The model is trained for 25 
epochs for all the experiments with a minibatch of 128. 
The number of iterations is changed for the different 
number of speakers. The validation data is used to tune 
hyper-parameters. The proposed dilated convolution 
network shown in Fig. 2 is trained using Adam opti-
mization with an initial learning rate of 0.00001. The 
convolution kernel size and learning rate are selected 
based on a trial and error approach. The weights are 
updated throughout the learning process.

The tendency of the gradient of the sigmoid activa-
tion function is to shrink at every step throughout the 
depth of the network [1]. It could lead to a vanishing 
gradient problem. The ReLU creates the dead neuron 
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when the gradient becomes zero. Hence, in our experi-
ments, the Leaky ReLU activation function was used 
after each convolution layer.

4.3. ExPERIMENTAl SETUP

The experimental overview of the proposed feature 
fusion and dilated convolution network is discussed in 
this section. Many experiments are conducted to mea-
sure the performance of the developed system. The fol-
lowing sets of experiments on the proposed model are 
performed to evaluate and compare its performance 
with baseline systems.

Firstly, the proposed excitation features are extracted 
from speech utterances to identify 11 classes, includ-
ing one unknown class. The excitation features such as 
residual phase, sharpness of excitation, EoE and SoE are 
combined with log-MelSpectrum and given as input to 
the dilation convolution neural network for the classi-
fication of speakers. The four sets of features (four ex-
periments) are given as input to Dilated CNN separately 
to evaluate the performance.

In the second set of experiments, the performance 
of the different number of speakers (say 100, 70, 56, 
30,10) for the proposed model is evaluated. This setting 
allows us to evaluate the classification performance in 
classifying the large number of speakers.

Lastly, our model is compared with the baseline 
system and evaluates the performance of five female 
speakers. The improvement of the proposed feature 
fusion-based system is compared with several existing 
baseline- models by computing accuracy, EER and ROC.

5. ExPERIMENTAl RESUlTS

5.1. EVAlUATION METRICS

We compare the Accuracy, Equal Error Rate (EER), Re-
ceiver Operating Characteristics (ROC) curves and confu-
sion matrices for both baseline and proposed systems of a 
varying number of speakers and various classes of speak-
ers. These are chosen as performance metrics of the pro-
posed method. We also evaluated and reported the ac-
curacies of male and female speaker identification for five 
speakers of the proposed system. Accuracy is computed 
as the number of samples that are correctly identified di-
vided by the total samples in the test subset. Equation (12) 
gives the mathematical expression for accuracy.

(12)

Equal Error Rate (EER) is computed by finding the 
same value of FAR and FRR. The system with low EER 
indicates good performance.

ROC is used to analyze the classifier's performance 
for each speaker class and gives a precise performance 
overview by plotting curves of each class. The Area 
Under the Curve(AUC) measures how efficiently the ar-

chitecture separates classes [4]. A value of AUC nearly 
equal to one indicates the good conduct of the clas-
sifier, while this value of less than 0.5 indicates poor 
performance [8,10] . To understand and plot the ROC, 
the mathematical expressions of true positive (TP) and 
negative (TN) rates are useful as shown in (13), (14).

(13)

(14)

5.2. MODEl RESUlTS

In this section, the results of various experiments are 
discussed as follows. We trained the dilated convolu-
tion neural network using Librispeech corpus with an 
available speaker training set to obtain the results and 
analyze the performance. Then, evaluate the trained 
model for identification of speakers’ test data. First, the 
results of the proposed model with excitation and log-
MelSpectrum with various classes, including unknown 
class are obtained. The results of the proposed meth-
od with the different number of speakers are also ob-
tained. Lastly, the results of the comparison of the pro-
posed network with baseline systems and with respect 
to gender are obtained. All these results are discussed 
in the following sections.

In the first set of experiments, the proposed model's 
overall accuracies and Equal Error rate with various ex-
citation features are evaluated and compared with the 
previously developed models in the research. The re-
ported accuracies ranged from 76.61% to 94.12% with 
the librispeech dataset shown in Table 1. As shown in 
Table 1, the proposed deep learning model with 28 
features outperformed the existing models by obtain-
ing an accuracy of 94.12% and an EER of 1.16% for 
speaker identification. In the other three methods, the 
advanced dilated convolution network, when trained 
and tested on the fusion of log-MelSpectrum and exci-
tation features such as sharpness of excitation and EoE, 
obtained the highest accuracy of about 91.57% with 
EER 1.16%. The plot of accuracies of various methods 
is shown in Fig. 3.

Ac
cu

ra
cy

Various Methods

Fig. 3. Plot of Accuracies for various methods
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Table 1. The performance of the identification 
models with 11 classes of speakers (including 

unknown class) using LibriSpeech data

Type of Model Features Dilation 
factor

Accuracy 
(%) EER

CNN MFCC 1 76.61% 5.90 %

Dilated CNN Log-MelSpectrum 2 80.73% 4.82 %

AlexNet Log-MelSpectrum 1 82.40% -

Advanced 
Dilated CNN Log-MelSpectrum 4 90.97% 2.38%

Advanced 
Dilated CNN

Log-MelSpectrum 
+ LP Residual Phase 
MelSpectrum+EoE

4 91.03% 2.28%

Advanced 
Dilated CNN

Log-MelSpectrum 
+ LP Residual Phase 

MelSpectrum + 
Sharpness

4 91.19% 2.27%

Advanced 
Dilated 

CNN(Proposed)

Log-MelSpectrum 
+ LP Residual Phase 

MelSpectrum 
+ Sharpness of 

Excitation + EoE

4 91.57% 1.16%

Advanced 
Dilated CNN 
(Proposed)

log-MelSpectrum 
+ lP Residual 

Phase 
MelSpectrum 

+ Sharpness of 
Excitation + SoE

4 94.12% 1.16%

Across the eight experiments in Table 1, the pro-
posed method correctly identifies an extra 2.59% of 
the test samples over advanced dilated CNN with 
sharpness and EoE. Also, an additional 3.15% of the test 
samples were over the Log-MelSpectrum model. Fig. 4 
shows the confusion matrix that analyzes the number 
of test samples over false acceptance and rejection for 
the proposed method. The proposed system also im-
proved the EER from 5.90% to 1.16%.

The efficiency of the proposed method is revealed 
by comparing its performance with baseline systems. 
The experimental results of the baseline and proposed 
methods are shown in Table 2. The ratio of train and test 
sets is the same (80:20) for all the methods mentioned 

Fig. 4. Confusion matrix for validation data of the 
proposed method

in Table 2. In general, the performance of the classifi-
cation model decreases when the number of speakers 
increases. As presented in the Table 2, the proposed 
excitation features based dilated convolution network 
outperformed the baseline methods. The plot of train-
ing and validation accuracy is given in Fig. 5.

Ac
cu

ra
cy

 (%
)

Iteraion

Fig. 5. Accuracy Vs Iterations plot of proposed 
method

Table 2. The performance comparison of proposed 
model with existing baseline models

li
te

ra
tu

re

M
et

ho
do

lo
gy

Fe
at

ur
es

D
at

ab
as

e

Sp
ea

ke
rs

A
cc

ur
ac

y

Jahangir et.al. 
[10] DNN MFCC + 

MFCCT
Libri 

Speech 50 90 
%

Ting Lin et.al. 
[22] DNN

MFCC and 
Super 
MFCC

Libri 
Speech 10 90 

%

S. 
Chakraborthy 

et. al. [27]
GMM-UBM MFCC Libri 

Speech 40 86 
%

Pentapati 
et.al.[6]

Dilated 
CNN 

(dilation 
factor 2)

Log-Mel 
Spectrum

Libri 
Speech 11 80.6 

%

Proposed

Dilated 
CNN 

(dilation 
factor 4)

Excitation 
features 
and log-

Mel 
Spectrum

libri 
Speech

80 91.34 
%

11  
(with 
Un-

known)

94.12 
%

The baseline method[10] obtained 90% and 89% 
accuracy with 50 and 100 speakers, respectively. Com-
pared with the baseline method [10], the proposed 
model shows improvement in performance by obtain-
ing an accuracy of 91.34% with 80 speakers. To confirm 
this, the number of speakers gradually increased from 
10 to 80. The experiments are conducted to evaluate 
the performance of each set of speakers as shown in 
Table 3. In all these four experiments, the proposed 
method outperformed the baseline method.
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Table 3. Performance comparison of the proposed 
method with different number of speakers

Number of 
Speakers

Accuracy 
(%) EER Training 

error (%)
Validation 
Error (%)

10 97.61% 1.02% 0% 2.3923%

26 96.26% 1.16% 0.1348% 3.7409%

56 93.54% 2.08% 0.6827% 6.4551%

80 91.34% 3.11% 0.9093% 8.6585%

The comparative analysis of the proposed and base-
line method [10] can be observed in Fig. 6. The accu-
racy of the proposed system is slightly lower than that 
of the baseline method [10] by 1.9% for ten speakers. 
Despite that lower value, the accuracy of our approach 
is much better on 26, 56 and 80 speakers compared to 
the method proposed in [10].

Across the several methods in Table 2, the proposed 
method improves the accuracy by 7.61% compared to 
[22] baseline method for 10 speakers. The accuracy of 

Fig. 6. Comparative analysis of proposed and 
baseline method

Fig. 7. ROC and AUC of the proposed method for different number of speakers
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the proposed method further improves by nearly 8% 
and 14% compared to the baseline methods [27] and 
[6] respectively. The proposed work does not introduce 
computational complexity since extracting the log-
melspectrum and excitation features have been done 
offline. Thus, the proposed model achieved improved 
accuracy with training time of 115 seconds per epoch.



Fig. 8. Variation of EER for different 
number of speakers

In Table 2, Jahangir et al. [10] were achieved an  ac-
curacy of 90% for 50 speakers since an efficient MF-
CCT-based feature fusion was employed. Although 
they used novel feature fusion, the model didn’t reach 
the desired accuracy due to simpler deep learning 
architecture. Thereby, misclassification happens due 
to similar voice patterns. Ting Lin et al. [22] were also 
extracted novel LTA-based features along with MFCC. 
They used simple DNN and tested only ten speakers 
on the Librispeech corpus and achieved 90% accuracy. 
In contrast, the proposed method used an advanced 
dilated convolution network with feature fusion of 
excitation features. Hence, enhancing the accuracy to 
91.34% for 80 speakers. In Table 1, the previous model 
with advanced dilated CNN achieved only 90.97% ac-
curacy since only log-melspectrum was used in the fea-
ture extraction phase.

Across the four experiments shown in Table 3, the 
proposed model with 10 speakers correctly identifies 
an additional 1.35% of the test samples over 26 speak-
ers, 4.07% over 56 speakers, 6.27% over 80 speakers. 
The Fig. 7 shows ROC and AUC plots of proposed meth-
od with 10,11,26 and 56 speakers. This shows AUC of 
10 speakers achieved the highest value of 0.9976 when 
compared with other sets. As shown in Fig.8, It also im-
proved the EER from 3.11% to 1.02%.

The log-spectrum based baseline method [21] ob-
tained the highest accuracy of 98.7% with five female 
speakers on the Chinese mandarin database. The Five 
female speakers with only 100 utterances per speaker, 
a frame size of 256 samples and 128 features were con-
sidered in the model proposed by [21]. In contrast, the 
proposed model considered the 250 utterances of each 
speaker with a frame size of 400 samples.

The Librispeech and Chinese Mandarin datasets con-
sidered the undistorted samples with the same sam-
pling rates. Also, the training and testing sets are disjoint 
and collected under the same environmental conditions 
in both datasets. As the number of utterances to classify 
increases, the model performance decreases. To confirm 
the improvement in the proposed design, the experi-
ment is conducted to test the proposed method with 
five male and five female speakers. As shown in Table 
4, the proposed model obtained an accuracy of 99.52% 

for female speakers. It correctly identifies an additional 
0.82% of the test samples over the baseline [21].

Table 4. Performance comparison of the proposed 
method and baseline method [21] for five Speakers
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Chinese 
mandarin 

Corpus
Female Log-Spectrum 256 98.7%

Proposed
Libri 

Speech 
Corpus

Female

Log-
Melspectrum + 

Residual Phase + 
Sharpness +SoE 

400 99.52%

Proposed
Libri 

Speech 
Corpus

Male

Log-
Melspectrum + 

Residual Phase + 
Sharpness + SoE

400 99.49%

6. CONClUSION

In this paper, the efficient excitation-based features 
are considered and combined with Log-MelSpectrum 
of the speech sample. The excitation-based features 
such as the Residual phase, Sharpness of excitation, 
EoE and SoE are extracted using Linear prediction 
analysis. Extensive experiments are conducted on 
the proposed advanced dilated convolution network 
with excitation features using the LibriSpeech corpus. 
It showed that the accuracy and EER are 94.12% and 
1.16%, respectively, with 11 complex classes including 
the unknown category. For 80 speakers, the proposed 
method achieved an accuracy of 91.34% and the ac-
curacy reached 99.52% for five female speakers. The 
experimental results proved that the proposed speaker 
identification system is effective with respect to the 
number of speakers and computational complexity 
compared to existing baseline systems. In the future, 
we aim to develop a speaker identification system with 
a more profound architecture to handle a much more 
extensive database and reduce the misclassified sam-
ples. The hyper-parameter tuning process can be en-
hanced to improve the system's performance further.
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