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Abstract – Similar languages with massive parallel corpora are readily implemented by large-scale systems using either Statistical 
Machine Translation (SMT) or Neural Machine Translation (NMT). Translations involving low-resource language pairs with linguistic 
divergence have always been a challenge. We consider one such pair, English-Manipuri, which shows linguistic divergence and belongs 
to the low resource category. For such language pairs, SMT gets better acclamation than NMT. However, SMT’s more prominent phrase-
based model uses groupings of surface word forms treated as phrases for translation. Therefore, without any linguistic knowledge, it fails 
to learn a proper mapping between the source and target language symbols. Our model adopts a factored model of SMT (FSMT3*) with 
a part-of-speech (POS) tag as a factor to incorporate linguistic information about the languages followed by hand-coded reordering. The 
reordering of source sentences makes them similar to the target language allowing better mapping between source and target symbols. 
The reordering also converts long-distance reordering problems to monotone reordering that SMT models can better handle, thereby 
reducing the load during decoding time. Additionally, we discover that adding a POS feature data enhances the system’s precision. 
Experimental results using automatic evaluation metrics show that our model improved over phrase-based and other factored models 
using the lexicalised Moses reordering options. Our FSMT3* model shows an increase in the automatic scores of translation result over 
the factored model with lexicalised phrase reordering (FSMT2) by an amount of 11.05% (Bilingual Evaluation Understudy), 5.46% (F1), 
9.35% (Precision), and 2.56% (Recall), respectively.
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1.  INTRODUCTION

Machine Translation (MT) is defined as a ”loop con-
sisting of three steps in which, i) a source constituent is 
detected, ii) required information including syntactic, 
semantic and other types of information related to the 
constituent is collected, and iii) finally, it is transferred to 
a target form which is the end of the translation process 
for that constituent” [1]. By description, implementing an 
MT system seems straightforward and uncomplicated. 
Still, given the variety of languages spoken worldwide, 
each of which belongs to a separate family and has its 
unique linguistic structure, MT is not a simple procedure. 
The major issue is that these difficulties differ depending 
on the language combination under examination. Some 
of the challenges in our work are:

•	 Linguistic differences and their complexity

•	 Low resource category
•	 Unavailability of natural language processing (NLP) 

tools for Manipuri
MT is a very challenging task. The diversity of languag-

es with linguistic differences between them, along with 
the inherently ambiguous nature, further amplifies the 
challenges. The language pair English-Manipuri is one 
such. We highlight a few linguistic differences between 
English and Manipuri. English has rudimental morphol-
ogy with Subject-Verb-Object (S-V-O) sentences and 
non-tonal. The derivation is the most common process 
of word formation in English. For example, ”un+happy”, 
”pre+judge”. In comparison, Manipuri has prolific mor-
phology and agglutinating with Subject-Object-Verb 
(S-O-V) structure. Manipuri shows a variance from other 
Tibeto-Burman categories of languages in that it gives 
prominence to tense rather than mood. 
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Manipuri also shows tonal contrast, with two levels 
- high falling and level. For example, The word ”tummi” 
can mean “sleeping” (high falling tone) or “pointy” (level 
tone). Word formation in Manipuri uses a large num-
ber of suffixes with fewer affixes and primarily uses the 
process of compounding. For example, lan (war) + mee 
(person) - “lanmee” (soldier). Manipuri has two scripts 
- Bengali and Meitei-Mayek. We are using the Bengali 
script for our work. 

What is more challenging with our work is that Mani-
puri is a low-resource language. It is known that Neural 
Machine Translation (NMT) is data-hungry, and Statisti-
cal Machine Translation (SMT) is a better option at low 
resource conditions [2]. The sufficient training data 
size for NMT is in the order of millions [3] compared 
to few thousand for SMT. Above this, NLP tools, such 
as morphological analysers and part-of-speech (POS) 
taggers, are unavailable for the Manipuri language. 
This unavailability greatly restricts the researchers from 
implementing and trying out different possibilities in 
their area of research. The two techniques, which are 
pretty conventional in the area of MT, are SMT and 
NMT - with NMT getting more acclamation than SMT. 
Research on translations from more affluent to poor-
er morphology and vice versa is rarely focussed. The 
study [4] reports that translating from poorer to richer 
morphology is more complex and challenging than 
vice versa. However, for translations that involve two 
languages which are morphologically and structurally 
variant, determining which technique is better is still a 
question of doubt. Our work uses the SMT technique to 
develop a translation system for English-Manipuri. SMT 
makes use of parallel corpora and learning algorithms 
to train a model. Based on the translation model’s train-
ing process, many SMT approach models are available: 
baseline model, phrase-based model, factored model 
and hierarchical phrase-based. Traditional or baseline 
models use word-level mapping, which produces low 
translations. An improvement to it is the phrasal one, 
the most routine SMT. The phrase-based SMT (PBSMT) 
uses a grouping of surface forms of words treated as 
phrases. On the other hand, a factored model, an ex-
tension of PBSMT, uses surface word forms with ad-
ditional factors such as lemma, POS tags, morpho-
logical information, case, and genders. In contrast, the 
hierarchical model requires grammar which consists 
of Synchronous Context Free Grammar rules. In SMT, 
language models are used to establish the target word 
order. They are, however, limited by the sparsity of the 
data caused by larger n-grams. Therefore, a lexicalised 
reordering model subjects reordering to the PBSMT 
phrases. One of the most challenging issues in SMT is 
reordering; it manifests differently depending on the 
language combinations. Language pairings with far-
off syntactic structures, like English and Manipuri, ex-
perience long-distance reordering issues that the lexi-
calised reordering models cannot resolve. 

 In our paper, we implement a factored model for 

English-Manipuri along with pre-processing, post-pro-
cessing, and reordering modules. The following sec-
tions give a detailed explanation of the architecture. 
Unfortunately, unlike high-resource languages such as 
English with POS taggers available in the open domain, 
no such tool is available for Manipuri. It is also difficult 
to find annotated corpora for this language. So, owing 
to financial reasons, we have developed only a small 
set of annotated corpora of the entertainment domain 
to experiment with the system. Additional corpora 
with more factors, if available, can be incorporated 
to improve the result. This work is a quest to improve 
translation quality.

The paper implements a factored model with POS 
information-based reordering to enhance transla-
tion between linguistically disparate language pairs. 
The goal of the current task is to rearrange the source 
chunks so that the alignments of the source and des-
tination pieces are more monotonous. The reordering 
has been done by manually rearranging the source text 
at the chunk level to replicate the ordering of the target 
language. The process mitigates the problem of long-
range reordering to only short-range, intra-chunk re-
ordering that the lexicalised reordering easily handles. 
Furthermore, Manipuri's low resources and agglutinat-
ing nature produces untranslated words, which are 
transliterated.

2. FACTORED SMT

The most dominant SMT approach, the PBSMT mod-
el, has an extension model called the factored SMT 
model. The phrase model uses small text chunks and 
phrases without linguistic information during transla-
tion. The PBSMT model uses the noisy channel model. 
After applying Bayes theorem [5], the translation prob-
ability for translating a source sentence (S) to a target 
sentence (T) is

P(T|S)=P(S|T)P(T)=argmaxm P(S|T)P(T) (1)

In Equation 1, the component P(S|T) represents 
the translation model. In contrast, P(T) represents the 
language model. For finding the best translation of a 
given source sentence, S we use a decoder to find the 
best probable target sentence, T. The decoder finds 
the n-best possible translations of S to T, out of which 
the translation with the highest probability is chosen, 
specified by argmaxm in Equation 1.

The phrase-based technique provides promising re-
sults for language pairs that are structurally and mor-
phologically similar. In the PBSMT framework, the dis-
tortion and lexicalised reordering models are widely 
used to handle reordering. The lexicalised reordering 
of Moses makes reordering simple for language pairs 
with analogous syntactic structures. However, the 
translation is quite bad for language pairs that are 
structurally and morphologically distant from each 
other with low resources, due to the problem of long-
distance reordering. Although the basic PBSMT model 
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is expandable to account for long-distance reordering, 
it often performs worse due to distortion limitations 
[6]. Mapping at the grouping of surface forms of words 
does not reflect the pattern between the languages. 
Therefore, it is difficult for the PBSMT model to learn 
the translation pattern between the languages. To deal 
with it, the factored SMT model is adopted. In the fac-
tored model, a word is represented not only by its sur-
face form, but by multiple levels called factors - such 
as lemma, POS, and morphological information. We are 
incorporating linguistic features into the corpus with 
this multiple-level representation of words. Incorpo-
rating linguistic information through factors will aid in 
learning a translation model that addresses the linguis-
tic divergences between the languages. Works using 
factored SMT models significantly improve the transla-
tion result of PBSMT. One such implementation is for 
the Kannada language [7]. The factored model of SMT 
is mainly helpful in involving language pairs where one 
is morphologically rich and the other poor. We can feed 
more factors to improve our translation results better. 
The contributions of our work are:-

•	 We develop a small set of POS-tagged Manipuri 
corpora of the entertainment domain using the IL-
POST (Indian Language Parts of Speech Tagset) [8] 
framework.

•	 We implement a PBSMT model as the basis for 
comparison.

•	 We implement factored SMT models with the in-
built reordering option of Moses.

•	 We perform hand-coded reordering of the POS-
tagged English side sentences of the training and 
testing corpus and implement a factored model of 
SMT. 

•	 We compare the results of our systems using au-
tomatic evaluation metrics and establish that our 
architecture improves translation results.

3. LITERATURE REVIEW

Works that integrate linguistic information into the 
more routine PBSMT are limited. Here, we discuss some 
works that use the factors and factored SMT model in 
different ways to improve the translation result and ad-
dress data sparsity, grammatical error, and fluency for 
morphologically rich languages in MT.

They describe one of the early approaches for trans-
lating French to English using linguistic information in 
work [9]. Utilising factored models for English-Latvian 
and English-Lithuanian SMT systems is the subject of 
yet another implementation report [10]. Latvian and 
Lithuanian languages are highly inflectional. They 
belong to morphologically rich, have free phrase or-
der and are highly ambiguous, which results in data 
sparseness in translation. They have addressed this 
issue by splitting each token into its stem and suffix 
parts and treating them as separate models for Lith-

uanian-English translation. While for English-Latvian, 
morphologic tags are used as an additional language 
model apart from suffixes. Their work claims a signifi-
cant improvement over baseline SMT through human 
evaluation. Similar experiments with phrase-based MT 
for English-Czech were conducted by [11], demonstrat-
ing the benefits of utilising multiple factors. His work 
involves different models involving combinations of 
word forms, lemma and morphological tags as factors. 
His work concludes with the BLEU (Bilingual Evaluation 
Understudy) score report demonstrating that multi-
factor SMT consistently outperforms baseline SMT. In 
another study, a factored SMT model is implemented 
by [12] using fixed-length word suffixes that approxi-
mate POS tags in some ways. Their work reduces the 
language model’s perplexity and increases the gram-
matical correctness of the results. Their work shows an 
improvement over the baseline SMT.

Contrary to translations from morphologically rich 
languages, translations to them have the limitation of 
lousy translation quality output. One major issue with 
morphologically rich languages is the data sparseness 
problem. Various reports associated with data sparse-
ness are available for morphologically rich languages 
such as Latvian, Lithuanian, Croatian, Tamil, Malayalam, 
Mizo, Hindi, Kannada, and Farsi. Their work handles the 
data sparsity problem in translating a morphologically 
rich language [13]. They suggested a solution that gen-
erates unseen morphological forms fed into the train-
ing corpora. Their proposed solution claims to improve 
the translation quality through translation experiments 
of English to Hindi and Marathi languages.

Works that perform pre-processing, apart from having 
factors on the corpus, are available. One such factored 
SMT system for English to Tamil [14] is available. Their 
model uses lemma, POS and compound tag as factors 
on the source side; and lemma, POS tag and morpho-
logical information on the target side. They develop a 
novel pre-processing approach on the source language 
(English) so that it conforms to the target language 
(Tamil). The training uses the pre-processed sentences 
using a factored SMT model. Finally, morphological gen-
erators of the Tamil language generate a surface form of 
words from the factors output by the SMT model. The 
output result outperforms Google Translate and other 
systems. Pre-processing to change the source sentences' 
(English) structure by adding POS tags is another simi-
lar effort [15]. They use POS tags to modify the English 
sentences to be more similar to the richer Spanish and 
Catalan target sentences. However, some rely upon 
post-processing rather than pre-processing. In their 
work [16], they adopt post-processing techniques using 
syntactic and morphological knowledge of both source 
and target data to predict inflected forms of a sequence 
of word stems of the target side.

The work of [7] compares the factored model  and 
the baseline model of the SMT technique for the mor-
phologically rich Kannada translation. They create lan-
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guage models based on surface form and POS tag for 
the factored model. They report that the factored mod-
el provides an improvement of 25% in BLEU compared 
to the baseline model. In another paper [17], morpho-
logical information factors comprising word stem, pre-
fix, suffix, and POS tag - handle grammatical error cor-
rection. For evaluation, they modelled five individual 
systems with each factor - stem, prefix, suffix, and POS 
tag. Evaluation of the systems uses measuring their 
performance in the grammatical error correction task. 
Their models show an improvement in BLEU by 32.54% 
over the phrase-based model. Further, their model was 
experimented with official test data and compared with 
thirteen other systems at the ”CoNLL 2014 shared task”, 
in which they got the 7th and 5th F0.5 scores. They con-
cluded that POS information is the most effective, out 
of all factors, and that the model with POS information 
outperforms others with other factors. Even with the 
latest technique of NMT, [18] they apply pre-ordering 
to reduce word order divergence between source and 
target languages for a few resourced Indic languages. 
Their approach relatively improves the translation 
quality even in low-resource scenarios.

For the Manipuri language, [19] they work reports the 
only factored SMT model implementation. They have 
used suffix and dependency relations as factors on the 
source (English) side and case markers on the target 
(Manipuri) side. Their system was trained on 10,350 sen-
tences and tested on 500 news domain datasets. BLEU 
score and subjective evaluation claim an improvement 
in their result. MT systems for the Manipuri language 
are getting built but are far from perfect. Currently there 
isn't any Manipuri-language content that makes use 
of POS tags or sentence restructuring. Their study [20] 
evaluates the effectiveness of unsupervised MT mod-
els for Manipuri-English translation using a comparable 
corpus of news domain. They use a suffix segmenter us-
ing graph-based stemmer and transliteration models to 
re-score the sentence translation and the lexical prob-
ability. They report that the unsupervised SMT model 
is more successful than the unsupervised NMT models 
for the language pair. Using data augmentation ap-
proaches, they addressed low-resource problems while 
experimenting with a semi-supervised approach [21]. 
The data augmentation process uses comparable mono-
lingual corpora from the news domain. They employ a 
self-training and back-translation approach to produce 
synthetic parallel data from monolingual data. Accord-
ing to reports, their model outperforms unsupervised, 
supervised, mBART, and other standard semi-supervised 
models in quantitative efficacy and can handle sparse 
data. Additionally, they make empirical claims about 
how well their models cope with uncommon words and 
long-term dependencies.

Their study [22] uses the multilingual pre-trained 
models mBART50 and mT5-base with fine-tuning for 
transfer learning of low-resource MT involving Assa-
mese, Manipuri, and Bengali languages.  Their fine-

tuned models outperform the multilingual baseline 
model indicated by their BLEU scores. On the WAT-
2021 test set, their model with mT5-base fine-tuning 
performs best. Their model, however, predicts a lower 
score for the Flores-101 test set. Another experiment 
with a many-to-many NMT model with cross-lingual 
capabilities is reported [23]. Their work enhances the 
basic paradigm for many-to-many translation between 
Manipuri and English and the bilingual model. Ad-
ditionally, they use zero-shot translation to examine 
the generalizability of their methodology on language 
pairs with no direct correspondence and contrast it 
with pivot-based translation. To translate English to 
Manipuri, [24] examine the supervised and unsuper-
vised SMT and NMT techniques. They also test out 
low-resource techniques like self-training and back 
translation. They examine the difficulties and mistakes 
made in translating English to Manipuri. Works of [25], 
[26] and [27] are a few other NMT implementations for 
the Manipuri language. Recently, Google Translate [28] 
supported Manipuri using the Meitei-Mayek script, us-
ing the concept of Zero-Shot translation [29].

4.  PROBLEM STATEMENT

SMT and NMT are the techniques that dominate MT. 
Dealing with dissimilar language pairs in low-resource 
settings is still challenging for both techniques. Based 
on the language pair under consideration, some sys-
tems favour SMT [30], while some favour NMT [31]. SMT 
is good at handling adequacy but trades for fluency [2], 
while NMT trades adequacy for fluency [32]. NMT has 
replaced most larger MT systems, which have larger 
corpora. However, SMT has suggested a better option 
for low-resource conditions. SMT uses mathematical 
models to map the source and target language sym-
bols. The mapping is more straightforward for similar 
languages, and the results are promising. Despite the 
state-of-the-art PBSMT's usage of reordering models, 
the inconsistency in word ordering between distant 
languages leads to subpar translation quality. We pose 
the divergences between languages and the inability 
of lexicalised reordering to handle long-distance re-
ordering as a problem.  We propose prior source-side 
reordering to mitigate the syntactic differences  and 
handle long-distance reordering to improve the trans-
lation result.

5.  PROPOSED METHODOLOGY

As mentioned above, English and Manipuri lan-
guages have significant linguistic differences in com-
parison. Their morphological and structural differences 
increase the challenges of translation. To treat this, we 
first employ separate pre-processing modules for both 
English and Manipuri sentences, followed by training. 
System training uses our proposed model, followed 
by a transliteration module, for handling untranslated 
tokens present in the output. Further explanation is in 
the following subsections.
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5.1. PRE-PROCESSING

5.1.1. English Sentences 

The pre-processing of English sentences follows the 
order of tokenising, factoring and reordering. Tokenising 
of the English side uses the inbuilt tokeniser of Moses. 
A factoring module then treats the tokenised output to 
extract the factors. The factors may be lemma, POS and 
morphology.  Here, we use the maximum entropy-based 
MXPOST [33] framework to include only POS tags as fac-
tors, as the target side has only POS tags as a factor. The 
MXPOST uses the Penn treebank POS tagset. Using the 
POS information, we reordered the factored sentences 
using the linguistic rules of Manipuri. Reordering trans-
forms the structure of English sentences to make them 
structurally more similar to Manipuri. This transforma-
tion will reduce the syntactic divergences between the 
language pair, thereby better mapping between source 
and target symbols. The source text's prior reorder-
ing has two effects on how well the MT performs [34]. 
Firstly, it handles long-distance reordering and thus, re-

duces the workload on the reordering model by prior 
reordering the source text. Only trivial reordering oc-
curs during decoding, and the translation hypothesis's 
construction uses a monotone orientation. Secondly, 
prior source reordering should result in more accurate 
word alignments, better translation models and higher 
translation quality since statistical word alignment ap-
proaches function efficiently for linguistic groups with 
analogous grammatical structures. Fig 1. represents 
the pre-processing module of English sentences. As an 
example, we have an English sentence below.

Example:

(Before pre-processing) 

I am a boy.

(After factoring)

I|PRP am|VBP a|DT boy|NN .|.

(After reordering)

I| PRP boy| NN am| VBP a|DT .|.

Fig. 1. English side pre-processing

5.1.2. Manipuri Sentences

Fig. 2 shows the pre-processing module of Manipuri 
sentences. The process is similar to English for Manipuri 
side pre-processing, except the reordering step is not 
present. The tokenising step here uses the dedicated 
indicNLP [29] tokeniser for the Manipuri language. 

Tokenising is followed by factoring. Higher the number 
of factors, the more refined our system is. For our current 
work, we have considered only the POS tag as the fac-
tor due to the high cost of manual preparation, as open-
source NLP tools are not available for Manipuri. We manu-
ally develop our annotated corpora of the entertainment 
domain using the ILPOST for the Manipuri language.

Fig. 2. Manipuri side pre-processing

5.2 Architecture of the System

The overall architecture of our system is in Fig. 3. We 
use the outputs of pre-processing modules of Fig. 1 and 
Fig. 2 as the dataset to train our system. There are no 
POS taggers or annotated corpora for the Manipuri lan-
guage. Consequently, we developed the dataset for this 
research with the aid of a linguist. It is essential to specify 
that the dataset we use to train our system is relatively 
small owing to financial reasons. We split up the dataset 
into training, development, and test set using Python's 
split code. We employ a training set of 8,000 sentences, 
a development set of 1,000 sentences, and a test set of 

2,000 sentences from the entertainment domain. The 
source side test data undergoes the pre-processing of 
Fig.1 before feeding for translation. Therefore, the trans-
lation step in our system uses the pre-processed text. 
Adequacy measures the mapping between source and 
target symbols, which is not an issue for translations in-
volving language pairs with the same structure and mor-
phology. However, when the structure and morphology 
are different, it is a problem that needs addressing. The 
language divergence makes it more challenging to map 
source and target symbols correctly, affecting the ad-
equacy and fluency of translation results, which are the 
measures of translation quality.
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Our architecture uses factoring followed by hand-cod-
ed reordering on the source side to address this issue. 
Through reordering, we attempt to reduce the structural 
divergences; thus, the translation output will closely re-
semble the target side language, thereby providing a 
better mapping mechanism between source and target 
symbols. Furthermore, when using a factored model, we 
consider the POS feature in addition to the surface form 
to produce the translated output. Therefore, incorporat-
ing a POS tag on the dataset provides language-specific 
linguistic knowledge to the training model. Lastly, given 
the small training data, untranslated words will appear 
in the translated output, which uses transliteration as a 
post-processing step.

Fig. 3. Architecture of our proposed model of 
factored English-Manipuri system

6. RESULTS AND DISCUSSION

Our language pair, as mentioned above, has different 
word order. The distortion limit limits the distance be-
tween the following and previously translated phrases, 
which might seriously impair disparate languages. We, 
therefore, set the distortion limit to 0.5 instead of the 
default 0.3 to increase the search space of the decoder. 
For comparison, we experiment with multiple systems 
with different parameter settings using the same data 
size. One system is the general PBSMT which we use as 
a basis. This system data does not have any factoring or 
explicit reordering involved. 

We also train three different factored models. FSMT1 
(factored model with word-based reordering), FSMT2 
(factored model with phrase-based reordering) and 
FSMT3* (factored model with hand-coded reordering 
on source side). The FSMT3* is the model which uses 
our proposed architecture model of Fig. 3. It is essen-
tial to mention that in FSMT3*, before translation, the 
source side of the test set first undergoes factoring, fol-
lowed by hand-coded reordering.

Table 1. Score comparison of the systems

PBSMT FSMT1 FSMT2 FSMT3*

BLEU 3.58 3.47 3.71 4.12

F1 0.181  0.181  0.183 0.193

Meteor 0.098  0.093  0.10 0.1

Precision 0.170  0.175 0.171  0.187

Recall  0.194 0.189  0.195  0.2

Table 1 shows the BLEU [35], F1, Meteor [36], Preci-
sion and Recall scores of these systems tested using a 
test set size of 2000 sentences. We find that PBSMT out-
performs FSMT1 in terms of BLEU, Meteor, and Recall 
scores, except Precision - which suggests that phrasal 
reordering obscures FSMT1's POS feature information. 
Therefore, the FSMT2 model, which utilises both POS 
characteristics and lexicalised phrasal reordering, per-
forms better in all scores than PBSMT and FSMT1. How-
ever, the proposed model, FSMT3*, proves a further 
improvement in all scores, even over the FSMT2 model 
discussed above. FSMT3* outperforms the FSMT2 mod-
el by 11.05% (BLEU), 5.46% (F1), 9.35% (Precision), and 
2.56% (Recall), even with scant training data. Our result 
shows that reordering the English sentences as per the 
Manipuri syntax along with POS features improves the 
translation quality, even when the dataset is small.

7. CONCLUSION

Our work found that handling linguistic divergenc-
es is lucrative in MT. Pre-ordering the source side and 
adding POS as a linguistic characteristic increased the 
scores by 11.05% (BLEU), 5.46% (F1), 9.35% (Precision), 
and 2.56% (Recall), respectively, from that of FSMT2. 
Despite being small, this gain represents a significant 
improvement given the dataset and feature limita-
tions. Prior reordering handles long-distance reorder-
ing, thus mitigating language divergences. Further-
more, language-specific hand-coded reordering of the 
source side chunks that match the target language 
chunks provides better alignment than the lexicalised 
reordering option of Moses. It thus improves transla-
tion quality even under low-resource settings. 

Our current work uses a small dataset prepared for 
experimental purposes, and reordering is also manual. 
If Manipuri-specific NLP tools are available, we can au-
tomate the factoring and reordering process by incor-
porating other features to refine our results further. Our 
hand-coded reordering model on the source side with 
POS as a feature for the low-resource English-Manipuri 
translation is a bootstrapping strategy towards reduc-
ing the linguistic gap for enhancing translation qual-
ity. The goal is to find techniques to close the linguistic 
divergence gap because MT models never produce 
the best word alignments for languages with far-off 
linguistic features. Due to our study's usage of differ-
ent scripts, we exclude a comparison with the Google 
Translate result. 
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