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Abstract – The ultimate goal of the Super-Resolution (SR) technique is to generate the High-Resolution (HR) image by combining 
the corresponding images with Low-Resolution (LR), which is utilized for different applications such as surveillance, remote sensing, 
medical diagnosis, etc. The original HR image may be corrupted due to various causes such as warping, blurring, and noise addition. 
SR image reconstruction methods are frequently plagued by obtrusive restorative artifacts such as noise, stair casing effect, and 
blurring. Thus, striking a balance between smoothness and edge retention is never easy. By enhancing the visual information and 
autonomous machine perception, this work presented research to improve the effectiveness of SR image reconstruction The reference 
image is obtained from DIV2K and BSD 100 dataset, these reference LR image is converted as composed LR image using the proposed 
Lucy Richardson and Modified Mean Wiener (LR-MMWF) Filters. The possessed LR image is provided as input for the stage of bicubic 
interpolation. Afterward, the initial HR image is obtained as output from the interpolation stage which is given as input for the SR 
model consisting of fidelity term to decrease residual between the projected HR image and detected LR image. At last, a model based 
on Bilateral Total Variation (BTV) prior is utilized to improve the stability of the HR image by refining the quality of the image. The 
results obtained from the performance analysis show that the proposed LR-MMW filter attained better PSNR and Structural Similarity 
(SSIM) than the existing filters. The results obtained from the experiments show that the proposed LR-MMW filter achieved better 
performance and provides a higher PSNR value of 31.65dB whereas the Filter-Net and 1D,2D CNN filter achieved PSNR values of 
28.95dB and 31.63dB respectively.

Keywords: bilateral total variation, fidelity term, lucy richardson filter, modified mean wiener filter, super-resolution

1.  INTRODUCTION

Technology in both software and hardware has ad-
vanced significantly during the past two decades. Indus-
trial sectors have used modern technology to its fullest 
potential to produce electronic gadgets like computers, 
mobiles, Personal Digital Assistants (PDA), and countless 
gadgets at low prices [1]. To produce images with high 
quality, camera sensor manufacturing techniques have 
also advanced significantly. Digital sensors are designed 
to take a Low-Resolution (LR) image as an input and 
produce a High-Resolution (HR) image. The resulting 

HR image is anticipated to have sufficient edge informa-
tion artifacts [2, 3]. Super-Resolution (SR) is a technique 
for generating high-quality images or frames from their 
low-quality counterparts utilizing digital image pro-
cessing techniques. Applications of SR images are cur-
rently being used in academics and industry [4, 5]. SR is 
a developing field with a vast number of applications 
in electronic imaging, including forensics, surveillance, 
satellite imaging, and more [6]. The SR techniques utilize 
edge information to moderate the distorted problems 
in the tasks for obtaining super-resolution images. The 
SR techniques are categorized as the extraction of edges 
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and conversion of super-resolution images [7]. The SR 
technique is utilized to perform non-linear mappings 
among LR-HR images based on conventional super-res-
olution methods [8]. 

In real-time applications of SR imaging systems, numer-
ous factors are responsible to lower the quality of the im-
age. This is due to physical limitations, less count of image 
sensors, and a lower spatial rate for image sampling [9]. 
The SR technique is applied to the normal image sources 
to increase the image quality by adjusting contrast, satu-
ration, etc [10]. The conversion of LR image to HR image 
is performed using super-resolution techniques such as 
Single Image Super-Resolution (SISR) and Multi-Image 
Super-Resolution (MISR). Among two techniques, SISR is 
widely used in the process of HR construction because it 
focuses on an individual LR image to provide a better re-
sult [11]. But, MISR can fill up the unavailable information 
by collecting the related data from other image sources. 
Conventionally, both techniques is utilized according to 
the user's needs [12, 13]. Many SR methods get the input 
of LR by relating it with degradation methods based on 
ground-truth images [14]. In some cases, the process of 
super-resolution is utilized to extract the information 
from LR images and achieve better results of spatial pres-
ervation [15,16]. In this paper, the quality of the reference 
LR image is enhanced using the proposed Modified Me-
dian Wiener Filter to overcome the issues related to image 
reconstruction process.  

The main contribution of this research is listed as fol-
lows:

(i) The MMW filter cannot preserve the sharp features 
of the images (E.g. Lines). To overcome these draw-
backs, the hybrid-MMW filter is proposed, which 
can preserve the sharp edges and eliminate the 
noise present in the image. Moreover, it smoothens 
the image by decreasing the intensity variations in 
the neighboring pixels and removing the blurred 
parts of the image.

(ii) The quality of the initial HR image is enhanced 
from the interpolation stage which is given as the 
input for the SR model.

(iii) The fidelity term is created to decrease the residual 
between the projected HR image and the detected 
LR image.

The remaining paper is organized as follows, Sec-
tion 2 represents the related works of the paper. The 
proposed method is discussed in Section.3. The results 
and analysis are presented in Section 4. Finally, Section 
5 represents the overall conclusion of the paper. 

2.  RELaTED WORKS 

This section provides related works on various filter-
ing methods used to obtain SR images. 

Park et al. [17] introduced a deep learning model con-
sisting of 1D and 2D filters for SR of images. The 1D lay-
er for extraction of features and 2D restoration layers of 

the image made up the suggested model. Using 1D fil-
ters, the first layer for extraction of features was created 
to separate parallel and perpendicular high-frequency 
signals. The second HR image-restoration layers were 
created to extract high-frequency signals by 2D filters. 
With the least amount of visual loss, the deep learning 
model was used to decrease the complexity of super-
resolution methods. However, the model needed com-
plex calculations and used more memory.  

Luo et al. [18] introduced a lightweight Super-resolu-
tion model known as LatticeNet which utilized lattice 
blocks connected in series and backward feature fu-
sion. The model combined multiple residual blocks by 
combinational co-efficient and this combinational co-
efficient is present in any super-resolution block using 
residual blocks as a basic block. Moreover, backward 
fusion was utilized to combine information related to 
various fields. The structure of the lattice block consist-
ed of two residual blocks in a linear combination that 
helped to increase the chance to attain a dominant 
network. However, the model can’t be utilized in real-
time applications and required more storage memory.

Esmaeilzehi et al. [19] introduced a Multiple spatial 
Range and Resolution level feature by generating a 
deep recursive Network (MuRNet) which initialized 
from the bicubic interpolated versions of images with 
low resolution and created high-quality super-resolved 
images. The introduced method combined multi-spa-
tial range and level of resolution to provide enhanced 
maps of features in the framework of a recursive net-
work. The MuRNet provided less count in the multi-
plied operations and improved the performance of the 
network. But the image was handled poorly, as it cre-
ated an issue in the vanishing of gradient and lowered 
the overall performance of the super-resolution image.

Chen et al. [20] introduced a super-resolution image 
reconstruction technique based on an attention mecha-
nism along with the feature map to enable images with 
low resolution to be super-resolute images. The recon-
struction model contained three blocks for the extrac-
tion of features, the extraction of images, and a module 
to perform the reconstruction. The introduced tech-
nique increased the super-resolution effect of the image 
and improved the evaluation of quantitative objectives. 
However, the introduced technique performed slower in 
the reconstruction process due to its less capability. 

Li et al. [21] introduced a deep adaptive information 
Filtering Network (Filter Net) to perform fast and accu-
rate image Super-resolution. The introduced Filter Net 
could filter the information with low frequency from the 
adaptive features. The Filter Net contained dilated re-
sidual group with multi units of dilated residuals which 
improved the receptive field and exploited the infor-
mation of low-resolution input. The Filter Net utilized 
an adaptive information fusion structure to construct 
weighted connections to increase the pixel-fitting ca-
pacity in the network. However, the consumption time 
was high and more memory space was occupied. 
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Gao and Zhou [22] introduced a Very Lightweight and 
Efficient Single Image Super Resolution (VLESR) method 
to balance the pixels of the image to get SR images. The 
VLESR technique utilized a Light Weight Residual Con-
catenation Block (LRCB) which propagates and fuses the 
local features of the image. Additionally, the Multi-way 
attention Block has the capability to integrate the fea-
tures and enhance the quality of SR restoration of the 
image. However, the introduced VLESR did not contain 
any channel Concatenation and 1×1 convolution. If it’s 
present it probably enhances the image accuracy. 

He et al. [23] introduced an Orientation Aware fea-
ture extraction Model (OAM) that comprised a mixture 
of 1D and 2D kernels. In every OAM, the channel at-
tention mechanism was employed to perform specific 
scene selections. The high-quality SISR combined both 
high-level and low-level features through progressive 
fusion Orientation method, which led to a concise ex-
ecution of the SISR task.

3. LUCy RIChaRDSON aND MEaN MODIFIED 
WIENER FILTER FOR CONSTRUCTION OF 
SUPER-RESOLUTION IMaGE

The presence of noisy and blurring effects are the gen-
eral issues in SR images. A Bayesian framework is taken 
into consideration for implanting prior data into HR imag-
es to rectify this issue. The estimated vector is taken to be 
Gaussian because it is known that the HR image contains 
white Gaussian noise. MAP framework is used to solve the 
minimization problem as a result of the Bayes rule's pro-
cedure of creating the HR image. The first HR image is esti-
mated via the conventional SR methodologies using bicu-
bic or bilinear interpolation techniques on the reference 
LR image. However, LR image with low quality is obtained 
which leads to poor performance in the estimation of HR 
image. To overcome this issue and to obtain a composed 
LR image, the Median Modified Wiener Filter (LR-MMWF) 
is used. The composed LR image is fed into the bicubic 
interpolation to obtain the initial HR image. Then, the 
initial HR image is processed using the super-resolution 
model which consists of fidelity terms and regularization 
terms to provide the final HR image.  The overall process 
involved in obtaining the SR image is represented in Fig. 1.

3.1. STEPS TO OBTaIN SUPER-RESOLUTION 
 IMaGE

The process involved in the conversion of reference 
LR image into a super-resolution image using LR-
MMWF involves various steps mentioned as follows: 

(i) A series of low-resolution images are generated 
from the DIV2K dataset and BSD 100 which is con-
sidered as the input for the conversion process.

(ii) Assumption is made for one low-resolution image 
which is considered as reference LR image. The ref-
erence LR image is utilized to initialize the process 
to obtain a high-resolution image.

(iii) The angle of rotation, vertical and horizontal shifts 

that exist in the reference LR image is computed to 
improve the warp matrix of the image. 

(iv) The process of conversion is employed in reference 
LR image to obtain the possessed LR image repre-
sented in Fig. 1. The composed LR image is given 
as the input for the stage of bicubic interpolation.

(v) The bicubic interpolation is applied to the pos-
sessed LR image to compute a high-resolution im-
age at the initial stage. This initial resolution image 
is provided as an input for the stage of reconstruc-
tion of the image which is explained in section 3.1

(vi) The initial HR image is given as the input for the 
super-resolution model for image reconstruction. 
There the model computes the Fidelity term and 
regularization term using equation (6) and produc-
es the final HR image as a super-resolution image.    

Fig. 1. Overall Process to Obtaining SR image

3.2. DaTaSET

The work is processed using two image datasets such 
as BSD100 [24] and DIV2K [25], and this section provides a 
brief description of these datasets. The Berkeley Segmen-
tation Dataset 100 (BSD-100) consists of 100 images relat-
ed to nature. A well-known image super-resolution datas-
et called DIV2K has 1,000 images of various scenarios, 800 
of which are for training, 100 for validation, and 100 for 
testing. To promote research on image super-resolution 
with more realistic deterioration, it was gathered for the 
NTIRE2017 and NTIRE2018 Super-Resolution Challenges. 
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Low-resolution image with various sorts of degradations 
is included in this dataset. In addition to the typical bicu-
bic downsampling, other degradations are taken into ac-
count while creating low-resolution images for the differ-
ent challenge tracks. The three first images of the Div2K 
dataset and their corresponding gray and binary image 
in represented in Fig. 2 and some sample images from the 
BSD-100 dataset are provided in Fig. 3.

Fig. 2. The three first images of the Div2K dataset 
and their corresponding gray and binary image

Fig. 3. Sample images from the BSD-100 dataset

3.3. FRaMEWORK FOR SUPER-RESOLUTION 
 IMaGES

The images obtained from the dataset are provided 
for the Bayesian framework to compute the possibility of 
the problem of uncertainty based on availed knowledge 
by conjoining various priors into a mathematical model 
that is capable of statistical implication. The Bayesian 
framework is used to estimate the likelihood of uncer-
tainty problems depending on currently accessible 
knowledge. Hence, the uncertainty inference problem 
occurs in SR technology for evaluating projected HR im-
ages from a series of detected LR images. In other words, 
the observed LR image provides proof for the deduction 
of the HR image, and the reconstructed SR solution con-
strains the regularization term present in the image. SR 

reconstruction is equal to estimating the HR picture us-
ing provided LR images in the Bayesian framework. The 
Maximum Posteriori (MAP) technique, combines the im-
age's prior constraints and produces outcomes by maxi-
mizing the probability cost function, which is a well-
preferred one for the Bayesian framework. Additionally, 
it is known for its adaptability in the estimation of joint 
parameters and the preservation of edges. In general, 
rather than using the given parameters, Bayesian esti-
mation is used to evaluate the probability distribution 
for unknown parameters. The function of the MAP esti-
mator is mathematically defined using the equation (1)

(1)

Where the probability conditions of low-resolution 
images (Yk) from the HR image (X) are represented as 
P(Yk│X) and the probability of the HR image at the prior 
condition is represented as P(X). 

The significant structure of SR consists of fidelity term 
and term of regularization. The MAP estimator is applied 
for reduction of residues among the HR image and LR 
image. Regularization is performed to improve the sta-
bility of the HR image. The mathematical form of the su-
per-resolution framework is represented in equation (2).

(2)

Where the term data fidelity is represented as ρ(DHFk 
X-Yk), the term of regularization is denoted as R(X), and 
the parameter of regularization is represented as λ.

3.4. CONvERSION OF REFERENCE LR IMaGE  
 TO COMPOSED LR IMaGE

The Bayesian framework provides a reference LR image 
as an input for the conversion of the reference LR image 
into a composed LR image. The median filter and the pro-
posed LR-MMWF are utilized to convert the reference LR 
image to a composed LR image. The initial high-resolution 
image is assessed via the method of bicubic interpolation 
by providing a possessed LR image as input. The median 
filter smoothens the image by decreasing the variation in-
tensity among the nearby pixels and the Lucy Richardson 
filter is used in removing the blurred part of the image. To 
reduce the residual between the projected HR image and 
the detected LR image, the L2 is used for the data-fidelity 
term. Finally, the minimized operation is limited to the sta-
bilized condition of the created HR image using the BTV 
prior model. The process of converting a reference LR im-
age into a combined LR image is represented in Fig. 4.

Fig. 4. Conversion of reference LR image to composed LR image
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3.4.1. hybrid of Lucy Richardson and Median  
 Modified Wiener (LR-MMW) Filter 

The reference image obtained from the Bayesian 
framework is processed using an LR-MMW filter to pro-
duce a composed LR image where the inhibited image 
quality is obtained. The widely utilized de-noising tech-
niques in image processing are performed using linear 
filters (spatial filters). The spatial filter is based on the ker-
nel’s size which is generally referred to as a mask, it uses 
the intensity of the pixel to calculate the new pixel value. 
The median filters are less sensitive to extreme values, 
generally known as outliers. Moreover, the median filter 
efficiently neglects extreme values without affecting the 
image’s sharpness. This advantage of the median filter 
is embedded with the advantage of the Wiener filter in 
producing edge-preserved images to make the MMW 
filter. Secondly, the Lucy Richardson filter is used in the 
process of de-blurring the image to provide an image 
with high resolution. The goal of the LR-MMWF strategy 
relies on increasing the quality of the image by de-nois-
ing the region of the background of a degraded image 
utilizing a median filter. This method is used to minimize 
the noise distribution in degraded images. Additionally, 
this method largely uses the Wiener filter to maintain 
the edge signal of the image. The LR-MMWF method 
is based on the Wiener filter and Lucy Richardson filter 
to reduce noise in the deteriorated image by replacing 
the value of pixels in the mask matrix along with median 
values. The average computed value in the Wiener filter 
gets interchanged by the value from the median filter. It 
is computed using equation (3) as follows:

(3)

Where μ̅ is the median value, the variance in the 
Gaussian noise of the image is represented as σ2, and 
the variance of noise in the matrix of the Wiener filter is 
denoted as v2. The area of every individual pixel is rep-
resented as a.

The benefit of employing the LR-MMWF technique 
is that the edge signal is better retained when com-
pared to the usage of the median and Wiener filter 
techniques. This helps to improvise the quality of the 
deteriorated image using the drop-off effect. Regard-
ing the de-noising effect, the LR-MMWF technique can 
significantly outperform traditional filters. In addition, 
it can simultaneously keep the edge signal and elimi-
nate the background noise signal in the image.

3.5. RECONSTRUCTION OF IMaGE

The composed LR image obtained from a combina-
tion of LR-MMW filters is reconstructed to provide a su-
per-resolution image from the HR image. Here the data 
fidelity term is represented as Lp and the regularization 
term is discussed using the model of BTV (Bilateral Total 
Variation). The data fidelity Lp is defined for the high-
resolution image using equation (4).

(4)

where the motion and blur matrices are represented as D 
and H, and the movement of the matrices is denoted as F. 

The BTV model is a combination of a bilateral filter 
with total variation, and it utilizes more neighbors to 
measure the gradient level for the provided pixels. 
Moreover, the sharp edges of the image are preserved 
using BTV model as it is low in cost and easy for imple-
mentation. The formula of BTV is mathematically repre-
sented in equation (5).

(5)

Where the shifted HR image in the horizontal direc-
tion for l pixels is denoted as Sx

l and the shifted HR im-
age in the vertical direction for m pixels is denoted as 
Sy

m (where l+m≥0). The scaling weight is represented as 
α which lies in the range of 0<α<1 and P is known as 
the controlled parameter.

The problem can be addressed in an infinite number 
of ways and under various circumstances. Additionally, 
minute levels of noise present in the measurements, 
cause significant agitations in the final solution, mak-
ing it unstable. Therefore to arrive at a stable solu-
tion, artifacts are removed from the final solution, the 
convergence rate is improved, and the regularization 
method is used in SR image reconstruction. There are 
many regularization techniques, and one of them has 
is used to produce HR images with sharp edges and 
implementation simplicity as a primary advantage. In 
the picture reconstruction step, the regularization term 
is used to make up for missing data using some prior 
knowledge that is used to reduce loss. The regulariza-
tion of BTV is formulated using equation (6)

(6)

The steepest descent method is utilized to obtain a 
fast convergence rate for the true HR image and it is 
assessed with less count of iterations. The iteration us-
ing the steepest descent method is computed by the 
formula in equation (7).

(7)

Where the scalar unit which regulates size of the step 
in the gradient direction is represented as β and the pa-
rameter utilized for regularization is denoted as λ. The 
terms Sy

-m and Sx
-l represent the transposed matrices of 

Sy
m and Sx

l correspondingly.

4.  RESULTS aND DISCUSSION

This section provides results obtained from the pro-
posed LR-MMW filter for various metrics to evaluate 
image quality. The design and simulation of the LR-
MMW filter can be performed using MATLAB software 
R2020a and system specifications with an Intel Core i7 
processor with 8 GB RAM and a 64-bit Windows 10 op-
erating system. The LR-MMW filter is utilized to provide 



522 International Journal of Electrical and Computer Engineering Systems

super-resolution images from the considered datasets 
such as DIV2K and BSD100 dataset. The performance of 
the LR-MMW filter is evaluated for parameters such as 
Peak-Signal-to-Noise Ratio (PSNR) and Structural Simi-
larity Index (SSIM) to compute the quality of the image. 
The mentioned evaluation metrics (PSNR and SSIM) 
can be computed using equation (9) and equation (13) 
as follows

PSNR

The PSNR is one of the general methods to evaluate 
the image quality. It is usually described using Mean 
Square Error (MSE). The MSE for two W×H images X and 
Y is computed using the formula given in equation (8).

(8)

Hence, the PSNR is represented by equation (9)

(9)

Where the largest pixel value of the image is denoted 
as XMAX.

SSIM

The structural similarity of the image is provided by 
the intensity L(x, y) of the image, contrast of the image 
C(x, y) and structure of the image S(x, y). 

(10)

(11)

(12)

Where the reconstructed HR image is denoted as x 
and the original HR image is denoted as y. The mean 
and variance of the image are denoted as μ and σ re-
spectively. The constants are denoted as C1,C2, and C3 
respectively.

Hence, the SSIM is defined using the equation (13) 
as follows:

(13)

Where L(x,y) is denoted as intensity of the image, 
C(x,y) is denoted as contrast of the image, and the 
structure of the image is denoted as S(x,y).

The input LR image and output SR image using Lucy 
Richardson and Mean Modified Wiener Filter are repre-
sented in Fig. 5 and Fig. 6 respectively. The size of the 
input LR image is 481×321 and the size of the output 
image is 850×641 

The value of L(x, y), C(x,y) and S(x, y) is computed 
using the formula provided in the equation (10-12) as 
follows:

Fig. 5. Input LR image from DIV2K dataset Fig. 6. Output SR image from the DIV2K dataset

4.1. PERFORMaNCE aNaLySIS

The performance of the proposed LR-MMW filter for 
the DIV2K and BSD100 datasets is described in this sec-
tion. The performance is evaluated based on param-
eters such as Peak-Signal-to-Noise Ratio (PSNR) and 
Structural Similarity Index (SSIM). The performance 
is evaluated for the Kalman filter (KF), Wiener Filter 
(WF), Mean Modified Wiener Filter (MMWF), and the 
proposed LR-MMW filter. Table.1 represents the per-
formance of the proposed MMWF filter for the DIV2K 
dataset.

Table 1. Performance of various filters for DIV2K 
dataset

Dataset Filters PSNR (dB) SSIM

Diverse2K 
(DIV2K) dataset

Wiener Filter 21.43 0.784

Kalman Filter 24.56 0.813

MMW Filter 29.62 0.886

LR-MMW Filter 31.69 0.92

As per Table 1, the performance of various filters to 
improve image quality is discussed by computing the 
parameters such as PSNR and SSIM.
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The results obtained from Table 1 show that the pro-
posed LR-MMW filter attained high PSNR and SSIM of 
31.54 dB and 0.912 and provides an effective SR image 
from the DIV2K dataset.  This better result is due to the 
presence of an image reconstruction model which con-
sists of (L2 Norm) and (BTV prior). The L2 Norm lessens 
the residual in the predicted HR image and BTV improves 
the stable state of generated HR image. The graphical 
comparison of PSNR value for various filters including 
the proposed LR-MMW filter is represented in Fig. 7:

Fig. 7. Graphical representation of PSNR value for 
DIV2K dataset

Fig. 8. Graphical representation of PSNR value for 
BDS 100 dataset

In Table 2 the performance of various filters to im-
prove the image quality is discussed by computing 
the parameters such as PSNR and SSIM. The results ob-
tained from Table 2 show that the proposed LR-MMW 
filter attained high PSNR and SSIM of 31.65 dB and 
0.912 respectively for the BDS100 dataset and provides 
an effective super-resolution image. The graphical 
comparison of PSNR value for various filters including 
the proposed LR-MMW filter is represented in Fig. 8.

Table 2. Performance of various filters for the BDS 
100 dataset

Dataset Filters PSNR (dB) SSIM

Berkeley 
Segmentation 

Dataset  
(BSD-100)

Wiener Filter 20.12 0.762

Kalman Filter 22.43 0.80

MMW Filter 27.56 0.861

LR-MMW Filter 31.65 0.91

Thirdly, the proposed LR-MMW Filter is evaluated to val-
idate its efficacy for real-time images which are randomly 
collected based on a real-time environment. Table 3 men-
tioned below shows the efficiency of the proposed LR-
MMW filter with the existing Wiener, Kalman and MMW 
filters by computing the value of PSNR and SSIM.

Table 3. Performance of various filters for the 
images obtained from real-time environment

Dataset Filters PSNR (dB) SSIM

Images 
collected 

from real-time 
environment

Wiener Filter 25.93 0.745

Kalman Filter 26.67 0.711

MMW Filter 30.26 0.786

LR-MMW Filter 33.71 0.831

Fig. 9. Graphical representation of PSNR value for 
real-time images

The results from Table 3 and Fig. 9 show that the 
proposed LR-MMW filter is even effective for the data 
obtained from a real-time environment. While evalu-
ating the PSNR value, the LR-MMW filter obtained a 
better PSNR value of 33.71 dB which is better than the 
existing Wiener, Kalman and MMW filters with 25.93 dB, 
26.67dB, 30.26Db and 33.71dB respectively.

Overall, the LR-MMWF provides better PSNR and 
SSIM values DIV2K and BDS100 and the image ob-
tained from a real-time environment, the better result 
is due to the utilized fidelity term and the regulariza-
tion term in the image reconstruction model, and it 
increases the quality of the image and de-noising the 
region of background.

4.2. COMPaRaTIvE aNaLySIS

This section provides a comparison among various 
SR methodologies namely the Filter Net [16], 1D,2D-
CNN filter [20] and the proposed LR-MMW filter. The 
values of PSNR and SSIM are evaluated for the BSD100 
dataset based on the overall performance in provid-
ing SR images. The results obtained from the compari-
son show that the proposed LR-MMW attained better 
performance in the reconstruction of super-resolution 
images from the composed LR image. The LR-MMW 
method utilizes a multi-frame SR model which consists 
of fidelity terms (L2 Norm) and regularization term (BTV 
prior). Moreover, the image obtained from the pro-
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posed method attains better resolution than the exist-
ing methods. The graphical representation of PSNR and 
SSIM of LR-MMW with existing filter methods are repre-
sented in Fig. 9 and Fig. 10 respectively. Moreover, the 
comparative results for PSNR value and SSIM is shown 
in Table. 3 and Table. 4 respectively. 

Table 4. Comparative table for PSNR

Filter methods PSNR (dB)

1D,2D-CNN Filter [17] 31.63

Filter Net [21] 28.95

LR-MMW 31.65

Fig. 10. Graphical representations of PSNR value

Table 4 and Fig. 10, it is shown that the proposed LR-
MMW filter attains a high PSNR value of 31.65dB where-
as the existing Filter Net and 1D, 2D CNN filter achieved 
PSNR values of 28.95 dB and 31.63 dB respectively. The 
presence of (L2 Norm) and (BTV prior) present in the im-
age reconstruction model help to obtain better PSNR 
values than the existing methodologies. This result is 
due to the presence of an image reconstruction mod-
el which consists of (L2 Norm) and (BTV prior). The L2 
Norm reduces residues in the predicted HR image and 
BTV improves the stable state of generated HR image. 

Table 5. Comparative table for SSIM

Filter methods SSIM

 1D,2D-CNN Filter [17] 0.726

Filter Net [21] 0.892

LR-MMW 0.914

Fig. 11. Graphical representations of SSIM value

The above table.4 shows that the proposed LR-MMW 
attains higher structural similarity (SSIM) 0f 0.914 
whereas the existing 1D,2D CNN filter, and Filter Net 
achieved SSIM of 0.892 and 0.726 respectively. The 
graphical representation of SSIM values is represented 
in Fig. 11. 

From Table.4 and Table.5, it is concluded that the 
performance of the LR-MMW filter provides better 
PSNR and SSIM values compared with the existing filter 
methods. The LR-MMW filters the residues in the pre-
dicted HR image using L2 Norm, and the stable state of 
the HR image is determined using the BTV model. Thus 
LR-MMW filter provides better performance by im-
provising the image quality and de-noising the back-
ground region effectively. 

Moreover, the results are evaluated based on the spa-
tial interpolation of the images obtained from Filter Net 
and LR-MMW filter. The images from the BSD 100 data-
set with 3× upscaling are considered for evaluating the 
images whose sizes are 32×32, 64×64 and 128×128. 
Table 6 presents the outcome for varying image sizes 
for Filter Net and LR-MMW filter. 

Table 6. Comparison of PSNR and SSIM by varying 
the pixel size of the images from the BSD100 

dataset

Dataset
Size 

of the 
Image

PSNR (dB) SSIM

Filter 
Net [21]

LR-
MMW

Filter 
Net [21]

LR-
MMW

BSD100 
(3×upscaling)

32×32 28.45 33.78 0.7885 0.8128

64×64 27.01 31.04 0.7179 0.7967

128×128 27.05 30.97 0.7181 0.7342

The results from Table 6 show that the proposed LR-
MMW achieved better interpolation for various image 
sizes obtained from BSD 100 dataset. For instance, the 
LR-MMW has obtained 31.04 Db for an image size of  
64×64 which is comparatively higher than the existing 
Filter Net method. Similarly, SSIM value of LR-MMW is 
0.7967 whereas Filter Net obtained 0.7179. These re-
sults prove the efficacy of the proposed LR-MMW filter 
and this better result is due to the bicubic interpolation 
which uses the 4×4 neighborhood method to deter-
mine the output. 

5.  CONCLUSION

This research proposed an LR-MMW filter to enhance 
the effectiveness of SR images to maximize both the 
analysis and human interpretation process. The results 
are evaluated based on the data collected from DIV2K 
and BSD 100 datasets, this research considered PSNR 
and SSIM to compute the efficiency of the proposed 
method. The benefit of employing the LR-MMW filter 
technique is that the edge signal is better retained 
when compared to the usage of the median and Wie-
ner filter techniques. This helps to improvise the qual-
ity of the deteriorated image using the drop-off effect. 

International Journal of Electrical and Computer Engineering Systems



525

Regarding the de-noising effect, the LR-MMW filter 
technique can significantly outperform traditional fil-
ters. The performance of the proposed LR-MMW filter is 
evaluated with the Wiener, Kalman and MMW filters for 
both DIV2K and BSD 100 datasets. For DIV2K, the pro-
posed LR-MMWF obtained PSNR of 31.69 dB and SSIM 
of 0.92 and for BSD 100 the value of PSNR and SSIM is 
31.65dB and 0.91 respectively which is comparatively 
higher than the existing filter techniques. In the future, 
the proposed model can be implemented with deep 
learning techniques to obtain better results. 
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