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Abstract – The main purpose of this research is to investigate how an Amazigh speech recognition system can be integrated into a 
low-cost minicomputer, specifically the Raspberry Pi, in order to improve the system's automatic speech recognition capabilities. The 
study focuses on optimizing system parameters to achieve a balance between performance and limited system resources. To achieve 
this, the system employs a combination of Hidden Markov Models (HMMs), Gaussian Mixture Models (GMMs), and Mel Frequency 
Spectral Coefficients (MFCCs) with a speaker-independent approach. The system has been developed to recognize 20 Amazigh words, 
comprising of 10 commands and the first ten Amazigh digits. The results indicate that the recognition rate achieved on the Raspberry 
Pi system is 89.16% using 3 HMMs, 16 GMMs, and 39 MFCC coefficients. These findings demonstrate that it is feasible to create 
effective embedded Amazigh speech recognition systems using a low-cost minicomputer such as the Raspberry Pi. Furthermore, 
Amazigh linguistic analysis has been implemented to ensure the accuracy of the designed embedded speech system.

Keywords: Speech recognition, HMMs, GMMs, Raspberry Pi, Amazigh language

1.  INTRODUCTION

The technology of automatic speech recognition 
(ASR) enables the transcription of spoken messages 
and the extraction of their linguistic content, making 
it applicable to numerous ASR research applications, 
including various fields such as education, interactive 
services, messaging, machine and robot control, qual-
ity control, data entry, remote access, and more. The 
Raspberry Pi low-cost minicomputer has also been uti-
lized in studies for speech detection, speaker recogni-
tion, user speech interface, and robots [1-2].

 Researchers have proposed a speaker recognition 
method that utilizes Hidden Markov Models (HMMs) 
and the Google API through a Raspberry Pi board. This 
method is capable of recognizing and authenticating 

users, serving as a secure speech recognizer for auto-
mated door control, and functioning as a general voice 
recognizer for controlling various appliances [3]. In 
another study, a home automation system was devel-
oped for motion detection and image capture, utilizing 
a Raspberry Pi board, a connected camera, and motion 
sensors [4].

An algorithm for efficient home automation through 
email on Raspberry Pi was proposed in [5], while a 
method for remote controlling domestic equipment 
via an Android application using a Raspberry Pi card 
was proposed in [6]. Additionally, a speech-controlled 
system was developed for visually impaired individu-
als to control computer functions using their voice [7]. 
In another study, Raspberry Pi was utilized to construct 
an intelligent control and monitoring system for water 
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treatment plants [8]. Meanwhile, our lab researchers 
concentrated on integrating the Amazigh language 
into ASR systems for diverse applications [9, 10-17]. This 
research presents an architecture for a low-cost, speak-
er-independent speech recognition system based on 
the Amazigh language, implemented on a Raspberry Pi 
board. The system utilizes Amazigh voice commands to 
control devices connected to the Raspberry Pi. We have 
designed an open-source evaluation platform that 
combines a hybrid model of Hidden Markov Models 
and Gaussian Mixture Models with the Mel-Frequency 
Cepstral Coefficients feature extraction technique to 
determine the optimal values for achieving maximum 
performance. Our work significantly contributes to the 
advancement of speech recognition technologies in re-
source-constrained environments. This, in turn, creates 
opportunities for enhanced speech recognition capa-
bilities in affordable devices. This paper is organized 
as follows: In Section 1, an introduction to the topic 
is presented. Section 2 provides an overview of the 
architecture and functioning of the automatic speech 
recognition system. Section 3 discusses the proposed 
work in detail. In Section 4, a discussion of the findings 
and their implications is presented. Finally, in Section 5, 
the conclusion of the study is provided.

2. ASR SYSTEM STRUCTURE

2.1. GENERAL ARCHITECTURE

Automatic Speech Recognition (ASR) is a technology 
that facilitates the transcription of spoken words into 
text through pattern recognition techniques, involv-
ing feature extraction, pattern matching, and reference 
model library phases [18], as illustrated in Fig. 1. Our re-
search objective was to develop an ASR system tailored 
for the Amazigh language.

Fig. 1. ASR system architecture

2.2. FEATURE ExTRACTION

The first component of an ASR system is feature 
extraction, which involves capturing and analyzing 
speech signals. The system should extract relevant fea-
tures, such as voice pitch, duration, and energy, from 
the voice signal. These characteristics are then trans-
formed into a set of numerical values that can be ana-

lyzed in more detail. In this work, the feature extraction 
method used is the MFCC technique [19] with a 16 kHz 
sampling rate, 16 Kbit sample size, and a 25.6 ms Ham-
ming window.

2.3. HIDDEN MARkOv MODEL

Hidden Markov Models (HMMs) are extensively uti-
lized as a statistical technique for modeling and ex-
amining discrete-time series data. Their versatility has 
made them highly valuable across multiple domains, 
with a significant presence in the realm of speech 
processing. Specifically, HMMs have proven to be in-
strumental in tasks like automatic speech recognition, 
demonstrating their effectiveness and applicability in 
capturing the underlying patterns and dynamics of 
speech signals. The robustness and success of HMMs in 
these applications have solidified their status as a pow-
erful tool in speech processing research and develop-
ment and other domains. Fig. 2 presents three states of 
the Hidden Markov Model topology [19].

Fig. 2. The 3 states of HMM architecture

2.4. ACOUSTIC MODEL

The acoustic model is an essential element of an ASR sys-
tem that represents the many sounds and words in a lan-
guage. It is a statistical model that associates phonemes, 
syllables, and words with acoustic properties taken from 
speech signals. The model learns to associate linguistic 
units with phonemic properties during the training phase. 
The model is used to match the properties retrieved from 
the input audio signal to the corresponding linguistic 
units during the recognition phase. The power and accu-
racy of the acoustic model greatly affect the accuracy of 
the ASR system. Hence, one of the major areas of study in 
acoustics is the construction and improvement of acoustic 
models. This study employs 3-state and 5-state HMMs to 
recognize speech data. Additionally, several Gaussian mix-
ture models with 8, 16, and 32 GMMs are used.

2.5.  AMAZIGH SPEECH DICTIONARY

The dictionary is a mediator between the Acoustic 
Model and the Language Model. Our pronunciation dic-
tionary includes all the Amazigh training words along 
with their corresponding pronunciations. The dictionary 
used to train our system is presented in Table 1. 
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Table 1. The used Amazigh Dictionary

AFLLA AE F L AH

AFOSI AE F AH S IY

ALNDAD AE L N D AH D

AMAGGWAJ AH M AE G W AH JH

ANAKMAR AH N AE K M AH R

AWAR AH W AO R

AZLMAD AE Z L M AH D

DAR D AA R

DAT D AE T

DDAW D AO

ELEM E L E M

KRAD K R A D

KOZ K O Z

SA S A

SEDISS S D E SS

SMMUS S M U S

SIN S I N

TAM T A M

TZA T Z A

YEN Y E N

Native memory refers to the memory available to a 
process, such as a Java process, and it is based on physi-
cal memory, disks, and other physical devices that are 
managed by the operating system (OS). The CPU uti-
lizes the memory bus to access the normal memory 
and also predicts the instructions to execute, storing 
the results in registers - fast memory components that 
can hold CPU results. The memories that are accessed 
depend on the physical address size, which the CPU 
uses to identify physical memory. For instance, a 16-
bit address can access 216 (=65,536) memory locations, 
while a 32-bit address can access 232 (=4,294,967,296) 
memory locations. To map the physical memory to the 
memory that each process can see, an operating sys-
tem (OS) uses virtual memory [20].

3. THE PROPOSED SYSTEM ARCHITECTURE

The aim of this study is to build an advanced system 
that can recognize Amazigh speech through voice 
commands, utilizing a Raspberry Pi. The proposed sys-
tem architecture is illustrated in Fig. 3.

Fig. 3. Proposed System

3.1. THE RASPBERRY PI CARD

Raspberry Pi 3 is a powerful, compact computer that 
can perform the same tasks as a regular personal com-
puter. In this work, we use a micro SD card compatible 
with Raspberry Pi, pre-loaded with 1GB of RAM. The de-
sign of this system does not include an integrated hard 
disk or solid-state drive for storage purposes. Instead, it 
relies on a 16GB SD card to serve as a boot device and 
internal storage. Since the Raspberry Pi does not have 
a built-in microphone, we use an external USB micro-
phone in this work.

3.2. CORPUS

The speech data used in this study are unique to the 
laboratory and have not been previously published or 
shared. This dataset contains 20 Amazigh words col-
lected from 30 native Tarifit speakers in Morocco. The 
dataset includes the first ten Amazigh digits (Table 2) 
and ten other words (Table 3). The speech was record-
ed using a microphone and the WaveSurfer program 
and saved in a ".wav" file format. Thirty percent of the 
data was used for testing, while the remaining 70% was 
used for training (refer to Table 4 for details).

Table 2. The used Amazigh digits

Amazigh 
digits English Tifinagh Syllables

ELEM Zero ⵢⵍⵓⵎ VCCV
YEN One ⵢ ⴰ ⵏ CVC
SIN Two ⵙⵉ ⵏ CVC

KRAD Three ⴽⵕⴰⴹ VCCVC
KOZ Four ⴽ ⴽ ⵓ ⵥ CVC

SMMUS Five ⵙⵎ ⵎⵓⵙ CCCVC
SEDISS Six ⵙⴹ ⵉ ⵚ CCVC

SA Seven ⵙⴰ CV
TAM Eight ⵜ ⴰ ⵎ CVC
TZA Nine ⵜ ⵥ ⴰ CCCV

Table 3. The used Amazigh words

Amazigh 
Words English Tifinagh Syllables

AFLLA above ⴰⴼⵍⵍⴰ VCCCV

AFOSI right ⴼⵓⵙⵉ VCVCV

ALNDAD in front of ⴰⵍⵏⴷⴰⴷ VCCCVC

AMAGGWAJ far ⴰⵎⴰⴳⴳⵯⴰⵊ VCVCCVC

ANAKMAR near ⴰⵏⴽⵎⴰⵔ VCVCCVC

AWAR after ⴰⵡⴰⵔ VCVC

AZLMAD left ⴰⵥⵍⵎⴰⴹ VCCCVC

DAR beside ⴷⴰⵔ CVC

DAT before ⴷⴰⵜ CVC

DDAW down ⴷⴷⴰⵡ CCVC

Table 4. Corpus characteristics

Recorder type Number of recorders 
used for training

Number of recorders 
used for testing

Amazigh digits 21 9

Amazigh words 7 3
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3.3. RESULTS

The designed system was trained and generated us-
ing a laptop equipped with an Intel Core i3 CPU running 
at 2.4 GHz, 4 GB of RAM, and the Ubuntu 14.04 LTS op-
erating system. After training the system, we conducted 
two test experiments: the first one using the same lap-
top. Additionally, in the second experiment, we tested 
the acoustic system on a Raspberry Pi board with 1 GB 
of RAM and the Raspbian operating system to assess its 
functionality on a lower-specification device. The data 
presented in Figs. 4 and 5 illustrate the accuracy of digit 
recognition achieved by using various GMMs and HMMs 
on a laptop. The testing corpus subset consisted of 900 
tokens for all ten digits. Our results showed that when 
using 3 HMMs, the system achieved recognition rates of 
90.33%, 91.33%, and 88.67% for 8, 16, and 32 GMMs, re-
spectively. Meanwhile, when using 5 HMMs, the system 
achieved correct rates of 84.11%, 84.22%, and 81.88% 
for 8, 16, and 32 GMMs, respectively.

Fig. 4. Digits recognition rates 
by using a laptop 3 HMMs

Fig. 5. Digits recognition rates  
by using a laptop 5 HMMs

The system aims to recognize 300 tokens of 10 
Amazigh commands. When using 3 HMMs, the recog-
nition rates achieved were 86.66%, 86.99%, and 85.33% 
for 8, 16, and 32 GMMs. Figures 6 and 7 present the rec-
ognition rates for Amazigh words using various GMMs 
and HMMs on a laptop. On the other hand, when us-
ing 5 HMMs, the system achieved recognition rates of 
82.33%, 83.66%, and 83.33% for 8, 16, and 32 GMMs, 
respectively. The highest recognition rate was achieved 
using 16 GMMs with 3 HMMs. Based on these results, it 
can be concluded that the Amazigh digits KRAD and 

KOZ are the most frequently recognized using 3 and 5 
HMMs, respectively. Additionally, the best-recognized 
Amazigh words using 3 HMMs are AFLLA, AFOSI, AZL-
MAD, and DDAW, while the best-recognized word us-
ing 5 HMMs is DDAW.

Fig. 6. Commands recognition rates  
by using a laptop 3 HMMs

Fig. 7. Commands recognition rates 
by using a laptop 5 HMMs

Figs. 8 and 9 show the results of digit recognition 
rates obtained through various GMMs and HMMs on a 
Raspberry Pi board. The recognition rates obtained for 
3 HMMs using 8, 16, and 32 GMMs are 89.00%, 89.67%, 
and 86.67%, respectively. For 5 HMMs, the recognition 
rates achieved using 8, 16, and 32 GMMs are 83.66%, 
84.11%, and 82.77%, respectively. The highest recogni-
tion rate was obtained using 16 GMMs and 3 HMMs.

Fig. 8. Raspberry Pi board recognition rates for 
Amazigh Digits by using 3 HMMs
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Fig. 9. Raspberry Pi board recognition rates for 
Amazigh Digits by using 5 HMMs

Figs. 10 and 11 present the recognition rates for 
Amazigh words achieved through different GMMs using 
a Raspberry Pi board. For 3 HMMs, the recognition rates 
obtained were 85.66%, 86.33%, and 83.99% when us-
ing 8, 16, and 32 GMMs, respectively. On the other hand, 
for 5 HMMs, the recognition rates were 82.99%, 82.66%, 
and 83.33% with 8, 16, and 32 GMMs, respectively. The 
most optimal recognition rate was achieved by using 16 
GMMs with 3 HMMs. The most commonly recognized 
Amazigh numeral for 3 and 5 HMM is KOZ. For 3 HMM, 
AFLLA and DDAW are the most frequently recognized 
Amazigh words, while for 5 HMM, AFFLA and AFOSI are 
the best recognized Amazigh words. The results indicate 
that the recognition rates achieved using a Raspberry Pi 
were lower than those obtained using a laptop.

Fig. 10. Raspberry Pi board recognition rates for 
Amazigh-commands by using 3 HMMs

Figs. 12 and 13 show the memory consumption tests 
conducted on both a laptop and a Raspberry Pi board 
for Amazigh commands. It was found that the Raspber-
ry Pi board consumed more memory than the laptop 
during the tests. 

Fig. 11. Raspberry Pi board recognition rates for 
Amazigh-commands by using  5 HMMs

Fig. 12. System memory consumption for digits

Fig. 13. System memory consumption 
for Amazigh words

Fig. 14. System time for Amazigh digits

Figs. 14 and 15 illustrate the recognition time for 
Amazigh digits and words, respectively, using both a 
laptop and a Raspberry Pi board. 

Fig. 15. System time for Amazigh words
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The results indicate that the recognition time for the 
Raspberry Pi board was greater than that for the lap-
top. These results were expected, given the limitations 
of the Raspberry Pi hardware. Raspberry Pi has less pro-
cessing power than a laptop, which can lead to slower 
and less accurate performance with the ASR system.

We have conducted a comparison of our proposed 
approach with other existing works. As presented in Ta-
ble 5, our approach differs significantly from the meth-
ods employed by other researchers in several aspects, 
notably, our accuracy score is 89.16%.

Reference Year Methods Results
[21] 2019 WAT | MFCC | SVM 100%

[22] 2020 CNNs | SVM 95.30% | 72.39%

[23] 2020 PWP | MFCC 99%

[24] 2020 SVM | DTW 97%

[25] 2021 DSP | HMM 80%

Proposed work 2023 GMM | HMM | MFCC 89.16%

4. DISCUSSION

Our tests and analysis show Our tests and analysis 
show the following:

•	 The 16 Gaussian mixture distributions yielded the 
best results.

•	 The laptop outperforms the Raspberry Pi.

•	 The laptop has a shorter recognition time com-
pared to the Raspberry Pi.

•	 The Raspberry Pi board consumes more memory 
than a laptop.

Based on the results presented in Figs. 12 and 13, it is ev-
ident that the number of syllables in Amazigh words sig-
nificantly impacts memory consumption. The data sug-
gests that when the number of syllables is less than two, 
memory consumption is lower as well. Most Amazigh 
commands for computers and Raspberry Pi consist of 
only one syllable. Analyzing the digit consumption re-
vealed that the KOZ digit consumed the least memory on 
the Raspberry Pi board, while the YEN and SIN digits con-
sumed the least memory on a laptop. When considering 
word memory consumption, the DAR word consumed 
the least memory on both the laptop and the Raspberry 
Pi board. Therefore, it appears that all Amazigh com-
mands consisting of a single syllable consume less mem-
ory. The results displayed in Figures 14 and 15 indicate 
that the Amazigh language commands "TAM" and "DAT" 
are recognized more quickly by the system, regardless of 
whether a computer or a Raspberry Pi is used. These two 
Amazigh commands have a monosyllabic structure with 
a consonant-vowel-consonant (CVC) pattern.

5. CONCLUSION

The aim of this research is to investigate the feasibil-
ity of utilizing Amazigh speech recognition for control-
ling external devices. The study involved the creation 
of an embedded system that utilizes isolated Amazigh 

words on a Raspberry Pi board. The goal was to develop 
a portable system that could function effectively with-
in a limited resource environment. To achieve this, the 
study employed HMMs, GMMs, MFCCs, and parameter 
optimization to design the speech recognition system. 
The system was designed to recognize twenty Amazigh 
words, including ten words and the first ten Amazigh 
digits, using the open-source CMU Sphinx 4. The find-
ings demonstrated that the optimal performance was 
achieved with 3 HMMs, 16 GMMs, and 39 MFCC coef-
ficients, resulting in an accuracy rate of 89.16%.

 In our future work, our efforts will be directed toward 
improving the performance of our system through the 
utilization of hybrid and deep learning techniques. We 
aim to explore the benefits of combining these ap-
proaches to achieve even greater results.
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