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Abstract – Agile methodology for software development has been in vogue for a few decades, notably among small and medium 
enterprises. The omission of an explicit risk identification approach turns a blind eye to a range of perilous risks, thus dumping 
the management into strenuous situations and precipitating dreadful issues at the crucial stages of the project. To overcome this 
drawback a novel Agile Software Risk Identification using Deep learning (ASRI-DL) approach has been proposed that uses a deep 
learning technique along with the closed fishbowl strategy, thus assisting the team in finding the risks by molding them to think 
from diverse perspectives, enhancing wider areas of risk coverage.  The proposed technique uses a multi-head Convolutional 
Neural Network (Multihead-CNN) method for classifying the risk into 11 classes such as over-doing, under-doing, mistakes, concept 
risks, changes, differences, difficulties, dependency, conflicts, issues, and challenges in terms of producing a higher number of risks 
concerning score, criticality, and uniqueness of the risk ideas. The descriptive statistics further demonstrate that the participation 
and risk coverage of the individuals in the proposed methodology exceeded the other two as a result of applying the closed fishbowl 
strategy and making use of the risk identification aid. The proposed method has been compared with existing techniques such as 
Support Vector Machine (SVM), Multi-Layer Perceptron (MLP), Generalized Linear Models (GLM), and CNN using specific parameters 
such as accuracy, specificity, and sensitivity.  Experimental findings show that the proposed ASRI-DL technique achieves a classification 
accuracy of 99.16% with a small error rate with 50 training epochs respectively.

Keywords: closed fishbowl strategy, explicit risk identification, structured brainstorming, multi-head convolutional neural network

1.  INTRODUCTION

Worldwide circumstances reveal that the success 
of software development projects highly depends on 
appropriate planning and an inclination toward mini-
mizing possible risks [1]. Systematic methods for risk 
management processes and mechanisms are scarce in 
an agile software development environment [2, 3]. Ag-
ile processes perform risk management in an implicit 
mode by incorporating techniques that handle risks in-
nately. By including time limits and changing require-
ments, the processes act as risk mitigation techniques, 
and transparency to the customer improves managing 
his requirements while also performing risk mitigation 
[4]. However, the implicit approach is threatening and 
suitable only as an initial phase and further improve-
ments are needed for sure since a lack of identification 
of the right risks can lead to poor mitigation, monitor-

ing, and controlling of risks. Explicit risk management 
strategies that adhere to agile principles are important 
in agile processes [5,6]. 

Following explicit risk management strategies in 
Agile methodology has produced several positive out-
comes, like improvements in communication, team ef-
ficiency, and product quality [7, 8]. To achieve a certain 
level of efficiency in Agile Risk Management, an easy 
methodology that ensures respect for the Agile Mani-
festo is required [9]. To avoid project failure due to risk 
traversal, it is necessary to capture and manage risks 
earlier in the software development process [10]. Rec-
ognizing and acknowledging the risks of a project is 
not always free of complications [11,12]. 

The ISO/IEC 31000 standard recommends brain-
storming as one of the most strongly suitable tools for 
risk identification and subsequent steps [13]. Brain-
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storming is suitable for new or substandard procure-
ment tasks since it encourages different and innovative 
thinking [14]. However, because of its unsystematic 
nature, there is a chance for potential risks to be over-
looked, and the procedure takes more time to obtain 
the results and arrive at a conclusion [15,16].

Creative teams with diversity in expertise are the key 
to success in brainstorming [17]. However, they must 
give up intentional ignorance for team collaboration 
to be effective [18]. As a result, risk identification as-
sistance tools must consider the above constraints and 
facilitate communication and collaboration among 
participants [19-23]. Keeping this in mind, we continue 
our research to propose a novel Agile Software Risk 
Identification using the Deep Learning (ASRI-DL) ap-
proach [24-27]. The major contributions of the paper 
are organized as follows.

•	 The proposed method uses a deep learning 
technique along with the closed fishbowl strat-
egy, thus assisting the team in finding the risks 
by molding them to think from diverse perspec-
tives and enhancing wider areas of risk coverage.  

•	 The proposed technique uses a multi-head Con-
volutional Neural Network (Multihead-CNN) 
method for classifying the risk into 11 classes in 
terms of producing a higher number of risks con-
cerning score, criticality, and uniqueness of the 
risk ideas.

•	 The effectiveness of the suggested method has 
been assessed in terms of specific parameters 
such as accuracy, specificity, and sensitivity.

The remainder of the paper is structured as shown 
below. The literature review is discussed in Section II. 
The details of the proposed ASRI-DL scheme are de-
scribed in Section III. Results and discussion are cov-
ered in Section IV. The conclusion and future work are 
discussed in Section V.

2. LITERATURE REVIEW

In 2018, E. E. Odzaly, [28] highlighted that risk iden-
tification was found to be the most difficult process in 
terms of effort, and people issues are the most crucial 
ones in Agile software projects; however, automated 
risk management was not fully achieved through the 
solution.

In 2018, A. Nadali, et al. [29] proposed a Structured 
What If Technique (SWIFT), a systematic risk identifi-
cation study, which clearly illustrates the sources of 
identified risks, along with their impact, treatment, and 
countermeasures. The full potential of the model, how-
ever, was not investigated.

In 2020, T. E. Abioye, et al. [30] proposed the ontolo-
gy-based proactive approach towards managing risks 
by Abioye et al.  Though the risk identification process 
was carried out using multiple techniques this tech-

nique was good enough at unearthing almost all risks 
in the risk identification approach.

In 2020, M. Sousa, [31] proposed a modern board 
game-based framework that aimed to offer solutions 
for small enterprises via simple games to stimulate 
brainstorming sessions. However, the approach re-
quires more time to be spent initially learning the 
games and then implementing them in the brain-
storming sessions, which is a tedious process.

In 2021, M. Nabawy et al. [32], proposed a Risk Break-
down Structure (RBS) a risk identification framework 
and database, which classifies the risks into threats and 
opportunities. They present the usage of RBS in sys-
tematically identifying and assessing the risks through 
risk categories.

In 2021, M. Khalilzadeh et al. [33] proposed a fuzzy 
Delphi method, a combination of the Delphi technique 
and fuzzy set theory for handling uncertainty, which 
was used as a risk identification technique to filter the 
risks previously identified through documentation 
analysis. 

In 2017, M. Zavvar et al. [34] proposed a Support Vec-
tor Machine (SVM) to model risk classification in soft-
ware development projects. According to the experi-
mental results, the proposed method exhibits superior 
CAR and AUC.

In 2022, M. Yang et al. [35] proposed a multi-layer per-
ceptron model that can predict risks in software devel-
opment. The experimental findings show that the pre-
diction accuracy is 83.11%, which is higher than that of 
typical machine learning models. 

In 2015 B. Esmaeili et al. [36] investigated the validity 
of applying these fundamental risk factors to predict 
safety outcomes. The modeling technique consists of 
two steps: (1) doing principle components analysis to 
minimize dimensionality and (2) using principal com-
ponents as generalized linear models to describe the 
probability of various risk categories.

In 2022, Q. Wang et al. [37] presented a convolutional 
neural network (CNN)-based automated technique for 
identifying software vulnerabilities. CNN is used to clas-
sify vulnerabilities automatically. The suggested ap-
proach outperformed the competition in macro recall, 
macro precision, and macro F1 score in experimental 
comparison and analysis.

Roughly more than 500 risks from various studies 
were utilized for the objective, some of which are in-
cluded here in Table 1, we can identify the implicit and 
explicit risk identification strategies applied in Agile 
software development projects. As far as we have re-
viewed from the literature, the fishbowl strategy has 
not been utilized in software engineering practices, in 
the risk identification process of brainstorming in Ag-
ile software enterprises. This influenced our ideology in 
applying the ASRI-DL technique to acquire the desired 
outcome.
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Table 1. Practices for Risk Identification 
in Agile Projects

Practices References
Daily Standup Meetings [10, 28]

Sprint Planning [10, 3, 23, 11]

Brainstorming [23, 22, 9]

Checklist [22] 

Weekly Sprint Meetings [16] 

Increment [17]

Prototype [17] 

Product backlog refinement meeting [17, 28, 4] 

Weekly risk meeting [17]

Technical specification [17]

Risk Identification Meetings [23] 

Sprint backlog [28]

Sprint review [14, 3, 4, 18]

Sprint Retrospective [3]

3. AGILE SOFTWARE RISK IDENTIFICATION 
USING DEEP LEARNING (ASRI-DL) 
FRAMEWORK

The proposed Agile Software Risk Identification us-
ing Deep Learning (ASRI-DL) approach incorporates 
systematic brainstorming for risk identification. 

To soar the partaking of the participants in the dis-
cussion, the Closed Fishbowl Strategy was lodged, 
then, the deep learning technique, multi-head CNN 
takes the input such as human, organizational, techni-
cal, non-technical, and capabilities from the fishbowl 
strategy and classifies it into 11 categories for efficient 
risk classification. 

The block diagram for the proposed ASRI-DL tech-
nique is depicted in Fig 1. 

Fig. 1. Architecture of the Proposed ASRI-DL Multi-faceted Taxonomy Assistance for Risk Identification

3.1. MULTI-HEAD CONVOLUTIONAL NEURAL 
 NETWORK

Multi-head convolution (MHCNN) is a CNN in which 
each time series is handled by a different convolution 
known as a convolutional head. The proposed method 
takes data such as humans, organizational, technical, non-
technical, and capabilities as input. The three categories 
Human, Organizational, and Technical, were affixed to 
the taxonomy for identifying the risk. The Non-technical 
category is ascended with the Environmental, Marketing, 
and Legal subcategories. The proposed architecture uses 
a sliding window to process the test case. The network re-
covers features based on each phase using window-based 
time series processing. Convolution is defined as follows:

Where O is the output from z(x,y) and the filter f(x,y) 
with the length (L) and width (W) respectively. Each 
temporal sequence receives its own feature map. Equa-

tion (2) calculates the number of characteristics in each 
layer of a typical MHCNN.

(1)

(2)

In this case, fm denotes the number of filters, fz the fil-
ter size, and d the final dimension of the resultant vec-
tor from the preceding layer. Each convolution head in 
MH-CNN requires a 4-dimensional input, which is cal-
culated as follows:

(3)

The total number of data points in the time series is 
denoted by Dp, the window length by Wl, and the win-
dow step by Wt. As a result, the suggested technique 

(4)

where ns denote the number of samples in the batch, 
and nc refers to the number of channels. The total num-
ber of windows is calculated as follows:
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may collect useful information from the local to the 
global levels. A loss function is cross entropy and the 
cross-entropy loss function is calculated as follows:

(5)

where S denotes the number of samples and yt is the 
probability of a true label, yt̂ is the probability of the 
predicted label. The proposed method will classify the 
risk into 11 classes such as over-doing, under-doing, 
mistakes, concept risks, changes, differences, difficul-
ties, dependency, conflicts, issues, and challenges.

The proposed Risk Nature facet is much more stipu-
lated towards investigating the type of risk focusing on 
the causation. We used a few more attributes to the facet 
termed Changes, Differences, Challenges, and Dependen-
cy. Over-Doing (OD) risks arise as a consequence of add-
ing blameworthy elements to the process. The exclusion 
of obligatory features gives birth to Under-Doing (UD) 
risks. Erroneous execution of the right concept is the main 
reason for Mistakes (M) to arise. Conceptual Problems (C) 
indicate risks originating from an invalid treatment.

We realized the significance of changes since they 
can occur at any point in time throughout the proj-
ect cycle and play a huge part in the winning or los-
ing moments of a software project. The significance of 
differences, otherwise known as non-congruence, and 
software failure is listed as one of its consequences. 
The measure of congruence is computed by the differ-
ence between expectations and requirements. In other 
words, dependency may be a cause for dissimilarities or 
differences. This precipitated us to move the two attri-
butes, difference and dependency, to the Risk Nature 
facet under the assumption that they might induce 
risks. Challenges allude to coming across new circum-
stances, ideas that induce cognitive discrepancies, or 
the catalyst for thriving and development. 

Concerning the suitability of the complexity science 
theory in project management, complexity also known 
as difficulty, is a major factor in the failure of big projects. 
Furthermore, sudden unexpected events, complexities, 
and clashes were encountered as risks in the literature, 
which impelled us to categorize them appropriately 
under the nature of issues, difficulties, and conflicts. To 
validate the technique, we implemented the Utility 
Demonstration approach through quasi-experimental 
research and classifying the risks, which in turn was used 
as the training material in the experimental session.

4. RESULTS AND DISCUSSION

4.1. SAMPLING

Two small and medium enterprises, C1 and C2, which 
follow a hybrid methodology of software develop-
ment, were chosen for the experiment, and the choice 
was based on the availability and willingness of the 
participants. Three groups were chosen with unequal 
sample sizes of 8, 10, and 12, respectively, excluding 

the facilitators, and a minimum sample size of 30 al-
together was ensured. Each group had unique partici-
pants. It should be noted that Groups 2 and 3 are from 
the same company. The number of participants was 
purely based on the availability of samples from both 
companies. We ensured that we got at least 30 samples 
altogether before the experiments, excluding the facili-
tators, to produce statistically significant results. 

Regarding the disparity in each group,

i. Our group 1 initially contained 9 available samples, 
including the facilitator during the training ses-
sions. However due to a sudden dropout on the 
day of the experiment, one of the authors was 
made the facilitator, and the size was reduced to 8.

ii. (Our Group 2 and Group 3 are from the same com-
pany, and we were given 24 samples, including 2 fa-
cilitators. Among those 22 participant samples avail-
able, since our proposed closed fishbowl strategy 
requires at least four participants in the inner circle 
along with the facilitator and the remaining must be 
in the outer circle, we thought 12 participants and 1 
facilitator would be ideal for conducting the session 
in three rounds for our Group 3. Thus, the group was 
allotted the remaining participants.

4.2. ExPERIMENTAL PROCEDURE

Initially, all three groups were instilled with the basics 
of Agile methodology and the significance of risk iden-
tification in Agile enterprises through oral and visual 
presentations. Before the final experiment, Groups 1 and 
3 acquired a training session with the fishbowl strategy 
and the proposed ASRI-DL methodology, respectively, 
which included training with the solved material, hands-
on training, and trial experiments. Group 2 was exempt 
from training as it was our control group. However, a trial 
experiment was carried out ahead of time.

4.3. ExPERIMENTAL SESSIONS ILLUSTRATION

Three different project scenarios were given as inputs 
to the three groups to capture the risks. Sessions 1 and 
3 were held uninterrupted for around 40 minutes, as 
scheduled. Session 2 lasted approximately 33 minutes, 
while the actual planned session was approximately 40 
minutes. The reason for this is that the participants felt 
that enough ideas had been generated and that their 
ability to discover new risks had slowed to the point 
where we had no choice but to end the session.

The facilitators were given the goal of directing their 
team towards yielding as many risks as possible for the 
given project scenarios, which in turn were evaluated in 
terms of novelty and their prominence in the project, 
otherwise termed Score and Criticality. The outcomes of 
the three experiments were evaluated by eight experts 
with significant working experience, from the company 
C2 using a 5-point Likert scale that took the ordinal val-
ues of “Very low, Low, Medium, High, and Very high” to 
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assess both the Score and Criticality. The demographic 
details of the eight experts are given in Table 2.

Table 2. Demographic details of the eight experts

EMPID Designation Experience Evaluated group

EMP1 Technical Architect 2.3 yrs 1

EMP2 Senior Developer 4.8 yrs 1

EMP3 Senior business analyst 3.7 yrs 1,2

EMP4 Module lead 5.2 yrs 2

EMP5 Senior Developer 6.8 yrs 2

EMP6 Senior business analyst 2.8 yrs 3

EMP7 Senior Developer 4.9 yrs 3

EMP8 Senior Developer 4.4 yrs 3

4.4. STATISTICAL ANALySIS

At the juncture of the actual experiments, Group1 
spotted 126 risks; Group2 figured out 83 ideas, and fi-
nally, the experiments were put to an end by Group3 by 
ascertaining 226 risks. For quantitative analysis, the IBM 
SPSS Statistics Version 26 was used. The values of the 
ordinal variables ’category’, ‘subcategory’, and ‘risk na-
ture’ were computed from the median and mode of the 
ranks imparted by three of our evaluation experts. Ac-
cording to the results, the Organizational category tops 
the list, followed by Human and Capability categories. 
To eliminate the bias, the two pivotal dependent vari-
ables, ‘actualscore’ and ‘actualcriticality’ for each identi-
fied risk is employed by using the formula below:

actualcriticality=(category*subcategory* 
risknature)*uniqueness/totalcriticality

actualscore=uniqueness/totalscores (6)

(7)

where category, subcategory, and risk nature denote the 
recoded rank values proffered by the experts. The total 
scores and total criticality for each identified risk are com-
puted by summing up the marks allotted by the experts.

4.5. PROPOSITIONS

The narration of the propositions formulated for the 
study is as follows.

4.5.1. Proposition 1

Null Hypothesis:  There is no difference in the distri-
bution of unique ideas with good scores among the 
three groups.

Alternate Hypothesis: There is a difference in the dis-
tribution of unique ideas with high scores among the 
three groups.

We tested the normality of the distribution by the Sha-
piro-Wilk test and derived the significance value as 0.000 
less than 0.05, and the hypothesis of normality was reject-
ed. The Kruskal Wallis test was conducted to examine the 
hypothesis, and the result shows that the null hypothesis 
is rejected since the significance value is 0.000 less than 
0.05, which is shown in Table 3. There was also no signifi-

cant difference between Groups 1 and 2, as assured by 
the significance value of 0.345 greater than 0.05.

Sample1-
Sample2 

Test-
Statistic Std.Error Std.Test 

Statistic Sig. Adj.Sig.

Group1-
Group2 -15.653 16.579 -.944 .345 1.000

Group1-
Group3 -61.565 13.039 -4.722 .000 .000

Group2-
Group3 -45.912 15.052 -3.050 .002 .007

Table 3. Pairwise Comparisons of Experimental 
Groups for Actual Scores of Identified Risks

4.5.2. Proposition 2

Null Hypothesis:  There is no difference in the distri-
bution of unique ideas with good criticality among the 
three groups.

Alternate Hypothesis: There is a difference in the dis-
tribution of unique ideas with good criticality among 
the three groups.

Table 4. Pairwise Comparisons of Experimental 
Groups for Actual Criticality of Identified Risks

Sample1-
Sample2

Test-
Statistic

Std. 
Error

Std. Test 
Statistic Sig. Adj. Sig.

Group2-
Group1 1.798 16.616 .108 .914 1.000

Group2-
Group3 -57.819 15.086 -3.833 .000 .000

Group1-
Group3 -56.021 13.068 -4.287 .000 .000

Scrutinizing the Kruskal Wallis test results interprets 
in favor of the alternative hypothesis by rejecting the 
null hypothesis as the significance value is 0.000 less 
than 0.05, which is shown in Table 4. 

4.6. OTHER FINDINGS

The frequency with which participants engendered 
their viewpoints in their respective sessions is depicted 
by the graphical illustration in Fig. 2. It is pretty obvious 
that the graph tends to be more or less uniform among 
the participants of Group 3, in contrast to the rest of 
the groups.

Fig. 2. Bar Chart representing the frequency of par-
ticipation among the samples across the three groups
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Fig. 3. Bar Chart representing the ‘Risk Nature’ of 
the identified risks among the three groups

The cross-tabulation exemplified via the bar chart 
in Fig. 3 exhibits the rendering of risks under the ’Risk 
Nature’ facet by the 3 groups during their respective 
brainstorming sessions. Group 3 was the only one to 
accomplish ideas under every nature of risk. This is a 
positive sign concerning our proposed methodology.

4.7. FEEDbACK ASSESSMENT

For feedback assessment, a short questionnaire was 
fabricated and supplied to the participants of the treat-
ment groups at the end of sessions 1 and 3, including 
the facilitator and one of the dropouts from session 1. 

Fig. 4. Mann-Whitney U Test for comparing the 
mean ranks of the Total Scores in Feedback among 

Groups 1 and 3

The ‘Total Score’ is computed by summing up the 
variables aforementioned. The Mann-Whitney U Test in 
Fig. 4 reveals the inference of a similar distribution of 
Total Scores among the 2 groups through the signifi-
cance value of 0.794 greater than 0.05, thus accepting 
the null hypothesis.

4.8. RELIAbILITy AND VALIDITy ANALySIS

The reliability analysis for the experiment was at-
tained by the statistical test using Cronbach’s Alpha 
test, as manifested in Tables 5 and 6. As a result of the 
Cronbach’s Alpha values of 0.753 greater than 0.6 and 
0.767 greater than 0.6, our experiment is acknowl-
edged to be reliable. 

Table 5. Reliability Statistics for Criticality of Risks

Cronbach’s 
Alpha

Cronbach’s Alpha based on 
Standardized Items N of Items

.753 .761 3

Cronbach’s 
Alpha

Cronbach’s Alpha based on 
Standardized Items N of Items

.767 .803 3

Table 6. Reliability Statistics for Score of Risks

The correlation analysis was performed using Spear-
man's correlation coefficient which is given in Table 7 
which indicates a positive correlation between risk na-
ture and actual criticality.

Table 7. Construct Validity Analysis using 
Spearman’s Rho correlations

Risk types Risk Nature Actual Criticality

Correlation Coefficient 1.000 .180

Sig.(2-tailed) . .000

N 435 435

Correlation Coefficient .180 1.000

Sig.(2-tailed) .000 .

N 435 435

4.9. PERFORMANCE ANALySIS

In Fig. 5, the accuracy graph is estimated with the 50 
epochs and accuracy range. The proposed Multihead-
CNN obtains a high accuracy of 99.16% with a small error 
rate with 50 training epochs in the identification of risks. 

Fig. 5. Training and testing accuracy of the 
proposed Multihead-CNN model

The proposed multi-head CNN network has been 
compared with existing techniques such as SVM [34], 
MLP [35], GLM [36], and CNN [37] using specific param-
eters such as accuracy, specificity, and sensitivity which 
are shown in Fig 6. From the figure, it is clear that the 
proposed method achieves better accuracy than exist-
ing techniques.
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Fig. 6. Performance comparison of the proposed 
method with existing techniques

The proposed multi-head CNN network has been 
compared with existing techniques such as SVM [34], 
MLP [35], GLM [36], and CNN [37] using specific param-
eters such as accuracy, specificity, and sensitivity which 
are shown in Fig. 6. From the figure, it is clear that the 
proposed method achieves better accuracy than exist-
ing techniques.

5. CONCLUSION

In this paper, a novel well-defined proactive ASRI-
DL methodology method was proposed for risk man-
agement, which employs a closed fishbowl strategy 
and multihead-CNN technique for the risk identifica-
tion process of Agile software projects. The proposed 
method has been compared with existing techniques 
such as SVM, MLP, GLM, and CNN using specific pa-
rameters such as accuracy, specificity, and sensitivity. 
Experimental findings show that the proposed ASRI-DL 
technique achieves a classification accuracy of 99.16% 
with a small error rate with 50 training epochs respec-
tively. On this note, we conclude the paper with the fu-
ture intention of steering the research towards further 
phases of risk assessment, including risk analysis and 
prioritization.
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