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Abstract – Speech coding plays a crucial role in maintaining speech quality while optimizing network resources and expediting 
transmission, as well as facilitating the storage of speech data. In this paper, an adaptive method for speech coding using singular value 
decomposition (SVD), grey wolf optimization (GWO), and run-length encoding (RLE) was proposed. The proposed method streamlines 
the speech matrix through preprocessing, converting it into short intervals. Subsequently, each interval undergoes decomposition using 
SVD, followed by optimization of compression quality using GWO. Finally, RLE is employed as the last step to increase space-saving. The 
developed method was conducted on two datasets: Quran and LibriSpeech using PSNR, PSEQ, and MOS tests. The results demonstrate 
promising outcomes, achieving space-saving up to 89.80, 84.04, 74.76, 67.24, and 59.52, respectively, for different values of quality (10, 
20, 30, 40, and 50). GWO was used to optimize the quality factor which varies in each block, further increasing the space-saving up to 
85.77. The average value of PSNR was equal to 21.3, MOS = 4.71, and PSEQ was equal to 3.95. Lastly, the RLE method effectively reduced 
the size of speech matrices, yielding a highly satisfactory space saving of up to 90.77, while maintaining excellent speech quality.  

Keywords: Adaptive speech compression, Singular value decomposition (SVD), Grey wolf optimization (GWO) 

1.  INTRODUCTION

Speech is a form of audio data with specific require-
ments that must be met for the compressed data to be 
understandable [1]. Speech compression plays a vital 
role in modern digital life, as it minimizes storage re-
quirements and facilitates transmission over networks. 
In both scenarios, the main objective is to reduce costs 
and save time. Speech compression is particularly 

important in applications such as teleconferencing, 
where transmitting large amounts of data is not cost-
effective. Therefore, any method capable of reducing 
transferred data is considered cost-effective.

Adaptive speech coding methods have a crucial role 
in speech compression. These methods have enabled 
efficient speech transmission across various communi-
cation systems, including mobile networks, voice-over 
IP (VoIP), and streaming services [2].
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Various methods are used for speech coding, in-
cluding transformations along with optimization 
techniques such as discrete cosine transform (DCT), 
discrete wavelet transform (DWT), and singular value 
decomposition (SVD) [3].

Transformation is commonly used in compression, 
occurring after the preprocessing stage, to convert the 
data distribution from the time domain into the fre-
quency domain to identify the potential for quantizing 
new data distribution in a way that effectively reduces 
its size [4]. 

Certain compression methods use swarm intelli-
gence in the quantization process to achieve the de-
sired quality of compressed speech [5]. 

SVD is a powerful mathematical tool commonly used 
for data compression. In the realm of speech compres-
sion, SVD is useful for reducing the dimensionality of 
speech, thereby aiding in the reduction of storage and 
transmission signals associated with speech data [6]. 

The singular vectors are a set of orthonormal vectors 
that span the same space as the original matrix, while 
the singular values are scalars that represent the rela-
tive importance of each singular vector [7]. Widely used 
in data science and engineering, SVD is a powerful tool 
for analyzing and manipulating matrices. SVD finds ap-
plications in various fields, including image and signal 
processing, data compression, machine learning, and 
many other fields [8].

Optimization is required to enhance the compression 
process. Grey wolf optimization (GWO) is a metaheuristic 
optimization algorithm introduced as a novel technique 
for resolving complex issues [9]. It has proven to be an 
effective optimization method [10], performing well 
in both unimodal and multimodal problem scenarios. 
GWO has successfully tackled optimization problems 
such as feature selection, image compression, and pow-
er system optimizations [11]. One notable advantage of 
GWO is simplicity and ease of implementation, with only 
a few parameters requiring tuning [12].

The structure of this paper comprises an introduc-
tion, a literature review, sections on SVD, GWO, RLE, the 
proposed method, and a final segment dedicated to 
results and conclusions.

The contribution of this work lies in highlighting the 
significance of utilizing the GWO optimization algo-
rithm in conjunction with the SVD method to enhance 
speech compression. This involves selecting an optimal 
quality key to maximize compression efficiency. The pro-
posed method is specifically applied to a distinct type of 
speech (the Quranic intonation of the Arabic language).

2. LITERATURE REVIEW

Recently, several studies have investigated adaptive 
speech coding methods, and a selection of these ef-
forts is outlined below.

Hosny et al. [13] introduced two voice compression 
methods based on wavelet transforms, zero wavelet 
transform and average zero wavelet transform. These 
methods decompose the speech signal into multi-
ple-resolution components, eliminating low-energy 
components to improve compression. This approach 
achieved a space-saving of 16.56 with a PSNR = 27.

Vig and Chauhan [14] proposed a hybrid wavelet 
method for voice reduction, breaking down the speech 
signal into multi-resolution components and eliminat-
ing low-energy signals using Walsh and DCT. By adjust-
ing the threshold, this method achieved a space-saving 
of 72.10 with a PSNR of 49.71.

Alsalam et al. [15] employed contourlet and wave-
let transforms for voice compression. The one-dimen-
sional wavelet-transformed voice is converted into a 
two-dimensional array for contourlet transformation, 
followed by applying the contourlet transform on the 
high wavelet coefficients. This method achieved a 
space-saving of 53 with SNR = 33.

Vatsa and Sahu [16] proposed a speech compres-
sion method using discrete wavelet transform (DWT) 
and DCT with RLE and Huffman encoding to remove 
redundancies. The developed method was evaluated 
through compression factor, PSNR, MOS, and normal-
ized root mean square error, achieving a space-saving 
of up to 29.11 with a PSNR of 16.39.

Bousselmi [17] developed an adaptive speech com-
pression method based on the discrete wave atoms 
transform. This approach involves truncating signals 
based on the SNR and then using RLE and Huffman cod-
ing. The researchers found that the wave atom transform 
outperforms other wave transforms, achieving a notable 
space-saving of up to 10.78 with a PSNR of 36.74.

Abduljaleel [18] proposed a method for compressing 
and encrypting speech signals based on Sudoku, fuzzy 
C-means, and the Threefish cipher. The initial step in-
volves removing low frequencies, followed by the fuzzy 
C-means method. This method successfully achieved a 
space-saving of 50.20 with a PSNR of 41.40.

Elaydi [19] introduced a lossy compression scheme 
using the DWT, resulting in a space-saving of 3.33 with 
a PSNR of 44.85.

The mentioned studies developed new techniques 
of speech compression using SVD, DCT, and DWT with 
some modifications or enhancements. All developed 
methods were tested on different datasets using objec-
tive tests like SNR, PSNR, and Compression factor and 
they achieved a good ratio of compression.  

3. SINGULAR VALUE DECOMPOSITION

SVD is a mathematical tool providing substantial the-
oretical and technical insights into linear transforma-
tions with algebraic features [20]. It is decomposing a 
matrix into three matrixes returning the original matrix 
if they are combined.   
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A = U S VT (1)

Where:  

U = m × m matrix of orthonormal eigenvectors of AAT 

S =  n × n matrix of diagonal elements.

VT = the transpose of an n × n matrix containing the 
orthonormal eigenvectors of ATA. 

Fig. 1 illustrates the SVD for matrix A [20].

Fig. 1. SVD of matrix A

K represents the number of columns in the first ma-
trix U, the number of elements from the diagonal of the 
second matrix S, and the number of rows in the third 
matrix V. The K parameter controls the quality of com-
pressed speech and how many columns will be used in 
the decomposition process.

4. GREY WOLF OPTIMIZATION (GWO)

GWO is one of the swarm intelligent algorithms 
(metaheuristic algorithm) invented by Mirjalili et al. 
[21], which is modelling the hunting behavior of grey 
wolves [22]. The algorithm is designed to mimic the hi-
erarchical structure and hunting strategy observed in 
grey wolves in the wild [23]. The GWO algorithm con-
sists of four main components: social hierarchy, track-
ing/hunting, surrounding, and attacking prey [24, 25]. 

Grey wolves are categorized into four types based on 
their social hierarchy: alpha (α), beta (β), delta (δ), and 
omega (ω). The leadership hierarchy of wolves is illus-
trated in Fig. 2.

Fig. 2. The wolf leadership hierarchy

X(t+1)=X(t)-A.D (2)

where Xp represents the location of the prey, A de-
fines the coefficient vector, and D is defined as:

parentD=|C.Xp (t)-X(t)| (3)

where C stands for the coefficient vector, X defines the 
location of the grey wolf, and t represents the current 
iteration. The coefficient vectors A and C are deter-
mined by the following equations:

A=2a.r1-a (4)

where elements of a are linearly reduced from 2 to 0 
over the sequence of iterations, and r1 and r2 define 
the random vectors in the range [0, 1].

Hunting: In terms of hunting, the first three promi-
nent solutions (α, β, and δ) attained are stored and in-
duce other search agents (including ω) to adjust their 
positions, considering the position of the best search 
agent. The positions of the grey wolves can be updated 
according to the following equations.

X(t+1)=(Xα+Xβ+ Xδ )/3 (5)

5. RUN-LENGTH ENCODING (RLE)

RLE is a lossless approach that provides reasonable 
space-saving for specific data types by replacing con-
secutive data values in a file with a count number (run) 
and its value. The implementation of RLE sometimes 
depends on the data type being compressed. The op-
eration of this method is illustrated in Fig. 3.

Fig. 3. The work of RLE algorithm

6. THE PROPOSED METHOD

The proposed adaptive method is introduced for 
speech compression, starting with the necessary pre-
processing steps. This involves framing, removing si-
lent intervals, and then reshaping a specific number of 
samples into a two-dimensional matrix for the decom-
position process. 

The framework of the proposed method is shown in 
Fig. 4.

The SVD decomposition of a matrix A can be repre-
sented by the following equation.

The primary decision-maker and leader is the alpha 
wolf, with beta and delta wolves supporting the alpha 
wolf in this role. The three leadership wolves (α, β, and 
δ), possessing the highest fitness levels, take charge of 
the hunting and optimization process, while the ome-
ga (ω) wolves follow their lead.

The following equations can be utilized to quantita-
tively represent the surrounding prey process:
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Fig. 4. The framework of the proposed method

6.1. PREPROCESSING OF SPEECH

The preprocessing of input speech involves two main 
steps: filtering the speech with a noise-removing filter 
called the Wiener filter and removing silence intervals. 

The Wiener filter is designed to reduce the impact 
of additive noise in a signal while preserving the de-
sired signal components. In the context of speech pro-
cessing, the Wiener filter estimates the power spectral 
density of both the noise and the signal. Subsequently, 
it applies a frequency-dependent gain to the noisy 
signal, aiming to minimize the mean square error be-
tween the estimated clean signal and the noisy signal. 
This process enhances the SNR of the speech, making 
downstream speech processing tasks more effective. 

Silence intervals, which are non-speech segments 
that contain no useful information, are then removed 
to reduce the computational data dimensionality, fo-
cusing solely on the speech data. This method involves 
establishing a threshold based on the amplitude or en-
ergy of the speech signal. Segments that fall below this 
threshold are identified as silence and removed. This 
step is beneficial in decreasing the amount of unneces-
sary data that needs processing, particularly in applica-
tions where only the speech content is relevant. 

6.2. FRAMING OF SPEECH

Framing is the process of dividing a continuous stream 
of data representing speech signals into smaller seg-
ments called frames. This process is defined by specify-
ing the size of the square block, such as 256 × 256, which 
is equivalent to 65,536 samples. After removing silent 
intervals, the remaining samples are partitioned into 
frames, each equal to this specified value. If the size is 
less than the selected value, the final frame is padded. 

Before entering the decomposition process, the 
frames are reshaped into two-dimensional matrices. 
These matrices can have their dimensions (number of 
rows and columns) adjusted according to specific re-
quirements by modifying the arguments passed to the 
reshape method. 

6.3. SINGULAR VALUE DECOMPOSITION OF 
  BLOCK RESHAPING

The SVD process is used to decompose a two-dimen-
sional matrix into a one-dimensional matrix, allowing for 
efficient data manipulation. Each block will select k rows 
from the three matrices and ignore the remaining rows. 
The process of SVD decomposition is shown in Fig. 5. 

6.4.  APPLYING GWO FOR BEST  
 QUANTIZATION COMPOSITION 

The selection of k values for all blocks is enhanced 
through the application of GWO. GWO randomly se-
lects numbers and then optimizes them to strike a 
balance between the output size and the quality of 
speech compression. This process involves using GWO 
to fine-tune the “k” values for data blocks, ensuring the 
desired balance between reducing data size and pre-
serving information integrity is achieved.

6.5. REORDERING QUANTITATED 
 PARAMETERS  

In this step, the chosen parameters are rearranged 
into a single vector, which represents the compressed 
speech. The process is applied to each block, from start 
to end, and all other values are quantized to a specific 
decimal digit. This step is important for the following 
stage of lossless compression. 
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6.6. RUN-LENGTH ENCODING OF QUANTIZED 
 VECTOR 

RLE is a highly efficient compression algorithm, espe-
cially effective when there is a long sequence of identi-
cal values in the data. It excels at reducing redundancy 
and significantly decreases the overall size of the data. 
This technique is applied to the truncated parameters, 
resulting in compressed data represented in pairs indi-
cating the run and its length. 

7. RESULTS

To assess the efficiency of the proposed method 
and validate the results, the method has been imple-
mented on two datasets. The first dataset comprises 
twenty speech files of Quranic intonation S1-S5 with 
varying durations (3, 6, 9, and 12 seconds), frequency 
of 8000 KHz, and mono channel. The second dataset is 
LibriSpeech L1-L5 with durations (3, 6, 9, and 12 sec-
onds), frequency of 8000 KHz, mono channel, yielding 
300 seconds in total.

The experiments were conducted on the datasets us-
ing MATLAB 2020b on a computer with 2.4 GHz CPU 
frequency and 16 GB of memory under the Windows 
10 operating system. 

The space-saving factor was used as the reduction in 
size relative to the uncompressed size as shown in the 
following equation.

Fig. 5. Reshaping the matrix using SVD

(6)

The obtained results, after applying SVD on the data-
sets, are presented in Table 1 and Table 2.

Table 1. The space-saving ratio for Quran intonation 

Duration (Second)

K values 3 6 9 12

10 89.91 88.29 89.77 91.61

20 84.16 84.10 83.69 84.23

30 75.34 76.10 74.65 72.94

40 66.29 67.35 68.16 67.16

50 59.08 59.23 60.20 59.54

Table 2. The space-saving ratio for LibriSpeech

Duration (Second)

K values 3 6 9 12

10 91.57 90.29 90.15 90.22

20 83.29 82.22 82.06 84.21

30 75.04 75.55 75.52 75.43

40 68.33 66.82 67.39 68.04

50 60.31 60.82 59.11 59.87

The space saving is increased when K is set to a low 
value, implying good quality and the ratio decreases 
when K is set to a high value, indicating low speech 
quality. The relationship between the average space-
saving and the quality factor K of values 10–50 is illus-
trated in Fig. 6.

The values in Table 1 represent the space-saving fac-
tor for test speech files of duration 3, 6, 9, and 12 sec-
onds with five different values of the quality parameter 
(K) =10, 20, 30, 40, and 50. The results indicate that the 
average space-saving value is 89.90 when the quality 
factor K is set to 10. Subsequently, depending on the 
chosen compression quality K, the ratio decreases to 
84.04, 74.76, 67.24, and 59.52 when K is set to 20, 30, 40, 
and 50, respectively.

Similar results were calculated for the dataset Li-
briSpeech as shown in Table 2.

Fig. 6. The average space-saving of speech
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To assess the quality of compressed speech and vali-
date the results of the proposed method, several tests 
will be conducted on the recovered speech files. One 
commonly used test is PSNR, which measures the ratio 
between the maximum possible value of a signal and 
the power of distorting noise that impacts its quality. 

The PSNR values are shown in Table 3 and Table 4.

Table 3. PSNR (dB) for Quran intonation

Duration (Second)
K values 3 6 9 12

10 6.93 4.76 4.70 4.42

20 9.14 10.96 10.38 8.26

30 17.11 16.17 14.34 17.54

40 17.31 16.40 15.04 21.05

50 28.86 24.77 23.09 27.17

Table 3 represents the PSNR values of test speech 
files of duration 3, 6, 9, and 12 seconds with five differ-
ent values of quality parameter (K) =10, 20, 30, 40, and 
50. The results indicate that the average PSNR value is 
5.20 when the quality factor K is set to 10. Subsequent-
ly, depending on the chosen compression quality K, 
PSNR increases to 9.68, 16.29, 17.45, and 25.97 when K 
is set to 20, 30, 40, and 50, respectively.

Similar results were found for the dataset LibriSp-
eech as shown in Table 4.

Table 4. PSNR (dB) for LibriSpeech

Duration (Second)
K values 3 6 9 12

10 6.31 6.26 4.47 5.01

20 8.71 8.28 7.51 10.70

30 12.37 16.21 10.73 14.31

40 17.19 14.27 20.57 16.88

50 29.75 23.01 23.78 26.75

PSNR is increased when K is set to a high value, show-
ing high noise and low speech quality. The relationship 
between the average PSNR and the quality factor K of 
values 10–50 is illustrated in Fig. 7.

The speech frames contain varying data, and it is 
important to select a varying value of quality factor K 
according to the contents of the frame. The GWO is em-
ployed to make the selection of K varying, depending 
on the frame significance. The space-saving increases 
when using GWO optimization, albeit with a trade-off 
of relatively subdued speech quality. The results after 
applying GWO optimization are presented in Table 5 
and Table 6.

Fig. 7. The mean PSNR of the compressed speech

Table 5. Space-saving with GWO for Quran 
intonation

Duration (Second)
Speech 

Files 3 6 9 12

S1 86.63 84.29 86.13 86.04

S2 85.21 84.91 85.64 85.88

S3 86.94 86.16 85.68 85.47

S4 84.97 85.28 86.12 85.79

S5 86.33 85.35 85.94 86.58

Average 86.02 85.20 85.90 85.95

Table 5 represents the space-saving factor after us-
ing GWO for test speech files of duration 3, 6, 9, and 12 
seconds. The average values are listed in the last row. 
The results indicate that the average space-saving val-
ue is almost the same for the test files with an average 
= 85.77. 

Similar results were calculated for the dataset Li-
briSpeech as shown in Table 6.

Table 6. Space-saving with GWO for LibriSpeech

Duration (Second)
Speech Files 3 6 9 12

L1 82.50 79.15 85.87 78.04

L2 84.51 80.15 82.11 80.53

L3 80.93 84.99 77.36 82.38

L4 80.84 84.87 80.17 77.33

L5 85.36 77.35 85.60 85.97

Average 82.83 81.30 82.22 80.85

The space-saving is increased for all files because the 
value of quality factor K is selected as the best value 
for each frame. The relationship between the average 
space-saving after using GWO is illustrated in Fig. 8.

Fig. 8. Space-saving of speech after GWO
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The subjective test will be applied to check the qual-
ity of speech. The first test is Mean Opinion Score (MOS) 
which is used to evaluate results and measure the qual-
ity of compressed speech. MOS consists of five values 
(5 = excellent, 4 = very good, 3 = fair, 2 = poor, 1 = bad) 
to express the quality of speech as perceived by listen-
ers [26]. The MOS test involves presenting both the 
original and compressed speech to ten native speakers 
individuals (five males and five females), who then as-
sign values from 1 to 5 based on the quality they per-
ceive. Forty speech files were used in the test, each file 
contains one sentence and several words depending 
on the duration of the file. The results of the MOS test 
are shown in Table 7 and Table 8.

Table 7. MOS test for Quran intonation

Duration (Second)
Speech Files 3 6 9 12

S1 3.76 4.36 3.54 3.93

S2 3.66 4.44 4.04 4.57

S3 4.02 4.20 4.55 4.18

S4 3.93 4.78 4.15 4.24

S5 4.64 3.70 3.58 4.95

Table 7 represents the average values of MOS for test 
speech files of duration 3, 6, 9, and 12 seconds. The 
results show that the average MOS values are 4, 4.30, 
3.97, and 4.37 which indicate very good quality with an 
average value =4.71. 

Similar results were calculated for the dataset Li-
briSpeech as shown in Table 8.

Table 8. MOS test for LibriSpeech

Duration (Second)
Speech Files 3 6 9 12

L1 4.84 4.60 4.70 3.76

L2 4.16 4.21 4.44 4.69

L3 3.74 3.85 4.06 3.96

L4 4.23 4.59 4.10 4.15

L5 4.48 4.11 4.55 4.43

The results obtained from Table 8 indicate that the 
quality was acceptable, and all compressed speech files 
were nearly identical to the original files. 

Another subjective test is the Perceptual Evaluation 
of Speech Quality PSEQ, which analyzes speech signals 
and considers a good result if the score is above 3.5. 
The results of PESQ are shown in Table 9.

Table 9. PESQ test for Quran and LibriSpeech

Quran intonation LibriSpeech

Speech File PESQ Speech File PESQ

S1 3.983 L1 3.822

S2 3.992 L2 3.914

S3 3.906 L3 3.899

S4 3.921 L4 3.904

S5 3.932 L5 3.903

Table 9 represents the average values of PESQ for test 
speech files of duration 3, 6, 9, and 12 seconds for both 
datasets Quran (S1-S5) and LibriSpeech (L1-L5). The 
results show that the average PESQ value is 3.95 for 
Quran files and 3.92 for the LibriSpeech dataset, which 
indicates very good quality for the compressed speech. 

The final step involves applying the lossless compres-
sion method RLE, which relies on identifying repeated 
similar values present in the speech. The results from 
the RLE method increased the space-saving by 5–7%, 
resulting in a final space-saving of 90–92% for the col-
lected dataset and 85-90% for the LibriSpeech dataset.  

The suggested method has demonstrated promising 
results when compared with other referenced efforts. 
The comparison between the suggested method and 
other methods is presented in Table 10. 

Table 10. Performance comparison with related work

Reference Compression 
Method

Space 
Saving MOS PSNR

[12] ZWT,AZWT 85.44 3.8 27.0

[13] DCT 72.10 - 49.71

[22] DWT, DCT 70.89 - 16.39

[23] DWAT 89.22 - 36.74

[24] C-Means 50.20 - 41.40

[25] DWT 66.7 - 44.85

Suggested 
Method SVD 85.36 4.16 21.3

According to the results from Table 10, and compar-
ing the suggested method with the related studies, the 
suggested method provides good results and can be 
used in different cases and applications.  

To validate the results and ensure the stability of the 
suggested method, the experiment was tested on the 
datasets by the authors as a trial presentation, then re-
peated two times with a total time equal to 150 min-
utes, in addition to the subjective test which takes 30 
minutes which confirming the reliability of the tests to 
validate the judgments of the obtained results and the 
suggested method. 

8. CONCLUSION

An adaptive method that combines SVD, GWO, and 
RLE has been proposed for compressing speech signals. 
The method has shown promising results, achieving up 
to a 92% reduction in the size of speech files compared 
to their original size. The quality of the compressed 
speech was evaluated using PSNR, which yielded a 
value of 21.3. The validation test was supported by the 
subjective tests MOS which was 4.71 and PESQ which 
yielded 3.95, indicating excellent speech quality.

For future work, it is essential to explore the appli-
cation of the proposed method in speech storage and 
over VoIP protocols for transferring audio files through 
Internet-of-Things applications after encrypting the 
files. Additionally, it is recommended to utilize optimi-
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zation algorithms based on AI and DNA, with a focus on 
saving the most frequently repeated words and gener-
ating their compressed equivalents. 
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