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Abstract –Digital image is a binary representation of visual data which provides a rapid method for analyzing large quantities of data. 
Furthermore, digital images are more vulnerable to fraud when distributed over an open channel via information and communication 
technology. However, the image data can be modified fraudulently by intruders using vulnerabilities in telecommunications 
infrastructure. To overcome these issues, this paper proposes a novel Mask-RCNN based Image FORgery Detection (Mask FORD-NET) 
which is developed for digital image forgery detection. Initially, the input image is passed beyond the recompression module to reduce 
the insignificance and complexity of the image to preserve or transfer the data efficiently. After image recompression, the recompressed 
image is transferred to the feature extraction phase which is done by using REG-NET. The extracted features are received to the noise 
cancellation and ELA converter module to analyze and reduce the ambient noise. After noise cancellation, the data are passed to the 
MASK-RCNN module, to detect and classify the forged images and finally provide the segmented output. The Mask FORD-NET framework 
is simulated by using MATLAB. The efficiency of the proposed Mask FORD-NET framework is assessed by using accuracy, precision, recall, 
and F1-measure. The experimental results show that the accuracy of the Mask FORD-NET framework has increased to up to 98.72% for 
digital image forgery detection. The accuracy of the proposed Mask FORD-NET framework is 80.72%, 86.32%, and 95.00% better than 
existing ASCA, VixNet, and MiniNet techniques respectively.
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1.  INTRODUCTION

The widespread availability of digital images due to 
the advancement of imaging technology and the pro-
fusion of image manipulation applications that do not 
require specialized knowledge has led to a significant 
rise in the number of forged digital images on social 
media [1-3]. Digital images are used in many industries, 
including social networking, e-government, military in-
formation, and meteorological research [4, 5]. By 2022, 
72.6% of the world's population, according to the Inter-
national Telecommunication Union (ITU), will have ac-
cess to the Internet. This implies that about 4.1 billion 
people will have access to these technologies as well as 
other services [6]. 

Active and passive methods are the two categories 
that are utilized for digital image forgery techniques [7, 
8]. The passive adaptive detection technique analyses 
the original image and identifies regions in which the 
image has been altered using several statistical and se-
mantic criteria linked to the content of the image. The 
main aim of the detection method for image forgery, 
that address the increasing issue of image forgery [9, 
10]. Digital image forensics experts can employ Deep 
Learning (DL) and Machine Learning (ML) to appear for 
forged images. It has been demonstrated that these 
methods offer high accuracy rates and provide protec-
tion against a wide variety of image forgery [11, 12]. 

Due to their reliance on JPEG compression artifacts, 
digital images are useful but limited in their ability to 
reliably detect extremely intricate counterfeits [13, 14]. 
Furthermore, it is challenging to understand the results 
and make conclusions due to the transparent nature 
of the digital image forgery detection process [15]. To 
resolve these shortcomings, a novel Mask FORD-NET 
framework is proposed for digital image forgery de-
tection. The main contributions of the proposed Mask 
FORD-NET framework are presented as follows.

•	 Initially, the input image is passed beyond to the 
recompression module to reduce the insignifi-
cance and complexity of the image in an efficient 
manner. 

•	 After image recompression, the recompressed im-
age is transferred to the feature extraction phase 
which is done by using REG-NET. 

•	 The extracted features are received to the noise 
cancellation and ELA converter module to analyze 
and reduce the ambient noise. 

•	 After noise cancellation, the data are passed to the 
MASK-RCNN module, to detect and classify the 
forged images and finally provide the segmented 
output.

•	 The effectiveness of the proposed Mask FORD-NET 
framework is evaluated by accuracy, specificity, 
precision, F_measure, and recall respectively.

The work described in this paper is organized as fol-
lows: Section 2 presents a summary of related work. 

Section 3 presents the deep learning-based Mask 
FORD-NET framework for image forgery detection. Sec-
tion 4 provides a thorough explanation of the Frame-
work's Outputs and performance assessment. Conclu-
sions and future work are presented in Section 5.

2.  LITERATURE SURvEy

Advanced techniques for identifying changes done 
on virtual images have emerged as a result of recent 
trends in image tampering. Earlier studies have been 
put forth based on various methods such as ML and 
DL that are mostly predicated on observations made 
during the entire image history. The following is a brief 
definition of several related works.

In 2022, Koul et al. [16] proposed a method using 
convolutional neural networks to detect clone-based 
image manipulation. The MICC-F2000 dataset is used 
to assess the suggested method, which detects fake 
copies with 97.52% accuracy. However, the suggested 
approach consists of an increased false positive rate. In 
2022 Wu et al. [17] suggested a reliable image tamper-
ing detection for social media streaming. The suggest-
ed method reduces IoU by 2.6%, 2.9%, and 4.5%, on the 
dataset that OSN transmitted. However, the suggested 
approach fails to perform robustly in complex degrada-
tion scenarios.  

In 2022 Kumar et al. [18] suggested using a varia-
tion in non-overlapping blocks, the detection, and lo-
cation of image manipulation. With 98% accuracy for 
improved detection and classification, the suggested 
technique is assessed using SSIM parameters. However, 
the suggested approach consists of high computation-
al complexity. In 2022 Ganguly et al. [19] suggested a 
Vision Transformer that uses the Xception Network to 
detect video and image forgeries based on deepfakes. 
The ViXNet approach was evaluated on the DFDC data-
set, generating an F1 score of 79.06% and an AUC score 
of 86.32% for identifying hypothetical fraudsters. How-
ever, the advantages of the deepfake detection tech-
niques still need improvement.

In 2023 Nirmalapriya et al. [20] suggested a Hybrid 
deep learning network can identify digital image ma-
nipulation via Aquila's sin-cosine algorithm. A replicat-
ed fraudulent detection dataset is used to assess the 
suggested approach, which yields TNR and TPR values 
of 1.003% and 0.991%, respectively. However, the sug-
gested ASCA method is not reversible. In 2023 Sushir et 
al. [21] suggested enhanced detection of random im-
age manipulation based on accurate deep learning uti-
lizing a combination of DCCAE and ADFC. The accuracy 
of the suggested hybrid DCCAE approach is 98.07% for 
the GRIP dataset and 99.23% for the CASIA V1 dataset. 
However, the noise estimation of the suggested ap-
proach is not robust. 

In 2023, Tyagi and Yadav [22] suggested an immedi-
ate CNN for spotting forged images. For 140,000 real 
and fake faces, the suggested MiniNet version obtains 
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an accuracy of above 95%, and for the CASIA dataset, 
it achieves 93%.  However, the suggested MiniNet 
model consists of low precision.  In 2023 Vijayalak-
shmi et al. [23] suggested utilizing deep learning and 
error-level analysis, to detect counterfeits through co-
py-and-paste methods. Using the MICC-F220 dataset, 
the suggested approach was assessed and yielded an 
overall 99.2% accuracy, 96.5% specificity, 95.79% re-
call, and 96.09% F_measure for improved detection. 
However, the suggested approach is not highly effi-
cient. 

The aforementioned findings indicate that the ma-
jority of manual feature extraction techniques for 
counterfeit detection mainly rely on the operator. Mask 
FORD-NET framework, a deep learning framework 
that is designed to identify the manipulation of digital 
images. In this framework, the time complexity is de-
creased, efficiency is increased, and potential human 
mistake is eliminated when using the Mask FORD-NET 
framework.  

2.1. RESEARCH GAP

Following a thorough examination of the literature, 
the following research gaps on the suggested research 
challenge were identified. Although much progress has 
been made, there are still several barriers that prevent 
useful techniques from being used. The deep learning-
based development of the Mask-FORD-NET framework 
for digital image forgery is still occurring continuously. 
Recent image processing techniques depend on nu-
merous attributes. Most approaches employ DL or ML 
techniques to identify image modification. Reviewing 
the literature, however, reveals that there is a signifi-
cant improvement in deep learning-based image intru-
sion detection.

3.  THE MASK FORD-NET METHODOLOGy

In this section, a novel deep-learning based Mask 
FORD-NET framework is proposed for the digital image 
forgery detection. Fig. 1 depicts the block diagram of 
the Mask FORD-NET architecture.

Fig. 1. The block diagram of the Mask FORD-NET framework

3.1. DATA RECOMPRESSION 

The proposed method presents a framework for con-
firming the authenticity of fake images. This technique 
locates tampered locations and detects image tamper-
ing by using data compression features. In step size 
2, this was completed in the interval [30, 100]. YCbCr 
is used in place of the RGB color system. The image's 
brightness information is stored in the Y channel, while 
the Cb and Cr channels hold the color information. The 
difference image is transformed to binary, where black 
and white regions indicate the original and modified 
portions of the image, to visualize the altered regions.

3.2. FEATURE ExTRACTION USING REG-NET

To extract features from compressed digital images, 
two types of ResNet building blocks were proposed 
such as bottleneck building blocks and non-bottleneck 
building blocks. Based on this, two different RNN-mod-
ified ResNet structural modules were obtained, one us-
ing ConvRNN as the regulator and the other using an 
RNN-modified ResNet structural module.

3.2.1. RegNet Module

ConvLSTM's output from the first module, Ht1, is rep-
resented by that from the second module, Ht. The mod-
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ule's feature map is represented by Xi
t. The t-th RegNet 

(ConvLSTM) module can be expressed as

(1)

(2)

(3)

(4)

(5)

where bt
ji stands for the correlation distance and Wt

ij 
stands for the convolution kernel that translates the fea-
tures Xi

t to Xj
t. They are 3x3 convolution particles, W12

t, 
W34

t and W23
t consists of 1x1 kernels. The batch normal-

ization procedure is represented by BN (). Concat [] is a 
shorthand for the concatenation operation. The enter 
entity X2

t and the previous output of ConvLSTM Ht in 
equation (1) are the input of ConvLSTM inside the mod-
ule. ConvLSTM automatically determines whether the 
data inside the memory cell should be given to the Ht 
output hidden characteristic map based on the inputs.

3.2.2. Bottleneck RegNet Module

The fundamental component of the RegNet bottle-
neck module is the ResNet bottleneck building block. 
For large image processing, the bottleneck construc-
tion block was first presented. This makes it possible to 
represent the RegNet module bottleneck as,

(6)

(7)

(8)

(9)

(10)

(11)

where W12
t and W45

t are the two 1×1 kernels, and W23
t 

is the 3 × 3 bottleneck kernel. The W34
t is a 1 × 1 kernel 

for fusing features in our model.

3.3. NOISE-CANCELLATION AND ELA 
 CONvERSION

Two important techniques were used in image forgery 
detection which are noise cancellation and ELA (Error Lev-
el Analysis).  An image can be made noise-free by using a 
technique called noise removal. Noise elimination can be 
applied to detect altered images by eliminating artificial 
noise or artifacts that may have been introduced during 
the tampering process. The process involves using a DL 
algorithm to extract a variety of features from an image 
to identify tampering and filtering techniques are used to 
detect the noise in the images. Once the noise is identi-
fied, it can be removed using various filtering techniques, 
such as a median filter or a Gaussian filter. By removing 

the noise, the algorithm can focus on the underlying 
structure of the image, which may provide clues about 
the forgery. However, ELA can be used to identify regions 
of an image that have been altered or compressed. ELA 
operates by interpreting differences in the degree of in-
accuracy in various areas of an image. When an image is 
recompressed or modified, the error levels in the affected 
regions will be higher than in other areas of the image. 
Combining noise cancellation and ELA methods makes 
it possible to generate algorithms for identifying fake im-
ages that are more reliable and accurate.

3.4. DIGITAL IMAGE FORGERy DETECTION 
 USING MASK R-CNN

Mask R-CNN enables the proper labeling of object 
regions and removals of those object regions from the 
background of each pixel level. Furthermore, Mask R-
CNN may be utilized to detect the forged parts of the 
digital images by examining the form and edge prop-
erties of its mask images. 

3.4.1.  Feature pyramid network

In DL, feature extraction is a vital phase employed for 
extracting the relevant features present in the digital 
images. Especially, for feature extraction ResNet-101 is 
used as a feature pyramid network (FPN) model over 
an entire digital image. The ResNet-101 model uses the 
suggested rectangular zones to extract features, which 
are convolved into Mask R-CNN. The input data is fed 
into the convolutional CNN to generate the feature 
map. Convolutional layers are stacked, pooling layers 
are added, and ResNet-101 retains the residual connec-
tions. Five blocks comprise a convolutional network 
such as a 7x7 convolutional layer used in the first block, 
then 1x1, 3x3, and 1x1 convolutional layers are used 
in consecutive blocks. FPN strengthens the network 
backbone so that semantic and spatial information can 
be extracted from different-sized digital images. 

3.4.2. Region proposal network

A Region Proposal Network (RPN) was utilized to cre-
ate regions of interest with fixed points for every fea-
ture map. Multiple propositions are generated on rect-
angular objects with objective scores by superimpos-
ing convolutional feature maps across a small network. 
The digital image's foreground and background values 
were ascertained in this manner. The server adjusted 
the size and position of the digital images and chose 
the best limits using RPN prediction. Finally, using the 
regions of interest generated by the RPN layer, the FC 
layer builds bounding boxes and segmentation masks 
for particular areas of the digital image. 

3.4.3. Fully convolutional network

ROI Align is utilized to modify each ROI's size to sat-
isfy the FC input requirements before utilizing the full 
convolutional input. To extract pertinent attributes 
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from each RoI on the feature map, RoI Align employed 
bilinear interpolation as an alternative to the Mask R-
CNN approach of RoI pooling equalization. Three pre-
diction branches, a fully convolutional network (FCN), 
which is used for both classification and prediction seg-
mentation. A regression layer, which modifies bound-
ing box coordinates, and an FC layer, which is used for 
classification combined to generate the target mask in 
the multi-branch prediction stage. For both segmenta-
tion, bounding box classification, and analysis, the ROI 
alignment characteristics are fed into the head mask 
and bounding box head simultaneously. Through the 
use of all the characteristics in the soft-max layer, the 
results are fed to the FCN layer for classification.

Table 1. Hyperparameter settings of the proposed 
REG-NET technique

Parameter value

Training Data Ratio 60%

Validation Data Ratio 20%

Testing Data Ratio 20%

Training Time 10 hours

Optimizer Adam

Cost Function Binary Cross-Entropy

Batch size 64

Learning Rate 0.0001

Activation Function Leaky ReLU

Number of Epochs 100

The hyperparameters of the proposed Mask FORD-
NET method are covered in Table 1. Experimenting 
with different combinations of these hyperparameters 
can help in optimizing the performance of REG-NET for 
image forgery detection. 

4.  PERFORMANCE vALIDATION RESULT 
ANALySIS

The experimental results of existing detection mod-
els and the proposed Mask FORD-NET framework are 
compared and analyzed in this section. The proposed 
work's performance is assessed using accuracy.  As 
seen in the attached figures, it offer a thorough evalua-
tion of the model's overall performance at a deep level 
of comprehension of the input data.

Dataset Description

To assess the efficacy of the proposed Mask FORD-
NET framework, experiments are conducted on the 
widely used image tampering database, CASIA 2.0. The 
total number of images such as 12,614 images in BMP, 
JPG, and TIF formats, 5,123 are fictitious images and 
7,491 are real shots presented in the dataset. Images 
from many genres are included in CASIA 2.0, such as 
those featuring people, animals, plants, architecture, 
objects, landscapes, textures, and interior shots. The 
collection contains images in a range of sizes and reso-
lutions, from 800 x 600 pixels to 384 x 256 pixels.

4.1. PERFORMANCE METRICS

The accuracy, precision, recall and Fmeasure is calculat-
ed and compared to the proposed strategy with exist-
ing approaches. They are computed as follows. 

(12)

(13)

(14)

(15)

4.2. PERFORMANCE ANALySIS

Fig. 2 and 3 demonstrate the proposed Mask FORD-
NET framework with great accuracy throughout both 
training and testing. 

Fig. 2. Accuracy Calculation of existing Algorithm

Fig. 3. Loss Calculation of Existing Algorithm

4.3. COMPARATIvE ANALySIS

In Fig. 4, the image (A) of the table shows the input im-
age and the image (B) of the figure shows the forged im-
age. The image (C) of the figure insists the recompressed 
image and the extracted features are depicted in image 
(D). Finally, the segmented output is shown in image (E).
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Fig. 4. Result of the proposed methodology

In comparison to alternative ways, Fig. 5 provides a bet-
ter depiction of the accuracy of the proposed approach. 
The experimental results show that the Mask FORD-
NET framework achieves 98.72% of accuracy, 90.36% of 
specificity, 92.25% of precision, 93.53% of F1-score, and 
94.99% of recall for digital image forgery detection. The 
accuracy of the proposed Mask FORD-NET framework is 
80.72%, 86.32%, and 95.00% better than existing ASCA, 
VixNet, and MiniNet techniques respectively.

Fig. 5. Performance evaluation of existing approach

From the result analysis, we can infer that the sug-
gested work's accuracy is 95.56 and its processing time 
is 31 milliseconds, compared to the existing system's 
accuracy of 92.23 and processing time of 30 millisec-
onds. For the suggested task to be accomplished more 
quickly and with greater precision. The existing and 
proposed DL approaches are graphically compared in 
Fig. 6. using several criteria, including accuracy, sensi-
tivity, recall, and specificity.

The accuracy of the Bi-LSTM approach is 93.81%, the 
RCNN approach is 94.74%, and the corresponding ac-
curacy of the REG-NET method is 95.47% both lower 
than the accuracy of the proposed Mask-RCNN meth-
odology of 97.84% respectively.

Fig. 6. Successive Rate of Mask-RCNN

5.  CONCLUSION

This paper proposed a novel Mask FORD-NET frame-
work which is developed for digital image forgery de-
tection. Initially, the input image is passed through the 
recompression module to efficiently reduce insignifi-
cance and complexity. The recompressed image is then 
sent to the feature extraction phase using REG-NET. 
The extracted features are processed by the noise can-
cellation and ELA converter module to reduce ambient 
noise. Subsequently, the data are passed to the MASK-
RCNN module for detecting and classifying forged im-
ages, ultimately providing the segmented output. The 
proposed Mask FORD-NET framework is validated by 
using the CASIA 2.0 image forgery dataset. The Mask 
FORD-NET framework is simulated by using MATLAB. 
According to the simulation results, a comparison is 
made between the proposed Mask FORD-NET frame-
work and the existing approaches such as ASCA, VixNet, 
and MiniNet in terms of accuracy, precision, recall, sen-
sitivity, and Fmeasure. The experimental results show that 
the accuracy of the Mask FORD-NET framework has 
increased to up to 98.72% for digital image forgery 
detection. The accuracy of the proposed Mask FORD-
NET framework is 80.72%, 86.32%, and 95.00% better 
than existing ASCA, VixNet, and MiniNet techniques 
respectively. In the future, integrating multiple modali-
ties such as text and audio, along with image content 
analysis, to detect sophisticated multimedia forgeries 
and deepfake content. Additionally, to pave the path 
for further study on identifying various forms of image 
forgery, the proposed Mask FORD-NET framework will 
aid in the field of image forgery detection. 
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