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Abstract – The integration of multiple DGs can introduce power quality issues and instability in the (DN) due to their intermittent 
and fluctuating nature. Distributed Static Compensators (DSTATCOMs) are devices that effectively manage and regulate both active 
and reactive powers, thereby maintaining the desired levels of reactive power in the DNs. This paper investigates the problem of 
determining the optimal number and placement of multiple DSTATCOMs within active DNs with multiple Distributed Generators 
(DGs) connected to them. To achieve the optimal sizing and allocation of multiple DSTATCOMs, a novel heuristic method called the 
reptile search algorithm (RSA) is introduced in this study. A combination of the RSA method and the loss sensitivity factor (LSF) are 
utilized to identify the optimal number, sizes, and locations of DSTATCOMs to enhance the performance of active DNs with different 
types of DGs and loads. The desired improvements include mitigating voltage deviation at nodes, minimizing system power losses, 
and alleviating overloading in feeders. The effectiveness of the algorithm is evaluated using an IEEE-33 bus DN, which is modified to 
incorporate different DGs and load types.  To assess the efficiency of the proposed method, a modified particle swarm optimization 
(MPSO) algorithm is used for comparison. The results demonstrate that the RSA approach presented in this paper is robust in 
obtaining optimal solutions, offers fast and easy implementation, can be applied to large DNs, and outperforms the MPSO algorithm.

Keywords: DSTATCOM allocation and sizing, active distribution networks, RSA, MPSO, Active power losses

1.  INTRODUCTION

Distribution networks (DNs) are traditionally configured 
to facilitate the one-way flow of energy from the transmis-
sion/generation systems to the end consumers. However, 
in active DNs, the energy can also be transmitted in the 
reverse direction from the consumers to the grids. This 

bidirectional power flow, attributed to Distributed Gen-
erators (DGs), introduces challenges related to the power 
quality of the DNs. The impact on power losses, whether 
decrease or increase, is predominantly contingent on fac-
tors such as network structure, configuration, DG type, 
capacity, and location. Furthermore, these dynamics influ-
ence the overall voltage profile of the system [1].
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DSTATCOM, a component of distributed FACTS, serves 
as a shunt-connected apparatus for reactive power com-
pensation, distinguishing itself among various compen-
sation devices. Recently, DSTATCOM has gained promi-
nence due to its operational flexibility and control ca-
pabilities within power systems. It effectively facilitates 
reactive power flow control, reduction of power losses, 
and regulation of voltage and current. Unlike series or 
shunt capacitors, DSTATCOM units operate without en-
countering operational challenges such as harmonics. 
DSTATCOM units offer several benefits, such as minimal 
harmonic distortion, low cost, high regulatory capability, 
and low power losses [2]. 

Recently, there has been significant scientific atten-
tion given to determining the optimal placement and 
capacity of renewable energy source (RES) based DGs 
to overcome the problems that were mentioned previ-
ously. The strategic placement of multiple DGs to simul-
taneously reduce the total active power losses (TACPL) 
and generation costs for both conventional generators 
and DGs was employed by [3]. The particle swarm opti-
mization (PSO) method was implemented to attain the 
best locations and sizes of the RESs-based DGs (Solar, 
fuel cell, wind units) in the DNs. The main objective was 
to decrease the cost of DG units, the TACPLs, and Total 
Harmonic Distortion (THD) [4]. The ant lion optimizer 
was utilized to obtain the best sizes and settings of DGs 
in DNs while considering multiple objective functions 
such as reducing the cost of energy, TACPLs, and volt-
age drop and improving reliability [5]. A hybrid method 
based on Grey Wolf Optimizer method was introduced 
in [6] to place the REEs in the DNs. Another study utilized 
a hybrid optimization method based on combining 
the grasshopper optimization and cuckoo search algo-
rithms to determine the best locations and capacities of 
DGs [7]. The optimal network reconfiguration and DG al-
location were used to reduce TACPLs and enhance the 
stability of voltage using the adaptive modified whale 
optimization algorithm [8]. The quasi-oppositional grey 
wolf optimization technique with the Pareto concept 
were employed to optimally placement of DGs in the 
radial DNs to reduce the TACPLs and voltage drop [9]. 
The transient search optimizer (TSO) method was imple-
mented to find the optimal DGs allocation to reduce the 
power losses and voltage deviation (VD) and enhance 
the stability of voltage [10]. Another study used the 
Whale Optimization technique (WOT) to obtain efficient 
DGs ratings and locations [11]. An analytical method to 
attain the best locations and rating of RESs based DGs in 
the DNs for minimizing the power flow limits, DG capaci-
ties, bus voltage limits and power loss using coot bird 
optimization method (CBOM) [12]. Although previous 
research laid the foundation for determining the best lo-
cations for DGs in the electrical DN, it was insufficient to 
solve the problems that arise from the presence of these 
DGs within the electrical DN. 

Numerous research endeavors have leveraged DSTAT-
COM in distribution networks, reaping various advan-

tages. Nevertheless, the size and placement of the 
DSTATCOM units are crucial factors that must be care-
fully considered to maximize the benefits from their 
installation. The optimal determination of distribution 
system tie switches, coupled with the optimal locations 
and sizes of DSTATCOM units, has been a key focus to 
achieve favorable operational conditions. To address the 
intricacies of this combinatorial nonlinear optimization 
problem, the Differential Evolution Algorithm (DEA) was 
employed [13] [14]. Additionally, the bio-inspired Cuck-
oo search method was used to obtain the best sizes of 
the DSTATCOM units in the radial DNs, while the loss sen-
sitivity factor (LSF) was utilized to find the optimal loca-
tions [15]. Furthermore, the Ant-Lion optimization (ALO) 
method was applied in [16] to appropriately allocate the 
DSTATCOM. The objective was to increase the cost-ben-
efit resulting from reducing the expense of purchasing 
power from the electrical power system, and the cost 
of DSTATCOM. The location strategy of DSTATCOM units 
within the radial DNs was accomplished using the black 
widow optimization technique [17]. The main objective 
was to reduce the TACPLs while considering different 
technical and economic factors such as annual cost sav-
ings and the voltage stability index (VSI). Furthermore, 
the modified capuchin search algorithm was introduced 
to address multiple issues related to optimal DSTATCOM 
allocations [18]. A multi-objective approach was em-
ployed to compensate the reactive power in radial DNs 
[19]. It focused on finding the optimal simultaneous al-
location of DSTATCOMs and static capacitors by employ-
ing fuzzy decision making.

Other researchers have concurrently utilized DGs 
along with DSTATCOMs in the DNs to achieve both pow-
er loss minimization and power quality enhancement. In 
[20], an optimal placement strategy for multiple DG and 
DSTATCOM units in DN resulted in reduced line losses 
and improved power quality, as indicated by THD. Con-
sidering load models, ref. [21] utilized Genetic Algorithm 
(GA) to improve the total VD and minimize the TACPLs by 
integrating DGs with DSTATCOM units. The allocations of 
both DSTATCOM units and DGs were executed by imple-
menting the LSF [22]. The bacterial foraging optimizer 
technique was introduced to ascertain the optimal size 
of DGs and DSTATCOM, considering different models of 
loads to minimize the VD, reduce TACPLs, improve VSI, 
and enhance the security of the DN [23]. Meanwhile, a 
novel Lightning Search Algorithm was applied to simul-
taneous allocate the DGs and DSTATCOM units in radial 
DNs to minimize TACPLs, Total VD, and maximize the val-
ue of VSI [24]. The whale optimization algorithm (WOA) 
was used to simultaneous allocate DGs and DSTATCOMs 
in the radial DNs [25]. The main goal of the algorithm 
was to reduce both the TACPLs of the system and the 
operating costs associated with DGs and DSTATCOMs. 
A planning strategy was introduced to optimally recon-
figure the feeders, allocate and sizing the DSTATCOM in 
unbalance radial DNs [26]. The seagull optimization al-
gorithm (SOA) was applied to address this mixed-integer 
nonlinear planning problem to achieve minimum TAC-
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PLs. A hybrid technique based on Sine Cosine Algorithm 
(SCA) and Moth Flame Optimization (MFO) method was 
proposed for performing the exploitation and explora-
tion phases in finding the best locations of the capaci-
tors and DGs in DNs [27]. The TACPLs were applied as 
an objective function to integrate DGs and capacitors 
in DNs. The DSTATCOM and the PV DGs were integrat-
ed into the 33-bus and 69-bus DNs [28]. The modified 
homonuclear molecules optimizer technique is used to 
attain the optimal positions of them while minimizing 
the cost of devices’ integrations, total voltage deviations 
(TVD), and TACPLs. The results demonstrated that the 
algorithm could reduce the TACPLs by 94.27% for IEEE 
33-bus and 97.87% for IEEE 69-bus systems. The honey 
badger method was utilized to attain the optimal loca-
tion and size of various types of DGs to reduce the TAC-
PLs of the DNs [29]. The power LSF was used to order 
the buses for optimally installing the SCs and DGs in the 
radial DNs to accelerate conversion of the honey badger 
algorithm. Also, two types of DGs were applied in the 
IEEE 69-bus standard radial DN. The Slime Mould algo-
rithm was used to locate the PVDGs and the distribution 
static Var compensators (DSVCs) to satisfy economic 
and technical objectives [30]. The selected objectives 
consisted of minimizing the TACPL, TVD, Total Reactive 
Power Loss (TRPL), Operating times of the overcurrent 
relays, and investment costs of both PVDGs and DSVCs. 
Previous studies did not consider the optimal number 
of DSTATCOMs, and the issue of relieving distribution 
systems by increasing DG penetration levels through 
optimal DSTATCOM allocation was not explored. Addi-
tionally, similar research did not investigate the impact 
of different load types and various DG types on DSTAT-
COM optimal allocation. 

The proposed algorithm in this paper tackles the com-
binatorial non-linear optimization problem of identify-
ing the optimal number, location, and size for multiple 
DSTATCOM units in the DNs. This innovation is advanta-
geous for distribution system operators seeking to en-
hance operational performance. The algorithm consid-
ers the presence of already allocated DGs and has the 
capability to remove DG penetration level restrictions. 
Furthermore, this work delves into the behavior of vari-
ous load and DG types. The main contributions of this 
paper can be listed as:

•	 Propose a new methodological approach for achiev-
ing the best number, location, and sizing of DSTAT-
COMs in DNs.

•	 Determine the optimum location and sizing by the 
proposed Reptile Search Algorithm (RSA) and MPSO.

•	 Examine the impacts of various load types, DG types, 
and load factors on the optimal allocation and sizing 
of DSTATCOMs.

•	 The results of the RSA are compared with Modified 
PSO algorithms.

The structure of this paper is outlined as: The compre-
hensive review of modeling the DSTATCOM as a highly 
effective remedy in DNs is provided in section 2. Illus-

trating problem formulation and introducing the LSF 
as an indicator of potential bus locations for DSTATCOM 
placement are presented in section 3. Moreover, the 
proposed Reptile Search Algorithm (RSA) and MPSO 
method are introduced. The IEEE-33 bus radial DN is 
identified in section 4 as a test distribution system. Sec-
tion 5 encompasses numerical analysis and simulation 
studies conducted using the proposed RSA and MPSO 
algorithms. Finally, the paper concludes with closing re-
marks in section 6.

2.  DSTATCOM MODElING

The DSTATCOM functions as a variable current source 
(VCS) and is connected as a shunt element. It is able to 
absorb or inject reactive and active currents. To enhance 
the dynamic rating of the capacitive range, the DSTAT-
COM can be connected in parallel with a fixed capacitor. 
By incorporating energy storage apparatus on the DC 
side via DC/DC converter, the active power is temporar-
ily interchanged with the grid, especially during events 
such as large voltage sags or momentary interruptions. 
The DSTATCOM can be composed of voltage source con-
verter and energy storage, enabling injection of both 
reactive and active power. However, injecting active 
power for an extended duration is constrained by volt-
age regulation and the energy storage system's capacity 
limit. In the second model, the DSTATCOM is composed 
of a voltage source converter and small capacitor. In this 
configuration, only reactive power can be exchanged 
between the DSTATCOM and the AC system [31].

In an electric DN comprising two nodes labeled j and 
k, a DSTATCOM unit is linked to bus k to regulate volt-
age. The installation of the DSTATCOM unit resulted in 
an increase in the voltage at node k from Vk to Vk

n. The 
amount of reactive power injected from the DSTATCOM 
denoted as QDSTATCOM, can be given by:

(1)

(3)

(2)

where, IDSTATCOM represents the injected current from the 
DSTATCOM and αnew represents the voltage angle at 
node k after connecting DSTATCOM device.

3. DSTATCOM OPTIMAl SIZING AND 
AllOCATION

The main objectives of the optimal locations and sizes 
of DSTATCOM units in the DN with DGs are to minimize 
the TACPLs and enhance the TVD in the system. These 
objectives are subject to constraints that ensure the sys-
tem's feeder currents and voltage profile remain within 
specified bounds. The identifying of candidate buses for 
DSTATCOM units’ allocation is accomplished by apply-
ing the LSF method, implemented through a MATLAB 
code. Subsequently, the optimal number, location, and 
size for multiple DSTATCOM units are obtained by ap-
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plying the proposed RSA method, which is also imple-
mented through a MATLAB code specifically designed 
for this purpose. The optimal solution is defined as the 
best among the candidate buses, where the TACPL is 
minimized, and the TVD is enhanced. The proposed al-
gorithm can be divided into the following key stages.

•	 Stage 1, Using the LSF method for defined the 
DSTATCOM candidate buses.

•	 Stage 2, Using RSA and MPSO as optimization 
methods for calculating the best number of DSTAT-
COM units and their sizes.

•	 Stage 3, Comparing the values of the TACPLs and 
TVD of various combinations for defined the opti-
mal DSTATCOM number. 

3.1. DSTATCOM CANDIDATE bUSES 
 bY USING lSF

The LSF method is employed to obtain the optimal 
locations of DSTATCOMs in the DN regarding power 
loss minimization. LSF has the ability to forecast the 
bus where the installation of DSTATCOM will result in 
the most significant reduction in power losses. Conse-
quently, these critical locations serve as potential bus 
candidates for the allocation of DSTATCOM. To illustrate 
the LSF concept, let's examine a two-bus distribution 
system with a given impedance R+jX connected be-
tween the two buses and a load of Pe+jQe as shown in 
Fig. 1. The TACPLs through the line could be expressed 
as given in Eq. 4 [31].

Fig. 1. Simple two-bus distribution system

(4)

where, PLL(h) is the real power loss in distribution line hth, 
V(j) is the value of voltage at bus jth, and R(h) is the dis-
tribution line hth resistance. So, the LSF is calculated by:

(5)

The LSF is computed using the Backward-Forward 
Distribution Load Flow technique [31]. Their values 
are arranged in descending sequence, and the respec-
tive buses indices are documented in the position 
vector, Pp(i). Furthermore, the arranged components 
of (∂PLL(j)/∂Qe(j)) in Pp(i) dictate the sequence of can-
didates for the optimal allocation of the DSTATCOMs. 
The normalized voltage magnitudes at the buses cor-
responding to Pp(i) are computed by:

(6)

where the division of |V(i)| by 0.95 refers to the voltage 
acceptable tolerance of 5%. The Norm(i) function as-
sesses the requirement for reactive power compensa-
tion at the arranged buses. Therefore, for DSTATCOM 
placement, buses with Norm V(i) greater than 1.01 are 
considered as DSTATCOM candidates. The process of 
identifying DSTATCOM candidates is outlined as follows:

Step 1: perform load flow analysis on the DN in the 
base case.

Step 2: LSF is calculated for each feeder in the DN. 

Step 3: the values of the LSF are organized in descend-
ing sequence, and the associated buses are 
documented in the vector Pp(i).

Step 4: for the corresponding feeders, the values of 
the normalized buses voltage are calculated.

Step 5: according to the Norm(i), the reactive power 
compensation is established by selecting bus-
es with a value less than 1.01 as candidates for 
installing DSTATCOM units. Conversely, buses 
with a Norm(i) exceeding 1.01, indicating that 
their voltage profile is within acceptable limits, 
do not require reactive power compensation.

3.2. DSTATCOM OPTIMAl SIZES 
 DETERMINATION 

In this paper, part of the proposed method involves 
obtaining the optimal sizes of DSTATCOMs. Mathemati-
cal formulation is employed to determine the sizing of 
DSTATCOM, posing it as an optimization problem. The 
objective function is optimized while adhering to specific 
equality and inequality constraints as illustrated below.

3.2.1. Objective function 

The objective function (OF) is nonlinear, aiming to 
minimize the TACPs and enhance the TVD in the DN. It 
can be expressed as follows:

(7)

(9)

(8)

where, Nf and n are the total number of feeders and 
nodes, respectively. Vref and Vj are the reference and 
node voltage magnitude. ω1 and ω2 are the weighted 
factors where the summation these factors should 
be equal one. In this paper, many combinations of 
the weighted factors are evaluated by applying them 
to the IEEE 33-bus test system to reach the best one. 
Finally, the best one is used to obtain the OF. For this 
analysis, the power losses have the higher weight (0.63) 
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since it is important for distribution system. The total 
voltage deviations receive a weight of 0.37.

3.2.2. Constraints

The objective function is bound by multiple operation-
al constraints, encompassing voltage limitations, feed-
er current restrictions, constraints on reactive power 
compensation, power balance constraints, and limits 
on both active and DSTATCOM sizes. These constraints 
can be articulated by:

1. - Feeder current limits

The primary feeders within the DNs are capable of pro-
viding a maximum magnitude of current, defined by:

(10)

where, Ifi
max represents the maximum current in feeder 

ith and Ifi represent the flow current in feeder ith.

2. - Bus voltage constraints

(11)

where, Vjmax and Vjmin represent the upper and lower 
voltage limits at busbar jth, respectively.

3. - Generator reactive power limits

(12)

where, QG and QG
max are the current value and maximum 

permissible value of generator reactive power.

4. - DSTATCOM size

(13)

where, QDSTATCOM and QDSTATCOM represent the upper and 
lower limits of injected reactive power from DSTATCOM. 

5. - Slack bus active power limit

max min

(14)

where, PS and PS
max are the current and maximum per-

missible active power generated at the slack bus, re-
spectively.

6. - Power balance constraints

Maintaining a balance among power generation, 
power demand, and power loss, is of utmost impor-
tance in DNs to uphold system stability and reliability.

(15)

(16)

The succeeding section outlines the optimization 
methods that are employed to determine the optimal 
size of DSTATCOMs. The main problem is to obtain the 
best locations and sizes of DSTATCOM units. The subse-
quent section outlines the principles and implementa-
tion strategies of the proposed MPSO and RSA.

3.2.3. The proposed optimization algorithms 

1. - Modified particle swarm optimization 
 Algorithm (MPSO)

The PSO operates on the premise that every particle 
in the population represents a potential solution to 
the problem. It relies on the concept of parallel search 
within a group of particles. These particles, working 
collectively, converge towards the optimal value by le-
veraging their current velocity and positions [32]. The 
fundamental rules for updating the position and veloc-
ity are outlined as follows [32-33]:

(17)

(18)

where Vi
t and Vi

t+1 are the velocity of particle ith at itera-
tion t and t+1, respectively. Pi

t and Pi
t+1 represent the po-

sition of particle ith at iteration t and t+1, respectively. 
R1 and R2 are random numbers between 0, and 1, and 
w is the weighed inertia coefficient. A1 and A2 are ac-
celerating factors. 

When the PSO method is dealing with a large search 
space, its convergence speed tends to slow down, result-
ing in suboptimal solutions. Additionally, when dealing 
with large and complex datasets, the algorithm may 
produce unsatisfactory results in terms of accuracy. In 
order to overcome these constraints and improve both 
convergence speed and accuracy of the PSO, several 
variants of the PSO have been proposed [32]. This paper 
utilizes various variants of the PSO algorithm, PSO with 
time-varying acceleration coefficient (PSO-TVAC) and 
damped inertial weight (PSO-DIW) to conduct a com-
parative analysis. TVAC and DIW values in the PSO algo-
rithm are updated by applying Eqs. (19)-(22) [34].

(19)

(20)

(21)

(22)

where α1f and α1i represent the final and initial values, 
respectively, of the first acceleration coefficients. α2f 
and α2i represent the final and initial values, respec-
tively, of the second acceleration coefficients. wmin, wmax 
and wd represent the lower, upper, and damped values, 
respectively, of the weighed inertia.

In this research, Eqs. 19-21 are employed to dynami-
cally adjust the acceleration and weighted coefficients 
in the PSO-TVAC variant. However, Eq. 22 is specifically 
used to adjust the coefficients in the PSO-DIW vari-
ant. The flowchart in Fig. 2 illustrates the different PSO 
variants, including the traditional PSO algorithm, em-
ployed to optimize sizes of the DSTATCOM units.



748 International Journal of Electrical and Computer Engineering Systems

Fig. 2. Proposed MPSO algorithm flowchart for 
DSTATCOM optimal sizing

2- Reptile search algorithm (RSA)

The RSA is a metaheuristic method that derives its inspi-
ration from the natural behaviors of crocodiles. It incorpo-
rates elements such as the hunting behavior, enveloping 
mechanism, and social dynamics observed in crocodiles. 
By employing a swarm-based approach, the RSA algo-
rithm leverages these principles to effectively guide its 
search process [35]. The RSA initialization formula is em-

(23)

where Lij is the value of the jth dimension of the ith 
crocodile. Lv and Uv minimum and maximum boundary 
values of the search domain, respectively. r1 is random 
number in range 0 and 1, and n is the size of popula-
tions. The mathematical modeling of the RSA is ex-
pressed in the following subsections. 

•	 Enveloping Mechanism

The RSA incorporates the concept of enveloping to 
explore the search space in a manner that prioritizes 
promising regions while avoiding less favorable ones. 
This approach enables the algorithm to effectively nav-
igate complex optimization landscapes. In the global 
search phase, crocodiles engage in extensive and 
wide-ranging walks, which can be quantified through 
iterations. The mathematical models capturing this 
mechanism are described in references [35, 36].

(24)

where t and Tmax are the current and maximum num-
ber of iterations, respectively. ϑij

t denotes the hunting 
operator value for ith solution at jth location during the 
tth iteration. Lj,best represents the optimum solution at 
jth location during the tth iteration. The hunting opera-
tor is determined by the following expression[44]:

t

(25)

where r2 represents a random number ranging from 
-1 to 1, σ is a constant to controls the accuracy of the 
exploration, ε is a minimum number that guarantees 
the denominator does not reach zero, and Avr refers to 
the average value. 

•	 Hunting Mechanism

The hunting mechanism within the RSA is analogous 
to the enveloping mechanism and comprises two dis-
tinct phases: hunting coordination and cooperation. 
These phases are designed to explore the search do-
main and facilitate the identification of the best pos-
sible solution while capturing the prey.

The specific definition of these phases is based on the 
number of iterations. Hunting coordination is applied for 
iterations in range 0.5 Tmax < t ≤ 0.75 Tmax, whereas hunting 
cooperation is employed in range 0.75 Tmax< t ≤ Tmax. 

The hunting mechanism is mathematically repre-
sented by the following equations as described in ref-
erences [33, 34].

ployed to generate the initial solution in a random man-
ner, ensuring it falls within the solution domain. The solu-
tion domain encompasses the entire range of potential 
solutions for the given optimization problem [35].
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(26)

•	 Modified Reptile Search Algorithm (MRSA) 

The RSA algorithm, despite its effectiveness, is sub-
ject to certain limitations, including the trapping of lo-
cal minima, high computational complexity, and slow 
convergence speed. To overcome these challenges, 
several modifications have been proposed for the 
original RSA. One particular adjustment involves incor-
porating a sine operator into the high walking phase 
of the previous RSA algorithm. This modification draws 
inspiration from the SCA [37]. By introducing the sine 
operator, the algorithm becomes capable of avoiding 
local minimum trapping and enhancing global explo-
ration. The sin operator is inserted into Eq. 24 and is 
modified as follows.

(27)

In the given context, the variables r2 and r3 represent 
randomly selected numbers within the range of [0, 1]. 
The adoption of the chaotic inverse learning strat-
egy by all individuals results in increased computing-
related to costs and hampers algorithm convergence. 
To tackle this problem, the paper introduces the lin-
ear decreasing population strategy. As the iteration 
continues, there is a gradual decrease in the number 
of individuals utilizing the chaotic backward learning 
strategy. The precise mathematical formula for imple-
menting this strategy is described by:

(28)

where Pmax and Pmin represent the maximum and mini-
mum number of populations, respectively. P repre-
sents the number of chaotic backward learning strat-
egy populations. 

In this research the RSA technique is implemented, 
aiming to calculate the optimal size of the DSTATCOM. 
A detailed depiction of the proposed RSA can be ob-
served in Fig. 3, showcasing the flowchart of the MRSA.

4. DSTATCOM OPTIMAl NUMbER 
DETERMINATION  

To identify the optimal number of DSTATCOMs, the so-
lution with the minimum objective function is sought. 
Consequently, all conceivable combinations of DSTAT-
COM units at candidate buses are compared based on 
their respective objective function values. The algorithm 
proposed in this study calculates the minimum TACPLs 
and enhance the TVD in the DN and determines the 

optimal sizes of DSTATCOMs at each potential location. 
These values are saved for comparison, making it easier 
to identify the combination that results in the lowest 
power loss. This combination represents the optimal 
number, locations, and sizes of DSTATCOMs.

Fig. 3. Flowchart of the MRSA method

5.  TEST SYSTEM: IEEE-33 bUS SYSTEM.

It comprises 33 buses and 32 feeders, with base volt-
age value of 12.66 kV and 100 MVA for apparent power. 
The total power consumed by the system is 2300 kVAR 
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for reactive power and 3715 kW for real power. In the 
base scenario, the TACPLs are 210.9 kW and 135.03 kVAR 
for reactive power. Bus 1 serves as the power feeder 
linked to the transmission network, while the other bus-
es can potentially accommodate DSTATCOM [21]. The 
maximum permissible value of QG

max and PS
max are 2.5 

MVAR and 4 MW, rspectively. The single-line diagram of 
the system is depicted in Fig. 4. The line and bus data 
in IEEE-33 bus distribution network in light loading are 
shown in Table A1 in the appendix.

Fig. 4. Single line diagram of IEEE-33 bus radial DN

The permissible range for DSTATCOM sizes is set be-
tween 0.1 MVAR and 10 MVAR. The maximum allowable 
voltage deviation at the buses is limited to 10%. Branch-
es 1 to 5 are designed to carry a maximum current of 400 
A, while branches 6 to 7 and branches 25 to 27 have a 
constraint of 300 A. The current carrying capacity for all 
other branches, including tie lines, is set at 200 A.

6. SIMUlATION RESUlTS AND DISCUSSION

To perform load flow analysis and compute power loss 
for the optimal placement of multiple DSTATCOM units, a 
custom-coded program is introduced utilizing the MAT-
LAB software. Both LSF and the proposed optimization al-
gorithms (MPSO and RSA) are implemented to an IEEE-33 
bus DN. This showcases the efficacy of the proposed algo-
rithm in improving system performance. The simulation 
results prioritize TVD enhancement and TACPLs minimi-
zation while adhering to specified constraints. The influ-
ence of various DG models and various load types on the 
optimal placement of DSTATCOM units is also examined.

A population size of 50 particles is chosen for the 
proposed MPSO and RSA algorithms, and the maxi-
mum number of iteration criterion is defined as 250 
iterations. The parameters of the MPSO and the MRSA 
algorithms are illustrated in Table 1.

Table 1. MPSO and MRSA algorithms parameters

Parameter Value

MPSO

Max. No. of iterations 250

Population size 50

Inertia weight (w) 0.7

Cognitive parameter (c1) 1.5

Social parameter (c2) 1.5

RSA

Max. No. of iterations 250

Population size 50

Dimensions 6

𝜶 0.1

β 0.05

Assuming an extension to the IEEE 33-bus radial DN 
with a new community installed at buses 24, 25, and 
30, the system's topology is taken into account. The ob-
jective is to investigate the influence of three factors: 
varying load factors (LFs), load types, and DG types on 
the optimal placement of multiple DSTATCOM units in 
the DN. To streamline the exploration of various combi-
nations of these factors and reduce the number of sce-
narios, the simulations are organized into three stages 
as outlined below:

Stage 1: Simulating various load types and selecting 
the worst case.

Stage 2: Simulating various DG types and selecting the 
worst case.

Stage 3: Simulating various LF.
Upon completion of each stage, the least favorable 

type is selected, and the following factors are system-
atically varied. This approach aims to facilitate a com-
prehensive assessment of the effectiveness of DSTAT-
COM units in addressing various operational scenarios 
within active distribution systems.

6.1. STAGE #1 lOAD TYPE IMPACT ON 
 OPTIMAl lOCATION AND SIZING OF 
 DSTATCOM.

During the first stage, a modification in the load type 
for the load center of modified configuration at buses 
24, 25, and 30 is performed in the IEEE 33-bus radial DN, 
while the other buses are constant power load type. 
Additionally, the characteristics of DSTATCOM units, 
encompassing the optimal number, locations, and siz-
es, are compared across these load types. Furthermore, 
the study explored the influence of load types on volt-
age profiles and power losses. In this stage, the inten-
tion is to keep all other variables constant, enabling a 
focused examination of the impact of load types. Ac-
cordingly, the LF is set to unity, and no DG is integrated 
into the test radial DN. Four distinct cases are chosen, 
each representing one of the four load types: residen-
tial load (RL), commercial load (CL), industrial load (IL), 
and constant power load (CPL). These four cases can be 
illustrated in the following subsections.

6.1.1. Case# 1: CPl type (unity load factor (lF))

Before installing the DSTATCOM units, the TACPLs 
is 210.9 kW, and the bus with the minimum voltage 
value is 0.903 p.u at bus 18 while no overloaded feed-
ers. In the LSF computation, the values for test system 
branches are determined, leading to the identification 
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of potential candidate buses. The top five candidate 
buses are ranked as follows: 6, 28, 8, 29, and 30.

The main objective is to improve the performance of 
the IEEE 33-bus radial DN. After implementing the pro-
posed MPSO algorithm, the TACPL is decreased from 
210.9 kW to 143.27 kW, resulting in a significant reduc-
tion of 32.1%. The best number of DSTATCOM units is 
determined to be four, allocated at buses 6, 8, 29, and 
30, with sizes of 0.53743, 0.44425, 0.37655, and 0.43043 
MVAR, respectively. Furthermore, the MRSA algorithm 
has the ability to decrease the TACPL to 132.27 kW lead-
ing to a substantial decrease of 37.31% in case of in-
stalling four DSTATCOM units at the same buses. 

The comprehensive voltage profile, both before and 
after DSTATCOM allocation, is detailed in Fig. 5. Conse-
quently, the system's voltage profile is improved. The 
MPSO algorithm can improve the minimum voltage 
to 0.925 p.u, while the MRSA algorithm produced a 
slightly higher values of 0.929 p.u. These values satisfy 
the criteria for acceptable voltage limits. The proposed 
MPSO and MRSA algorithms exhibit effectiveness in 
balancing feeder loadings, which is evident in the re-
duction of the TACPL in the test system. 

Fig. 5. Bus voltage for DSTATCOM installation in 
case#1 of CPL type

6.1.2. Case# 2: Industrial load type

The radial DN of IEEE 33-bus configuration is 
equipped with an IL type, which is installed to the new 
load center of modified configuration. This load type 
is connected to buses 24, 25, and 30, and there is no 
DG installed to the test system. The TACPLs in the sys-
tem before allocating DSTATCOM units is 188.5 kW. The 
bus with minimum voltage value is 0.906 p.u at bus 18 
while no overloaded feeders.

In the LSF computation, the values for test system 
branches are determined, leading to the identification 
of potential candidate buses. The candidate buses are 
ranked as follows: 6, 8, 28, 29 and 9. After applying the 
proposed optimization algorithms (MPSO and MRSA). 
It is observed that the TAPLs were decreased to 142.38 
kW, reflecting a 24.47% reduction in the TACPL using 
the proposed MPSO algorithm. The optimal number of 
DSTATCOM units is determined to be four, strategically 
placed at buses 6, 9, 28, and 29, with sizes of 0.39862, 

0.32428, 0.34033, and 0.3864 MVAR, respectively. Fur-
thermore, the proposed MRSA algorithm has the ability 
to decrease the TACPL to 134.54 kW leading to a sub-
stantial decrease of 28.31% in case of installing four 
DSTATCOM units at the same buses.

As a result of the allocation of DSTATCOM units, the 
system voltage profile has improved. The bus with the 
lowest voltage level is now bus 18, which has a voltage 
of 0.924 p.u in case of using the proposed MPSO algo-
rithm while the proposed MRSA algorithm can produce 
a slightly higher value of 0.932 p.u . The complete volt-
age profile, both before and after DSTATCOM alloca-
tion, is provided in Fig. 6.

Fig. 6. Bus voltage for DSTATCOM installation in 
case#2 of IL type

6.1.3. Case# 3: Residential load type 

In this scenario, the IEEE 33-bus radial DN incorpo-
rates a RL type, which is installed to buses 24, 25, and 30 
and there is no DG installed to the test system. The pro-
posed optimization algorithms (MPSO and MRSA) for 
optimal DSTATCOM allocation are employed to identify 
the worst load type. Prior to the allocation of DSTAT-
COM units, the TACPL in the test system is recorded at 
191.87 kW. The bus with the minimum voltage value is 
0.906 p.u at bus 18 while no overloaded feeders.

After implementing the proposed MPSO algorithm 
for DSTATCOM allocation, it is observed that the TAC-
PLs decreased to 141.43 kW, resulting in a significant 
reduction of 26.29% in the TACPL. The optimal number 
of DSTATCOM units is attained to be four, strategically 
placed at buses 6, 9, 28, and 29. The respective sizes of 
these units are 0.44275, 0.43531, 0.4203, and 0.2623 
MVAR. Furthermore, the proposed MRSA algorithm has 
the ability to decrease the TACPL to 139.34 kW leading 
to a substantial decrease of 27.38% in case of installing 
four DSTATCOM units at the same buses.

The system voltage profile is enhanced as a conse-
quence of the DSTATCOM allocation. The bus with the 
minimum voltage level is bus 18, with 0.927 p.u. volt-
age magnitude using the proposed MPSO. While the 
proposed MRSA algorithm can achieve the minimum 
bus voltage level of 0.937 p.u. A comprehensive volt-
age profile, both before and after the DSTATCOM allo-
cation, can be illustrated in Fig.7.
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Fig. 7. Bus voltage for DSTATCOM installation in 
case#3 of RL type

6.1.4. Case# 4: system with commercial load 

In this scenario, the IEEE 33-bus radial DN incorpo-
rates a CL type, which is installed to buses 24, 25, and 
30 and there is no DG installed to the test system. Prior 
to DSTATCOM allocation, the power loss was 192.34 kW. 
The bus with the minimum voltage value is 0.906 p.u at 
bus 18 while no overloaded feeders.

Following implementing the proposed MPSO algo-
rithm for optimal DSTATCOM allocation, the five candi-
date buses are sequenced as 6, 28, 8, 29, and 30. The 
TACPLs were decreased to 137.94 kW, representing a 
28.28% reduction in the TACPL. The optimal configura-
tion includes five DSTATCOM units placed at buses 6, 
8, 28, 29, and 30, with sizes of 0.28306, 0.39505, 0.244, 
0.4114, and 0.4254 MVAR, respectively. Furthermore, 
the proposed RSA algorithm has the ability to decrease 
the TACPL to 132.46 kW leading to a substantial de-
crease of 31.13% in case of installing five DSTATCOM 
units at the same buses.

The system voltage profile is enhanced as a conse-
quence of the DSTATCOM allocation. The bus with the 
lowest voltage level is bus 18, with 0.926 p.u. voltage 
magnitude using the proposed MPSO. While the pro-
posed MRSA algorithm can achieve the minimum bus 
voltage level of 0.935 p.u. A comprehensive voltage 
profile, both before and after the DSTATCOM allocation, 
can be illustrated in Fig.8.

Fig. 8. Bus voltage for DSTATCOM installation in 
case#4 of CL type

The proposed optimization algorithms (MPSO and 
MRSA) demonstrate their effectiveness in balancing 

feeder loadings, leading to a decrease in the TACPL in 
the system. Additionally, Fig. 9 illustrates the values of 
the TACPL in the aforementioned cases.

Fig. 9. TACPLs comparison before& after DSTATCOM 
with different load types

6.2. STAGE TwO: DG TYPE IMPACT ON 
 OPTIMAl lOCATION AND SIZING OF 
 DSTATCOMS

In the previous stage, the CPL type emerged as the 
worst load type. Consequently, this load type remains 
constant, while the second variable, DG type, is sub-
jected to variation. 

In the subsequent stage, changes are made to the DG 
type connected to the modified configuration at buses 
24, 25, and 30 in the IEEE 33-bus radial DN. All other buses 
maintained a CPL type at ULF. Furthermore, the analysis 
includes a comparison of different aspects of DSTATCOM 
units, such as the optimal sizes, locations, and number 
with respect to these types of loads. The examination 
also covers the evaluation of the impact of DG types on 
TACPLs and voltage profiles. Three specific cases, repre-
senting DG types 1, 3, and 4, have been chosen. These 
cases are further elaborated in the following cases.

6.2.1. Case# 1: DG type 1 and CPl

In this scenario, the IEEE 33-bus radial DN features a 
CPL across all buses and DG type 1, which exclusively 
supplies only active power (at p.f=1). The DGs with ca-
pacities of 0.25 MW, 1 MW, and 0.5 MW, are installed 
to the modified configuration at buses 24, 25, and 30, 
respectively.

The objective is to improve the performance of the IEEE 
33-bus radial DN by incorporating DSTATCOM, facilitating 
a comparative analysis of the three previously mentioned 
DG types. Consequently, the proposed algorithms (MPSO 
and MRSA) for optimal DSTATCOM allocation and sizing 
are tested using the least favorable DG type.

Before installing the DSTATCOM, the TACPL for the 
IEEE 33-bus radial DN is 135 kW. The bus with the 
minimum voltage value is 0.917 p.u at bus 18 while no 
overloaded feeders. The level of DG penetration in this 
particular scenario is at 45.45%. The goal is to improve 
system performance using DSTATCOM, considering 
five candidate buses in the order of 28, 8, 29, 30, and 9.
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After allocating and sizing the DSTATCOM using the 
proposed MPSO algorithm, the TACPL is reduced to 
73.08 kW, marking a 45.87% reduction. The optimal 
configuration involves installing five DSTATCOM units 
at buses 8, 9, 28, 29, and 30, with respective sizes of 
0.33135, 0.45581, 0.4342, 0.3075, and 0.2708 MVAR. 
Consequently, the DG penetration level increases to 
46.17% with the integration of DSTATCOM. Further-
more, the proposed MRSA algorithm has the ability to 
decrease the TACPL to 72.56 kW leading to a substan-
tial decrease of 46.25% in case of installing five DSTAT-
COM units at the same buses.

The system voltage profile is enhanced as a conse-
quence of the DSTATCOM allocation. The bus with the 
lowest voltage level is bus 18, with 0.945 p.u. voltage 
magnitude using the proposed MPSO. While the pro-
posed MRSA algorithm can achieve the minimum bus 
voltage level of 0.955 p.u. A comprehensive voltage 
profile, both before and after the DSTATCOM allocation 
are illustrated in Fig.10.

Fig. 10. Bus voltage for DSTATCOM installation in 
case#1 of DG type 1

6.2.2. Case# 2: DG type 3 and CPl 

In this scenario, DG units with capacities of 0.25 MVA, 
1 MVA, and 0.5 MVA are installed at buses 24, 25, and 30, 
respectively. These DG units supply both reactive and 
active power at p.f equal 0.8, as determined through 
preliminary sensitivity analysis. The initial TACPL before 
installing the DSTATCOM units is 110.6 kW, with bus 18 
exhibiting the lowest level voltage at 0.919 p.u while 
no overloaded feeders. The selected level of the DG 
penetration is 36.55%. Five candidate buses ordered as 
8, 28, 29, 9, and 13 undergo a

By applying the proposed MPSO algorithm, the TAC-
PL is reduced to 78.87 kW, marking a 28.69% decrease. 
The optimal configuration involves four DSTATCOM 
units installed at buses 8, 13, 28, and 29, with respec-
tive sizes of 0.28646, 0.4872, 0.2556, and 0.4863 MVAR. 
Furthermore, the proposed MRSA algorithm has the 
ability to decrease the TACPL to 78.61 kW leading to a 
substantial decrease of 28.93% in case of installing four 
DSTATCOM units at the same buses.

The system voltage profile is enhanced as a conse-
quence of the DSTATCOM allocation. The bus with the 
lowest voltage level is bus 18, with 0.949 p.u. voltage 

magnitude using the proposed MPSO. While the pro-
posed MRSA algorithm can achieve the minimum bus 
voltage level of 0.957p.u. A comprehensive voltage 
profile, both before and after the DSTATCOM allocation 
are illustrated in Fig.11.

Fig.11. Bus voltage for DSTATCOM installation in 
case#2 of DG type 3

6.2.3. Case# 3: DG type 4 and CPl 

The DG units are installed at buses 24, 25, and 30, sup-
plying active power and consuming reactive power at p.f 
equal 0.8. Their capacities are 0.25 MVA, 1 MVA, and 0.5 
MVA, respectively. The initial TACPL, prior to installing the 
DSTATCOM units, is 206.4 kW, with bus 18 having the low-
est level voltage of 0.909 p.u., while no overloaded feed-
ers. The current level of DG penetration in this scenario is 
35.71%. The five candidate buses are ranked in the follow-
ing order: 6, 28, 29, 8, and 30. By applying the proposed 
MPSO algorithm, the TACPL is reduced to 98.91 kW, mark-
ing a 52.08% decrease. The optimal DSTATCOM configura-
tion involves installing five units at buses 6, 8, 28, 29, and 
30, with sizes of 0.38721, 0.51646, 0.33417, 0.48635, and 
0.52263 MVAR, respectively. Furthermore, the proposed 
MRSA algorithm has the ability to decrease the TACPL to 
97.85 kW leading to a substantial decrease of 52.59% in 
case of installing five DSTATCOM units at the same buses.

The system voltage profile is enhanced as a conse-
quence of the DSTATCOM allocation. The bus with the 
lowest voltage level is bus 18, with 0.937 p.u. voltage 
magnitude using the proposed MPSO. While the pro-
posed MRSA algorithm can achieve the minimum bus 
voltage level of 0.943 p.u. A comprehensive voltage 
profile, both before and after the DSTATCOM allocation 
are illustrated in Fig.12.

Fig. 12. Bus voltage for DSTATCOM installation in 
case#3 of DG type 4



754 International Journal of Electrical and Computer Engineering Systems

The proposed optimization algorithms (MPSO and 
MRSA) demonstrate their effectiveness in balancing 
feeder loadings, leading to a decrease in the TACPL in 
the system for different DG types. Additionally, Figure 
14 illustrates the changes in TACPL in the aforemen-
tioned cases.

Fig. 13. TACPLs comparison before & after 
DSTATCOM with different DG types

6.3. STAGE THREE: lOAD FACTOR IMPACT 
 ON OPTIMAl lOCATION AND SIZING OF 
 DSTATCOMS

The most challenging DG and load types identified 
in the previous stages are the DG type 4 and CPL type, 
respectively. Consequently, these DG and load types 
will be kept constant in this stage, while the final vari-
able, the LF, will be systematically altered. This variation 
is essential to assess the proposed algorithm's efficacy 
in optimizing the allocation and sizing the multiple 
DSTATCOM units under different LFs. Additionally, the 
study will investigate the influence of load factors on 
TACPL and voltage profiles. This stage serves as a cru-
cial verification of the algorithm's effectiveness in this 
study, as it is anticipated that a heavily loaded system 
may negatively impact overall system performance. 
Two load levels LFs (0.6 and 1.2), are chosen to repre-
sent different LFs at distinct times. The outcomes of 
these two cases are discussed in the following sections.

6.3.1. Case# 1: DG type 4 and CPl at lightly loaded.

In this particular scenario, DG units with capacities of 
0.25 MVA, 1 MVA, and 0.5 MVA are installed at buses 
24, 25, and 30, respectively. These DG units supply ac-
tive power while consuming reactive power at p.f equal 
0.8. The system is operating with a light load, character-
ized by a LF of 0.6. Prior to installing the DSTATCOM, the 
TACPL value is 84.716 kW. Among the buses, bus 18 has 
the lowest voltage level at 0.95 p.u., while no overload-
ed feeders. The current level of DG penetration in this 
scenario is 60.51%. The five candidate buses are ranked 
in the following order: 13, 10, 14, 12, and 17.

By applying the proposed MPSO algorithm, the 
TACPL is reduced to 65.48 kW, reflecting a significant 
22.71% reduction. The optimal configuration involves 
installing two DSTATCOM units at buses 10 and 14, 
with sizes of 0.57558 and 0.13375 MVAR, respectively. 

Furthermore, the proposed MRSA algorithm has the 
ability to decrease the TACPL to 63.34 kW leading to a 
substantial decrease of 25.23% in case of installing two 
DSTATCOM units at the same buses.

The system voltage profile is enhanced as a conse-
quence of the DSTATCOM allocation. The bus with the 
lowest voltage level is bus 18, with 0.97 p.u. voltage 
magnitude using the proposed MPSO. While the pro-
posed MRSA algorithm can achieve the minimum bus 
voltage level of 0.98 p.u. A comprehensive voltage pro-
file, both before and after the DSTATCOM allocation are 
illustrated in Fig.14.

Fig. 14. Bus voltage for DSTATCOM installation in 
case#1 of LF=0.6

6.3.2. Case# 2: DG type 4 and CPl at heavily loaded

The DG units remain consistent with the previous 
case, but the system is under heavy load with LF of 
1.2. The initial TACPL before installing the DSTATCOMs 
units is 299.81 kW, and bus 18 registers the minimum 
level voltage at 0.888 p.u, while no overloaded feeders. 
The current level of DG penetration in this scenario is 
29.43%, The five candidate buses are ranked in the fol-
lowing order: 6, 28, 29, 8, and 30, chosen to enhance 
system performance.

By applying the proposed MPSO algorithm, the 
TACPL is reduced to 155.29 kW, reflecting a signifi-
cant 48.2% reduction. The optimal configuration in-
volves installing five DSTATCOM units at buses 6, 28, 
29, 8, and 30, with respective sizes of 0.36844, 0.51691, 
0.3574, 0.49, and 0.505 MVAR. Furthermore, the pro-
posed MRSA algorithm has the ability to decrease the 
TACPL to 141.88kW leading to a substantial decrease of 
52.67% in case of installing five DSTATCOM units at the 
same buses.

The system voltage profile is enhanced as a conse-
quence of the DSTATCOM allocation. The bus with the 
lowest voltage level is bus 18, with 0.915 p.u. voltage 
magnitude using the proposed MPSO. While the pro-
posed MRSA algorithm can achieve the minimum bus 
voltage level of 0.926 p.u. A comprehensive voltage 
profile, both before and after the DSTATCOM allocation 
are illustrated in Fig.15.

Figure 16 visually depicts the variations in TACPLs 
across the discussed cases.
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Fig. 15. Bus voltage for DSTATCOM installation in 
case#1 of LF=1.2

Fig.16. TACPLs comparison before & after 
DSTATCOM at different LF

7. CONClUSION

This paper presents the optimal allocation of DSTAT-
COM units in IEEE-33 bus radial DN with DG, utilizing the 
LSF and a proposed MPSO and the MRSA methods. The 
primary objective is to enhance the distribution system's 
performance by enhancing the voltage profile, reducing 
TACPL, and maximizing DG penetration to meet consum-
er load requirements. The simulations were conducted 
using MATLAB, where the DSTATCOM units model under-
went testing and verification. A comparative analysis was 
performed by assessing the TACPL and voltage profile of 
the tested radial DN with and without the DSTATCOM.

The optimal determination of the number, size, and 
location of the multiple DSTATCOM units holds signifi-
cant importance in the DNs. The study concludes that, 
among various load types and DG types, CPL type and 
DG type 4 exhibit unfavorable characteristics in terms 
of power loss and voltage profile, especially in heavily 
loaded systems as illustrated below: 

•	 The MRSA obtained the optimum location and 
size of the DSTATCOM in the DN to minimuze the 
TACPLs for the different load types. It reduced the 
TACPLs by  37.31%, 28.31%, 27.38%, and 27.38% for 
load types CPL, IL, RL, and CL, respectively. While 
the minimum bus voltage level was improved to 
0.929 p.u., 0.932 p.u., 0.937 p.u., and  0.935 p.u. for 
load types CPL, IL, RL, and CL, respectively.

•	 For different types of DGs, the TACPLs were re-
duced by 46.25%, 28.93%, and 52.59% for DG type 
1, type 3, and type 4, respectively. While the mini-

mum bus voltage level was improved to 0.955 p.u., 
0.957 p.u., and 0.943 p.u. for for DG type 1, type 3, 
and type 4, respectively.

These findings highlight the effectiveness of the pro-
posed algorithm in addressing challenges posed by the 
worst load type (CPL) and DG type 4. Furthermore, the 
algorithm proves its utility in handling different combina-
tions of DG types connected to DNs under varying LFs. The 
results emphasize the practical benefits of the proposed 
algorithm for DN operators, offering an efficient approach 
to allocate DSTATCOM units and optimize system param-
eters across various operating scenarios in distribution 
networks. Additionally, the results demonstrated that the 
MRSA approach was applicable to large DNs, offered fast 
and easy implementation, was robust in obtaining opti-
mal results, and outperforms the MPSO algorithm.

ACKNOwlEDGMENT

The authors extend their appreciation to the dean-
ship of scientific research at Shaqra university for fund-
ing this research work through the project number (SU-
ANN- 2023028).

8. REFERENCES

[1] A. Y. Hatata, Eman. O. Hasan, M. A. Alghassab, B. E. 

Sedhom, “Centralized Control Method for Voltage 

Coordination Challenges With OLTC and D-STATCOM 

in Smart Distribution Networks Based IoT Commu-

nication Protocol”, IEEE Access, Vol. 11, 2023, pp. 

11903-11922.

[2] T. Yuvaraj, K. Ravi, K. R. Devabalaji, “DSTATCOM al-

location in distribution networks considering load 

variations using bat algorithm”, Ain Shams Engineer-

ing Journal, Vol. 8, No. 3, 2017, pp. 391-403.

[3] A. J. Gil Mena, J. A. Martín García, “An efficient ap-

proach for the siting and sizing problem of distributed 

generation”, International Journal of Electrical Power 

& Energy Systems, Vol. 69, 2015, pp. 167-172.

[4] H. H. Fard, A. Jalilian, “Optimal sizing and location 

of renewable energy-based DG units in distribu-

tion systems considering load growth”, International 

Journal of Electrical Power & Energy Systems, Vol. 

101, 2018, pp. 356-370.

[5] M. J. Hadidian-Moghaddam, S. Arabi-Nowdeh, M. 

Bigdeli, D. Azizian, “A multi-objective optimal sizing 

and siting of distributed generation using ant lion 

optimization technique”, Ain Shams Engineering 

Journal, Vol. 9, No. 4, 2018, pp. 2101-2109.

[6] S. A. Nowdeh et al. “Fuzzy multi-objective placement 

of renewable energy sources in distribution system 

with objective of loss reduction and reliability im-



provement using a novel hybrid method”, Applied 

Soft Computing, Vol. 77, 2019, pp. 761-779.

[7] M. C. V. Suresh, J. B. Edward, “A hybrid algorithm 

based optimal placement of DG units for loss reduc-

tion in the distribution system”, Applied Soft Com-

puting, Vol. 91, 2020,  p. 106191.

[8] A. Uniyal, S. Sarangi, “Optimal network reconfigu-

ration and DG allocation using adaptive modified 

whale optimization algorithm considering probabi-

listic load flow”, Electric Power Systems Research, Vol. 

192, 2021, p. 106909.

[9] S. Kumar, K. K. Mandal, N. Chakraborty, “Optimal 

placement of different types of DG units consider-

ing various load models using novel multiobjective 

quasi-oppositional grey wolf optimizer”, Soft Com-

puting, Vol. 25, No. 6, 2021, pp. 4845-4864.

[10] J. S. Bhadoriya, A. R. Gupta, “A novel transient search 

optimization for optimal allocation of multiple dis-

tributed generator in the radial electrical distribution 

network”, International Journal of Emerging Electric 

Power Systems, Vol. 23, No. 1, 2022, pp. 23-45.

[11] S. Mehroliya, A. Arya, A. Verma, S. Tomar, “Optimized 

Placement of Distributed Generator in Radial Distribu-

tion System Using Whale Optimization Technique”, SN 

Computer Science, Vol. 4, No. 5, 2023, p. 626.

[12] G. Memarzadeh, M. Arabzadeh, F. Keynia, “A new op-

timal allocation of DGs in distribution networks by 

using coot bird optimization method”, Energy Infor-

matics, Vol. 6, No. 1, 2023, p. 30.

[13] J. Sanam, S. Ganguly, A. K. Panda, C. Hemanth, “Op-

timization of Energy Loss Cost of Distribution Net-

works with the Optimal Placement and Sizing of 

DSTATCOM Using Differential Evolution Algorithm”, 

Arabian Journal for Science and Engineering, Vol. 42, 

No. 7, 2017, pp. 2851-2865.

[14] J. Sanam, “Optimization of planning cost of radial 

distribution networks at different loads with the op-

timal placement of distribution STATCOM using dif-

ferential evolution algorithm”, Soft Computing, Vol. 

24, No. 17, 2020, pp. 13269-13284.

[15] D. K. Rukmani et al. “A New Approach to Optimal 

Location and Sizing of DSTATCOM in Radial Distri-

bution Networks Using Bio-Inspired Cuckoo Search 

Algorithm”, Energies, Vol. 13, No. 18, 2020, p. 4615.

[16] S. A. Salimon, Q. O. Lawal, O. W. Adebiyi, M. O. Okelo-

la, “Cost-Benefit of Optimal Allocation of DSTATCOM 

in Distribution Networks Using Ant-Lion Optimiza-
tion Algorithm”, Periodica Polytechnica Electrical 
Engineering and Computer Science, Vol. 66, No. 4, 
2022, pp. 350-360.

[17] S. A. Salimon, I. G. Adebayo, G. A. Adepoju, O. B. Ad-
ewuyi, “Optimal Allocation of Distribution Static Syn-
chronous Compensators in Distribution Networks 
Considering Various Load Models Using the Black 
Widow Optimization Algorithm”, Sustainability, Vol. 
15, No. 21, 2023, p. 15623.

[18] M. A. Tolba, E. H. Houssein, M. H. Ali, F. A. Hashim, “A 
new robust modified capuchin search algorithm for 
the optimum amalgamation of DSTATCOM in power 
distribution networks”, Neural Computing and Appli-
cations, Vol. 36, 2024, pp. 843-881.

[19] A. Noori, Y. Zhang, N. Nouri, M. Hajivand, “Hybrid 
Allocation of Capacitor and Distributed Static Com-
pensator in Radial Distribution Networks Using 
Multi-Objective Improved Golden Ratio Optimiza-
tion Based on Fuzzy Decision Making”, IEEE Access, 
Vol. 8, 2020, pp. 162180-162195.

[20] A. R. Gupta, “Effect of optimal allocation of multiple 
DG and D-STATCOM in radial distribution system for 
minimizing losses and THD”, Proceedings of the 7th 
International Symposium on Embedded Computing 
and System Design, Durgapur, India, 18-20 Decem-
ber 2017, pp. 1-5.

[21] B. Singh,  M. K. Yadav, “GA for enhancement of system 
performance by DG incorporated with D-STATCOM 
in distribution power networks”, Journal of Electrical 
Systems and Information Technology, Vol. 5, No. 3, 
2018, pp. 388-426.

[22] F. Iqbal, M. T. Khan, A. S. Siddiqui, “Optimal place-
ment of DG and DSTATCOM for loss reduction and 
voltage profile improvement”, Alexandria Engineer-
ing Journal, Vol. 57, No. 2, 2018, pp. 755-765.

[23] K. R. Devabalaji, K. Ravi, “Optimal size and siting of 
multiple DG and DSTATCOM in radial distribution 
system using Bacterial Foraging Optimization Algo-
rithm”, Ain Shams Engineering Journal, Vol. 7, No. 3, 
2016, pp. 959-971.

[24] Y. Thangaraj, R. Kuppan, “Multi-objective simultaneous 
placement of DG and DSTATCOM using novel lightning 
search algorithm”, Journal of Applied Research and 
Technology, Vol. 15, No. 5, 2017, pp. 477-491.

[25] T. Yuvaraj, K. R. Devabalaji, S. B. Thanikanti, “Simulta-
neous Allocation of DG and DSTATCOM Using Whale 

756 International Journal of Electrical and Computer Engineering Systems



Optimization Algorithm”, Iranian Journal of Science 
and Technology, Transactions of Electrical Engineer-
ing, Vol. 44, No. 2, 2020, pp. 879-896.

[26] P. Samal, D. Panigrahy, “Simultaneous feeder recon-
figuration, DSTATCOM allocation, and sizing using 
seagull optimization algorithm in unbalanced radial 
distribution systems”, Soft Computing, Vol. 28, 2024, 
pp. 6403-6421.

[27] H. Abdel-Mawgoud, S. Kamel, A. A. A. El-Ela, F. Jura-
do, “Optimal Allocation of DG and Capacitor in Dis-
tribution Networks Using a Novel Hybrid MFO-SCA 
Method”, Electric Power Components and Systems, 
Vol. 49, No. 3, 2021, pp. 259-275.

[28] N. Belbachir, S. Kamel, F. A. Hashim, J. Yu, H. Zeinoddini‐
Meymand, S. F. Sabbeh, “Optimizing the hybrid PVDG 
and DSTATCOM integration in electrical distribution 
systems based on a modified homonuclear molecules 
optimization algorithm”, IET Renewable Power Genera-
tion, Vol. 17, No. 12, 2023, pp. 3075-3096.

[29] M. A. Elseify, S. Kamel, H. Abdel-Mawgoud, E. E. Elat-
tar, “A Novel Approach Based on Honey Badger Al-
gorithm for Optimal Allocation of Multiple DG and 
Capacitor in Radial Distribution Networks Consider-
ing Power Loss Sensitivity”, Mathematics, Vol. 10, No. 
12, 2022, p. 2081.

[30] M.  Zellagui, N.  Belbachir, R. A. El-Sehiemy, C. Z.  
El-Bayeh, “Multi-Objective Optimal Allocation of  
Hybrid Photovoltaic Distributed  Generators and 
Distribution Static Var  Compensators in Radial Dis-
tribution  Systems Using Various Optimization  Algo-
rithms“, Journal of Electrical Systems, Vol. 18, No. 1, 
2022, pp. 1-22.

[31] M. Frahat, A. Y. Hatata, M. M. Saadawi, S. S. Kaddah, 
“Grasshopper Optimization-based Optimal Sizing of 
DG/DSTATCOM in Distribution Networks”, Mansoura 
Engineering Journal, Vol. 47, No. 2, 2022, pp. 6-16.

[32] S. Rana, S. Jasola, R. Kumar, “A review on particle 
swarm optimization algorithms and their applica-
tions to data clustering”, Artificial Intelligence Re-
view, Vol. 35, No. 3, 2011, pp. 211-222.

[33] D. Iqbal, T. Ahmad, I. Pervez, I. H. Malick, A. Sarwar, M. 
Tariq, “Performance of PSO Based Variants in Track-
ing Optimal Power in a Solar PV based Generation 
System under Partial Shading Condition”, Smart Sci-
ence, Vol. 8, No. 1, 2020, pp. 1-13.

[34] M. Talaat, B. E. Sedhom, A. Y. Hatata, “A new approach 
for integrating wave energy to the grid by an ef-

ficient control system for maximum power based 
on different optimization techniques”, International 
Journal of Electrical Power & Energy Systems, Vol. 
128, 2021, p. 106800.

[35] L. Abualigah, M. A. Elaziz, P. Sumari, Z. W. Geem, A. H. 
Gandomi, “Reptile Search Algorithm (RSA): A nature-
inspired meta-heuristic optimizer”, Expert Systems 
with Applications, Vol. 191, 2022, p. 116158.

[36] M. K. Khan, M. H. Zafar, S. Rashid, M. Mansoor, S. K. 
R. Moosavi, F. Sanfilippo, “Improved Reptile Search 
Optimization Algorithm: Application on Regression 
and Classification Problems”, Applied Sciences, Vol. 
13, No. 2, 2023, p. 945.

[37] Q. Yuan, Y. Zhang, X. Dai, S. Zhang, “A Modified Rep-
tile Search Algorithm for Numerical Optimization 
Problems”, Computational Intelligence and Neuro-

science, Vol. 2022, 2022, pp. 1-20.

APPENDIX

Table A1 Line and bus data in IEEE-33 bus 
distribution network

bus
R(Ω) X(Ω) PRecieve 

(kw)
QRecieve 
(kVAR)Send Receive

1 2 0.0922 0.0470 100 60

2 3 0.4930 0.2511 90 40

3 4 0.3660 0.1864 120 80

4 5 0.3811 0.1941 60 30

5 6 0.8190 0.7070 60 20

6 7 0.1872 0.6188 200 100

7 8 0.7114 0.2351 200 100

8 9 1.0300 0.7400 60 20

9 10 1.0440 0.7400 60 20

10 11 0.1966 0.0650 45 30

11 12 0.3744 0.1238 60 35

12 13 1.4680 1.1550 60 35

13 14 0.5416 0.7129 120 80

14 15 0.5910 0.5260 60 10

15 16 0.7463 0.5450 60 20

16 17 1.2890 1.7210 60 20

17 18 0.7320 0.5740 90 40

2 19 0.1640 0.1565 90 40

19 20 1.5042 1.3554 90 40

20 21 0.4095 0.4784 90 40

21 22 0.7089 0.9373 90 40

3 23 0.4512 0.3083 90 50

23 24 0.8980 0.7091 420 200

24 25 0.8960 0.7011 420 200

6 26 0.2030 0.1034 60 25

26 27 0.2842 0.1447 60 25

27 28 1.0590 0.9337 60 20

28 29 0.8042 0.7006 120 70

29 30 0.5075 0.2585 200 600

30 31 0.9744 0.9630 150 70

31 32 0.3105 0.3619 210 100

32 33 0.3410 0.5302 60 40
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