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Abstract – This research examines the competencies that are essential for an lecturer or instructor to evaluate the student based 
on automated assessments. The competencies are the skills, knowledge, abilities and behavior that are required to perform the 
task given, whether in a learning or a working environment. The significance of this research is that it will assist students who are 
having difficulty learning a Computer Programming Language course to identify their flaws using a Deep Learning Approach. As a 
result, higher education institutions have a problem with assessing students based on their competency level because; they still use 
manual assessment to mark the assessment. In order to measure intelligence, it is necessary to identify the cluster of abilities or skills 
of the type in which intelligence expresses itself. This grouping of skills and abilities referred to as "competency". Then, an automated 
assessment is a problem-solving activity in which the student and the computer interact with no other human intervention. This 
review focuses on collecting different techniques that have been used. In addition, the review finding shows the main gap that exists 
within the context of the studied areas, which contributes to our key research topic of interest.
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1. INTRODUCTION

Assessment is a core and critical requirement in  an 
educational system since it contributes to the great ex-
tent affects of students’ learning [1][2]. Therefore, deep 
learning approach is applies to enrich and enhance the 
lecturer assessment. A good assessment is where the 
lecturers are well understanding on the assessment 
principles includes assessment terminology, develop-
ment and use of assessment methodologies and tech-
niques, assessment quality standards and any alterna-
tive to traditional measurements of learning. Because 
of that, it does require integration in assessment prac-
tices, theories, philosophies to support teaching and 
learning in education.

The lecturer is also served as facilitator, a mentor or 
a coach to guide the process of students’ learning. The 
student is responsible for his or her own learning. The 
students should also get trainings for developing vari-
ous competencies, including cognitive, meta-cognitive, 

social and affective competencies, for the success of 
their future. Therefore, with deep learning, the learning 
process is internally motivated and is associated with 
an intention to understand, rather than to simply pass 
an assessment task. In this connection, assessment has 
been identified as a powerful aid to engage students 
into a more in-depth learning process and transform 
them into reflective practitioners. 

By applying deep learning in education, the research 
on pedagogies of assessment education can be en-
riched. Moreover, deep learning can be applied either 
in face-to-face teaching or online learning or blended 
learning itself. Therefore, the structure of the paper 
is as follows: Section II describes the main problem  in 
computer programming subject . Section III discuss on 
Competency-Based Education and Bloom Taxonomy. 
Section IV discuss on review of cognitive competency 
assessment techniques. Section V, explains about the 
deep learning in the assessment of cognitive competen-
cy. Section VI, discuss on to conclude the paper’s finding. 



52 International Journal of Electrical and Computer Engineering Systems

2. THE MAIN PROBLEM IN COMPUTER 
PROGRAMMING SUBJECT

In 2019, Bennedsen and Caspersen [4] has conduct-
ed a worldwide survey for the research on failure rate 
for programming course. The total respondent during 
2019 is 170 response to their survey. Fig. 1 shows the 
number of respondents per continent is Africa, Asia, 
Australia, Europe , North America and South America.  

Fig. 1. Number of respondents per continent

Fig. 2. Pass, Fail, Abort and Skip Rate: aggregate

Based on Fig. 2, each of the respondents were asked 
to give a number for abort which is the number of stu-
dent aborting the course before final exam, skip is the 
number of students not showing up for the final exam 
but was allowed to, fail is the number of students who 
failed the course and pass is the number of students 
who passed the course. As a results , they found that 
the average failure is 28% based on Fig. 2. The main rea-
son they were uninterested in programming. Students 
believe that learning to program is difficult. They strug-
gle to understand the program code and write a simple 
program. This research is also agreed by other research-
ers, while the student also already has a comfort level, 
difficulties in understanding the course content, time 
management issues and expectations and perfections 
of not getting enough help from their lecturer [5][6]. 
Other than that, the student also demotivated the stu-
dent to learn programming  [7]. This reason also agrees 
with Nurul Farahin et al. where the major problem in 
computer programming is lack of problem-solving 
skills, no prior knowledge, low motivation, poor math-
ematical knowledge, peer influence and lack of future 
expectation [8].

3. COMPETENCY-BASED EDUCATION AND 
BLOOM’S TAXONOMY

Computer-Based Education (CBE) is one of the concept 
to reflect human competency motor, intellectual and 
emotional competency. Using CBE, it can measure learn-
ing progress by the student. CBE also is the smaller con-
cept of outcome-based leaning (OBE). The competence 
student is those who can and want to interact effectively 
three kinds of environment presented by the socially as-
cribed, self-selected and self-developed roles [9].

OBE is defined as an education system that focuses 
on learning outcomes rather than educational curricu-
lum content. Learning outcomes, for example, quanti-
fied in terms of information, abilities, attitudes gained 
during the learning process. [10]. It covers three learn-
ing domains, which are the Psychomotor, Cognitive 
and Affective domains. They have implemented these 
three learning domains in various ways.  

Cognitive domain is the one where the student’s 
cognitive activities are structured. Starting with the 
knowledge level and ending with the evaluation level 
of Bloom’s Taxonomy [11].  There also some evidence 
that cognitive training able to improve cognitive func-
tion, which potentially slow cognitive decline and able 
to help the student. Cognitive domain deals with how 
a student acquires processes and utilizes the knowl-
edge. For Affective domain, it is focused on attitude, 
motivation, willingness to take part, valuing what is 
being learn and discipline values into real life. The last 
one, psychomotor domain focuses on performing se-
quences of motor activities to a specific level of accu-
racy, smoothness, rapid or force. Underlying the motor 
activities is cognitive understanding [12]. Evidence of 
outcome is required to fulfill the shortage of the soft 
skill of an employee in the workplace [13]. 

Bloom’s taxonomy of Educational Objectives is a clas-
sification system by an educational psychologist Benja-
min Bloom who creates in year 1956. It focuses on de-
veloping thinking ability, which involves simple informa-
tion acquisition to a more complex process [14]. Bloom’s 
taxonomy contains six categories of cognitive skills 
ranging from lower-order skills that require less cogni-
tive processing to higher-order skills that require deeper 
leaning and a greater degree of cognitive processing. 
Though in year 2001, the Bloom’s Taxonomy has been 
revised [15]. Refer to Fig. 3. The differentiations into cat-
egories of higher-order and lower-order skills arose later. 

Fig. 3. Revised Bloom’s Taxonomy
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For the older version of Bloom’s Taxonomy, it consists 
Knowledge, Comprehension, Application, Analyzing, 
Evaluation and Creating. Knowledge is the foundational 
cognitive skill and refers to the retention of specific, dis-
crete pieces of information like facts and definitions or 
methodology for example as the sequence of events in 
a step-by-step process. Comprehension is the meaning 
of the information that they encounter by paraphrasing 
it in their own words, classifying items in groups, com-
paring and contrasting items with other similar entities 
of explaining a principle to others. For comprehension, 
it is requires more cognitive processing than simply re-
membering information and learning objectives that 
address comprehension will help learners to incorpo-
rate knowledge into their existing cognitive schemas by 
which they understand the world [16]. Based on com-
prehension, it will allow student to learn how to use the 
knowledge, skills and techniques in a new situation via 
application, which is the third level of Bloom’s taxonomy. 
For the higher level of Bloom’s taxonomy is analysis. 
Analysis can break down a material into its constituent 
parts in order to comprehend its organizational struc-
ture. It is also where skills such as critical thinking come 
into play. Distinguish between facts and opinions and 
identify the claims that underlie the analysis. Following 
the analysis, the next level is synthesis. Synthesis entails 
creating a novel product in a specific situation. Its be-
havior is recombine the parts created during analysis to 
form a new entity where is differs from the original one. 
Finally, evaluation is the pinnacle of Bloom's Taxonomy. 
Evaluation is also an important aspect of critical thinking 
skills. It will show the student's ability to assess the worth 
of a material for a specific purpose using predetermined 
criteria and rationale. [17]. For the revised Bloom’s tax-
onomy, refer to Table 1.

Creating 
Compile information together in a different way by 
combining elements in a new pattern or proposing 

alternative solutions.

Evaluation 
Present and defend opinions by making 

judgments about information, validity of ideas, or 
quality of work based on a set of criteria. 

Analyzing 
Examine and break information into parts by 

identifying motives or causes. Make interences and 
find evidence to support generalizations.

Applying 
Solve problems to new situations by applying 

acquired knowledge, facts, techniques and rules in 
a different way. 

Understanding 
Demonstate understanding of facts and ideas by 
organizing, comparng, translating, interpreting, 

giving desriptions, stating main ideas. 

Remembering 
Retrieve relevant knowledge by recalling facts, 

terms, basic concept and answer from long-term 
memory.

Table 1. Revised Bloom’s Taxonomy

In year 2019, [18] has used Bloom’s Taxonomy as a scale 
for preparing the assessment questions, it quantified the 
competency level based on that. The results show that 
Bloom’s Taxonomy is a beneficial tool for learning and 
assessing computer-programming subject.

4. 4. REVIEW OF COGNITIVE COMPETENCY 
ASSESSMENT TECHNIQUE

Cognitive competency defined as critical thinking 
and creative thinking skills which effective problem 
solving, decision making, learning and development 
[19]. These criteria are important for the student to 
learn Computer Programming. Therefore, cognitive 
competency assessment follow by guideline from the 
Bloom’s Taxonomy in the cognitive domain using auto-
mated assessment. 

Table 2 illustrates the summarized of technique cog-
nitive competency assessment which came from the 
previous research.

Table 2. Summarized of technique cognitive 
competency assessment  

(C-Competency, NM-Not mentioned)

Re
se

ar
ch

er
s

Subjects Level / Age Techniqu-es Focus

[20] Comp. 
Science

Undergrad 
and Schools

NLP and info. 
theory C

[21] 
[22]

Introductory 
course in 

Computer 
Literacy

Undergrad 
Students LSA NM

[23] 
[24] 
[25]

Introductory 
data structure 

course

Undergrad 
students Text Similarity NM

[13]
Introduction 

to 
programming

Undergrad 
students

Assessment 
Framework 

based on Bloom’s 
Taxonomy

C

[26] C++ 
Programming

Undergrad 
Students

Semi-automated 
assessment NM

[18] 
[27]

Computer 
Programming

Undergrad 
students

Rule-Based 
Method C

[28] Parallel 
Programming

Undergrads 
students

Code Evaluation 
and Debugging NM

[29] Computer 
Methods

Undergrads 
students

Computer 
Adaptive Testing 

Tools

Non-
cognitive

[30] Computer 
Programming

Undergrads 
students

Flexible and 
systematic 
teaching 

framework

C

[31] Programming Undergrads 
students

Online EasyHPC 
Tool NM
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Re
se

ar
ch

er
s

Subjects Level / Age Techniqu-es Focus

[32] Programming Undergrads 
students

Collaborative 
Scenario- 

TASystem tools
NM

[33] UML Undergrads 
students

Comprehensive 
Approach NM

[34] Computer 
Programming

Undergrads 
students

Online Learning 
system C

[35] Computer 
Programming

Undergrads 
students

Integration 
Automated Test 
Data Generation 

and programming 
assessment

NM

[36] Computer 
Programming

Undergrads 
students

Software Testing 
technique NM

[37] Programming Undergrads 
students

Classical Test 
Theory (CTT) or 
Item Response 
Theory (IRT) - 

SIETTE

NM

[38] Computer 
Programming

Undergrads 
students

2TSW – testing-
based approach NM

[39] Chinese 
Subject 

Undergrads 
students NLP NM

[40] Computer 
Programming

Undergrads 
students

Metacognitive 
Support C

[41]
Object-

Oriented 
Programming

Undergrads 
students 
And High 

School

Competency 
Structure Model 

-COMOOP
C

Based on data in Table 3, it is possible to propose the 
cognitive competency assessment can still assist the 
student. Several studies have been used to identify the 
cognitive problem. Other than that, the research did not 
mention the focus on cognitive. Some of the research is 
using the Mobile Learning application to investigate the 
factors that influence student’s learning performance 
and evaluate the effectiveness of mobile learning to 
use the Learn C application in programming subjects. 
The findings shows that a variety factors that affect the 
student learning. There are misunderstanding, lack of 
practices, poor logical thinking and problem solving 
[8] . However, there is no mention of them being able 
to determine their cognitive level. Only one research us-
ing the Bloom’s Taxonomy as a benchmark to evaluate 
the student. Thus, the study concludes that the cogni-
tive level of Bloom’s Taxonomy as a tool for the assessing 
a student’s competency in programming is appropriate 
and cable of reducing the high failure rate among stu-
dent enrolled in Computer Programming subjects [13].

5. DEEP LEARNING IN THE ASSESSMENT OF 
COGNITIVE COMPETENCY

Deep learning is a class of machine learning algo-
rithms that employ multiple layers to represent various 
levels of abstraction. It comprises of an input layer, an 
output layer and a few hidden layers. It showed this as-
sessment in Table 3.

Re
se

ar
ch

er
s

Subjects Level / Age Techniqu-es Focus

[42] Kaggle ASAP 7th to 10th 
grader

LSTM classification 
and regression 

task
NM

[43] Kaggle ASAP 7th to 10th 
grader

LSTM- CNN-
attention- based NM

[44]
IT, 

Engineering, 
Management

Higher 
education NLP, CNN C

[45]
IT , Medical 

Engineering, 
Management

Higher 
education LSTM C

Table 3. Summarized of deep Learning in the 
cognitive competency assessment 

 (C-Competency, NM-Not mentioned)

From the observation in Table 3, Kaggle Automated 
Student Assessment Prize (ASAP) conducted a compe-
tition dataset. It is sponsored by the William and Flora 
Hewlett Foundation (Hewlett). Their variables are used 
to test their scoring capabilities using neural network 
techniques such as Long Short-Term Memory (LSTM) 
and Convolutional Neural Network.  Dimitrios et al [46] 
also mention that a deep neural network is capable of 
using as automatic text scoring using a neural network.

In 2019, Tiliza [45] developed the rule-based Long 
Short Term Memory (LSTM) classification to assess 
higher level of cognitive competency via short text an-
swers. This study analysed short free text assessment 
answers which fell under three criteria. Table 4 shows 
the three criteria for this study.

Table 4. Criteria for Rule-Based LSTM classification

No Criteria 

1 The word count of the assessment answer must be in the 
range of 0 to 200 words each.

2 The model questions are composed of Bloom’s Taxonomy 
higher order cognitive process dimentions.

3
The scope of assessments answers are from three academic 
domains namely Information Technology (IT), Medical 
Engineering (ME) and Management. 

Fig. 4. Technique using  Rule-based Long Short 
Term Memory (LSTM) [47]
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As shown in Fig. 4, the technique uses Rule-Based 
Long Short Term Memory classification to assess high-
er-level cognitive competency via short free text an-
swers. The results of the study are that the rule-based 
LSTM classification achieved a mean correlation of 0.80, 
0.88, 0.85 against test materials sets, Bloom’s Taxonomy 
levels and the academic domain, respectively. Whereas 
the benchmark results, Latent Semantic Analysis (LSA), 
show a mean correlation of 0.32, 0.332 and 039 against 
test material sets, Bloom’s Taxonomy levels, academic 
domain respectively. This is one example of how the 
Deep learning approach can reduce student failure 
rates in computer programming. 

6. CONCLUSION

In conclusion, based on the review of cognitive com-
petency assessment techniques and deep learning 
in cognitive competency assessment, this research is 
workable to help reduce of failure rate in the subject.  

As to date, there is no research in this field that ap-
plied deep learning. For now, there is only research on 
short free text answers [45].This study will concentrate 
on the Cognitive domain of Bloom’s Taxonomy, where 
we will evaluate student’s programming exercise in  C 
language programming. This research also covers both 
Higher-Order Thinking Skills and Lower-Order Thinking 
Skills. With this guideline, we can identify the student’s 
weakness and motivate the student to learn computer 
programming. By this research, the student and lectur-
er will able to identify the weaknesses at the early stage 
and this will help student to pass the subject. 
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