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Abstract – The utilization of social networks has experienced a substantial surge in the past decade, with individuals routinely 
exchanging and consuming personal data. This data, subject to analysis and utilization across diverse contexts, has spurred scholarly 
interest in discerning the personality traits of social network users. Personality, as an intrinsic characteristic, distinguishes individuals 
in terms of cognition, emotion, and behavior, thereby influencing social relationships and interactions. Among the extensively studied 
frameworks elucidating personality variance is the Five Factor Model, commonly referred to as the "Big Five," encompassing Openness, 
Conscientiousness, Extroversion, Agreeableness, and Neuroticism (OCEAN). Personality assessment holds practical utility across domains 
such as education, security, marketing, e-learning, healthcare, and personnel management. Prior investigations have demonstrated 
the feasibility of automatic text analysis in personality discernment. This paper introduces a multi-agent methodology grounded in 
semantic similarity metrics for personality trait recognition via automatic text analysis of Tweets. Our approach leverages WordNet and 
information content-based semantic similarity measures to analyze tweet content and classify users' personality traits. Experimental 
results demonstrate the effectiveness of our method, achieving a remarkable 96.28% accuracy in identifying personality traits from 
Tweets. This high success rate underscores the potential of our semantic analysis approach in accurately profiling social media users' 
personalities, offering valuable insights for various applications in behavioral analysis and personalized services.
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1.  INTRODUCTION

The utilization of social networking platforms on the 
internet has experienced a substantial surge over the 
past decade, with platforms like Facebook and Twit-
ter gaining widespread popularity for information dis-
semination and social interaction purposes. The online 
activities of users on these platforms offer valuable 
insights into their personalities, encompassing indi-
vidual differences in cognition, behavior, experiences, 
emotions, opinions, and interests [1]. Understanding 
personality entails grasping how various aspects of an 
individual coalesce into a cohesive whole, representing 

a blend of characteristics and behaviors across diverse 
situations [2]. Moreover, personality plays a pivotal role 
in influencing decision-making processes across vari-
ous domains [3]. It significantly impacts interpersonal 
interactions, relationships, and one's immediate sur-
roundings, showcasing relevance in diverse contexts 
such as job satisfaction, professional success, and user 
preferences [4].

Personality delineation holds significance in numer-
ous processes, including personnel recruitment, digital 
marketing, psychological interventions, educational 
mentoring, teaching methodologies, and health ad-
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visory services. Hence, several applications stand to 
benefit from insights into personality traits, prompting 
organizational interest in profiling individuals' person-
alities. The existing literature presents a multitude of 
approaches to personality identification [5-7]. How-
ever, a common issue arises when these approaches 
overlook semantic similarity metrics, which are crucial 
for achieving concrete results in text-based semantic 
comparisons. Incorporating semantic similarity mea-
sures into personality identification frameworks is im-
perative for enhancing the accuracy and reliability of 
personality assessments based on textual data.

This article introduces a multi-agent system designed 
to analyze messages from social networking platforms 
and extract personality traits of Internet users utilizing 
semantic similarity measures. The methodology em-
ployed in this approach is grounded in the "Big Five" 
factor theory [8], which is currently the most widely 
acknowledged personality model within the scientific 
community. The Big Five model has gained promi-
nence through numerous independent studies [9], cul-
minating in its widespread acceptance and adoption as 
a comprehensive model for understanding personality 
traits [10-11].

2. STATE OF THE ART

The field of personality recognition has experienced 
a notable increase in research activity over recent years 
[12-13]. The pervasive presence of social media plat-
forms has incentivized researchers to leverage these 
platforms for valuable insights that can aid in personal-
ity prediction. Numerous studies have highlighted the 
correlation between personality traits and online be-
havior [14-15]. Quercia et al. [16] were among the pio-
neers in investigating the association between person-
ality traits and Twitter usage. They proposed a model 
capable of accurately inferring user personalities based 
solely on three publicly available metrics from profiles: 
followers, following, and listed counts. Similarly, Jusu-
pova et al. [17] utilized demographic and social activity 
data to predict personalities, particularly focusing on 
children.

Liu et al. [18] introduced a deep learning approach to 
construct hierarchical systems for word and sentence 
representations, enabling the inference of user per-
sonalities across three languages: English, Italian, and 
Spanish. Van de Ven et al. [19] conducted analyses us-
ing LinkedIn, a platform primarily used for job-related 
decision-making, and found notable correlations with 
personality traits, particularly Extraversion. Further-
more, YouYou et al. [20] demonstrated the potential 
for computerized assessments to surpass human judg-
ments in accuracy, particularly when sufficient data 
are available, surpassing judgments made by friends, 
spouses, and even individuals themselves.

3. BIG FIVE MODEL

The Five Factor Model of personality is a cornerstone 
in psychological research [21-23]. These factors are not 
theoretically derived but have been empirically identi-
fied through natural language analyses and psycholog-
ical assessments, aiming to capture personality traits 
independently while providing a comprehensive de-
scription of personality. The five primary traits, known 
as OCEAN [24], are as follows:

•	 Openness: Individuals scoring high on Openness 
exhibit a penchant for learning new things and 
embracing novel experiences. This trait encom-
passes qualities like insightfulness, imagination, 
and diverse interests.

•	 Conscientiousness: Those with high conscientious-
ness levels are characterized by reliability and punc-
tuality. Traits associated with Conscientiousness in-
clude organization, methodicalness, and rigor.

•	 Extroversion: Extroverts derive energy from social 
interactions, contrasting with introverts who draw 
energy from within. Extroversion involves traits 
such as dynamism, talkativeness, and assertive-
ness.

•	 Agreeableness: Individuals high in Agreeableness 
display friendliness, cooperativeness, and compas-
sion. Conversely, lower scores in Agreeableness 
may indicate a more distant demeanor. Traits asso-
ciated with Agreeableness include kindness, affec-
tion, and sympathy.

•	 Neuroticism: Also known as emotional stabil-
ity, Neuroticism refers to an individual's emotional 
steadiness and the presence of negative emotions. 
High Neuroticism scores are often associated with 
emotional instability and heightened negative 
emotions. Traits linked to Neuroticism include 
moodiness and tenseness.

4. PROPOSED APPROACH

The proposed methodology involves automatic anal-
ysis of tweet content to determine the personalities of 
individual Internet users. The primary challenge lies in 
identifying the personality traits of Twitter users through 
automated semantic analysis of tweet content. Each 
tweet undergoes a sequence of treatments [25].

This section outlines five major personality profiles 
that have been identified and characterized based on 
various criteria. Four treatments are executed to es-
tablish a profile. Initially, tweets are retrieved, followed 
by simplification through the removal of unnecessary 
information as the second treatment. The third treat-
ment involves linguistic analysis for word normaliza-
tion, while the fourth treatment entails semantic analy-
sis of tweets to ascertain a profile based on the Big Five 
personality traits for each user within the system. The 
architectural depiction of this process is illustrated in 
Fig. 1.
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Fig. 1. General architecture of the system

4.1. RECOVERY AGENT

Initially, a retrieval agent employing the Tweepy al-
gorithm [26] is utilized to extract tweets from Twitter 
and prepare them for subsequent processing steps. In 
our methodology, the first treatment applied to the 
tweet corpus involves correcting spelling and grammar 
errors. Such errors can significantly impact text analy-
sis, both for human comprehension and software algo-
rithms. A single misspelled word or sentence can dras-
tically alter the analysis outcomes. Spelling and gram-
mar correction is achieved using a dictionary corpus 
integrated with an algorithm that considers language 
variations, including verbal conjugations, nouns, and 
adjectives. This process involves comparing words in 
the tweets with the dictionary corpus, while also con-
sidering the context of sentences.

However, it's important to note that while the spell-
ing and grammar checker can be beneficial, it should 
not replace a thorough manual review for accuracy and 
precision.

4.2. FILTERING AGENT

Once the retrieval task is completed, the subsequent 
step involves filter processing to remove words that 
contribute little to the information conveyed in text 
messages. These words, termed "empty words," are au-
tomatically filtered out for each language [27].

The most commonly occurring words in a corpus 
typically belong to the category of empty grammatical 
words, also known as stop words. These include arti-
cles, prepositions, linking words, determiners, adverbs, 
indefinite adjectives, conjunctions, pronouns, and 
auxiliary verbs, among others [27]. While these words 
constitute a significant portion of the text, they do not 
significantly contribute to the overall meaning of the 
text as they are ubiquitous across all texts. As per Zipf's 
law [28], removing these empty words during corpus 
pre-processing streamlines the modeling and analysis 
process by saving time and reducing computational 
complexity.

4.3. LEMMATIzATION

After the filtering step, the message undergoes lin-
guistic analysis for word normalization, a process that 
involves transforming words into their canonical forms 
through stemming [29]. This normalization process 
leads to a notable reduction in the lexicon sample size 

[30]. Lemmatization rules are applied to various words 
in the corpus to unify morphological variants into a 
common form, such as converting verbs to their infini-
tive form and eliminating plural forms. Morphological 
variants of a word are grouped under the same lemma, 
allowing them to be treated as a single element (term 
or concept) during analysis. By reducing the total num-
ber of distinct terms, lemmatization contributes to sim-
plifying the complexity of the analyzed text, providing 
significant advantages to the system.

In many languages, words can exist in multiple forms. 
For instance, in French, the verb "marcher" may appear 
as "marche," "marchait," "marchent," or "marchaient." 
The base form "marcher," typically found in dictionar-
ies, is referred to as the lemma of the word. The combi-
nation of the base form with its grammatical properties 
is often termed the lexeme of the word.

4.4. CLASSIFICATION AGENT

The classification agent evaluates the semantic simi-
larity of a newly acquired tweet and identifies its cor-
responding personality category (openness, conscien-
tiousness, extroversion, agreeableness, and neuroti-
cism) based on the ratio of training tweets associated 
with each category.

4.4.1. Semantic similarity measure

 In various research domains like psychology, lin-
guistics, cognitive science, and artificial intelligence, 
assessing semantic similarity among words stands as a 
critical concern [31]. Semantic similarity, also known as 
semantic proximity, refers to a measure applied to a set 
of messages or terms, where the concept of distance 
between them is predicated on the similarity of their 
semantic meanings or contents [32]. Conversely, syn-
tactic similarity pertains to a different type of similarity 
that can be gauged based on the syntactic structures 
of terms.

Mathematical methodologies are employed to 
gauge the degree of semantic association between lin-
guistic units, concepts, or instances, through numeri-
cal representations. This quantification is achieved by 
comparing the information that underpins their mean-
ings or describes their essence. Topological similarity 
can be defined to estimate semantic similarity, utilizing 
ontologies to determine the distance between terms 
or concepts [33]. For instance, a basic metric for com-
paring concepts organized in a partially ordered set 
and depicted as nodes in a directed acyclic graph (e.g., 
a taxonomy) could be the shortest path connecting the 
two concept nodes.

Furthermore, semantic proximity among language 
units such as words and sentences can also be assessed 
using statistical techniques like vector space models to 
correlate words and textual contexts derived from an 
appropriate text corpus.
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4.4.2. Taxonomy 

The concept of semantic similarity is more narrowly 
focused compared to kinship or semantic relationship 
because the latter encompasses concepts like ant-
onymy and meronymy, whereas similarity does not. 
However, there is considerable interchangeability in 
the literature regarding these terms, including seman-
tic distance [34-35]. Fundamentally, semantic similar-
ity, semantic distance, and semantic proximity address 
the question: "How similar are terms A and B?" The re-
sponse to this query typically yields a numerical value 
between -1 and 1, or 0 and 1, where 1 signifies exceed-
ingly high similarity.

4.4.3. Measuring Topological Similarity

There are primarily two approaches for calculating 
topological similarity between ontological concepts:

- Edge-based approach: This approach utilizes edges 
and their types as the primary data source [36]. It fo-
cuses on the relationships represented by the edges 
connecting different concepts within the ontology.

- Information content approach: In contrast, the in-
formation content approach relies on nodes and their 
properties as the main data sources [37-38]. It places 
emphasis on the inherent characteristics and attributes 
associated with each node or concept in the ontology.

These approaches offer distinct methodologies for 
evaluating topological similarity within ontological 
structures, with each approach leveraging different as-
pects of the ontology's structure and content.

4.4.4. Semantic similarity

Semantic similarity or semantic relationship refers 
to the measurement of closeness between terms or 
documents based on their meaning. There are two dis-
tinct methods for calculating semantic similarity. One 
method involves defining topological similarity using 
ontology to establish a distance metric between words. 
The other method relies on statistical techniques, such 
as the vector space model, to correlate words and their 
textual contexts extracted from a suitable text corpus. 
In this study, we concentrate on the first approach, 
utilizing the WordNet ontology for semantic similarity 
computation [39]. This approach computes similarity 
by considering the shared and distinct characteristics 
of objects as the basis for similarity assessment.

4.4.5. WordNet

WordNet is a lexical ontology designed for the Eng-
lish language, serving as a semantic network devel-
oped by Princeton University [40]. It structures lexical 
knowledge in a taxonomic hierarchy, comprising three 
separate databases: one for nouns, one for verbs, and 
one for adverbs and adjectives. Within WordNet, terms 
and concepts are organized into Synsets, which are 

lists of synonymous terms or concepts. The core com-
ponent of WordNet is the Synset, which gathers syn-
onyms associated with a specific concept. These Syn-
sets are interconnected through various relationships, 
such as hypernymy (type of ), meronymy (part of ), and 
antonymy (opposite word) [41].

Semantic similarity within WordNet can be computed 
using two main methods: path length and information 
content. The path length method calculates the num-
ber of nodes or relationships between nodes within the 
taxonomy. This method offers advantages as it is not 
reliant on the static distribution of the corpus or word 
distributions. In our study, we focus on two concepts, 
"relation" and "name," within the WordNet hierarchy. 
We utilize WordNet 2.1, which encompasses nine dis-
tinct name hierarchies. It's worth noting that in some 
instances, the path between two concepts may not 
exist in this version of WordNet (refer to Figure 2). To 
address this, we introduce a root node labeled "Entity" 
(refer to Fig. 2), encompassing all nine provided hierar-
chies within WordNet.

Fig. 2. Extract from the nominal hierarchy in 
WordNet [40].

4.4.6. Semantic similarity measurement 
 process 

The classification agent facilitates a comprehensive 
processing sequence, as depicted in Figure 3, for se-
mantic similarity computation. This process comprises 
three distinct phases:

•	 Phase 1: Temporary construction module.

•	 Phase 2: Semantic computation module.

•	 Phase 3: Semantic similarity measurement 
procedures.

In Phase 1, the temporary construction module sets 
the groundwork for subsequent semantic computa-
tions. Phase 2 involves the actual computation of se-
mantics, while Phase 3 encompasses procedures for 
measuring semantic similarity between entities.
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Fig. 3. Semantic Similarity Computation Diagram

•	 Phase 1: Term Construction Module

The primary goal of this module is to identify all 
words within the tweets that are present in WordNet 
and to establish the relationships between these words 
[42]. WordNet is leveraged to enhance the representa-
tion of text by incorporating a broader range of seman-
tic information. Specifically, this module utilizes the 
hypernyms provided by WordNet as valuable features 
for text analysis. Therefore, the module aims to extract 
all tweet words found in WordNet and ascertain the re-
lationships between these words based on the hyper-
nym relationships provided by WordNet.

•	 Phase 2: Semantic calculation module

Philip Resnik [42] and Sun Microsystems laboratories 
propose an alternative to pathfinding in semantic hier-
archies by introducing the concept of information con-
tent. The information content is a measure of specific-
ity assigned to each concept within a hierarchy based 
on evidence extracted from a corpus. A concept with 
high information content is considered highly specific, 
whereas concepts with low information content are as-
sociated with more general ideas. The information con-
tent of a concept is calculated by tallying its frequency 
in a large corpus, as well as the frequency of all sub-
ordinate concepts in the hierarchy. The probability of 
a concept is determined through maximum likelihood 
estimation, and its information content is derived from 
the negative logarithm of this probability.

Resnik's similarity measure establishes a semantic 
relationship between two concepts based on the ex-
tent of shared information between them. This shared 
information is determined by the information content 
of the least specific concept in the hierarchy that en-
compasses both concepts.

The similarity between words based on information 
content:

•	 Relies on the structure of the thesaurus.
•	 Improves the path-based approach by normal-

izing based on hierarchy depth.
•	 Represents the distance associated with each 

edge in the hierarchy.
•	 Integrates probabilistic information derived 

from a corpus.

The probability that a random word belongs to a 
concept is calculated as follows (Equation 1) [43]: 

p(c)=(∑ w ∈ w(c) count (w))/ N (1)

Here:

Words (c) represent the set of words subsumed by 
the concept c.

N is the total number of words in the corpus and the 
thesaurus.

P(root) = 1 since all words are subsumed by the root 
concept.

Furthermore, it's worth noting that the probability 
decreases as the concept descends lower in the hierar-
chy, reflecting the decreasing specificity and generality 
as we move down the hierarchy levels.

We need two more definitions:

1) Information Content of a Concept (IC(c)) [43]:

IC(c)=-log P(c) (2)

This equation represents the information content of a 
concept c based on the probability P(c) that a random 
word from the corpus belongs to the concept c. It quan-
tifies the specificity of the concept within the hierarchy.

2) Lowest Common Subsumer (LCS(c1, c2)) [43]:

The LCS(c1, c2) refers to the lowest node in the hier-
archy that serves as a hypernym of both concepts c1 
and c2. It denotes the most specific common ancestor 
shared by the two concepts.

3) Resnik Similarity Measurement (simResnik(c1, c2)) 
[43]:

simResnik (c1,c2) = -log P (LCS(c1,c2)) (3)

This equation calculates the Resnik similarity be-
tween concepts c1 and c2. It estimates the shared 
amount of information between the concepts by uti-
lizing the information content of their lowest common 
subsumer (LCS).

•	 Phase 3: Semantic similarity measures

Semantic vectors for T1 and T2 can be constructed 
using T statistics and corpus information. The process 
of deriving semantic vectors for T1 (Equation 4) can be 
described as follows:
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Given a word w, let us define [43]:

(4)

We obtain measurement values of semantic similar-
ity for Resnik between Tweet 1 and Tweet 2 (5) [43]:

Sim Resnik (T1,T2) =value 2 (5)

Tweets are comprised of words, hence it is rational to 
represent a Tweet using the words it contains. Unlike 
conventional methods that utilize pre-compiled word 
lists with numerous words, our approach dynamically 
constructs semantic vectors solely based on the Tweets 
being compared. Recent advancements in semantic 
analysis focus on automatically extracting semantic 
word vectors for sentences [40]. Given two Tweets T1 
and T2, a word set is formed with (Equation 6) [43]:

T=T1 ∪ T2 ={W1,W2,…..,Wn} (6)

The word set T encompasses all distinct words from 
T1 and T2. Inflectional morphology may lead to a word 
appearing in various forms within a message, each form 
having a specific meaning in a given context. Therefore, 
we consider the word form as it appears in the Tweet 
for our analysis.

5. EXPERIMENTS AND RESULTS 

The objective of this research is to automate the pro-
cess of identifying the personalities of Internet users 
by conducting a semantic analysis of their Tweets. To 
achieve this, we conducted a comparative study be-
tween human evaluation and the results produced by 
our model.

We performed experiments involving intuitive analy-
sis of Tweets from Internet users based on notes from 
a test corpus. Our focus was on both qualitative and 
quantitative analyses conducted with the input of 
three experts. We compiled a corpus of Tweets from 
a sample of 10 Internet users, each contributing 100 
Tweets to our dataset. The intuitive analysis of these 
Tweets included assigning a personality to each user 
and then identifying the language acts that contribute 
to determining the personality traits.

For the identification of personality traits, we utilized 
the MyPersonality database as the learning base for 
our system. This database served as the foundation for 
training our model to accurately classify and infer per-
sonality traits based on the semantic analysis of Tweets.

5.1. MYPERSONNALITY DATABASE

To test our approach, we utilize a dataset derived 
from the MyPersonality project. This dataset was curat-
ed for research purposes by David Stillwell and Michael 
Kosinski through a Facebook application designed to 
administer a personality test and gather diverse per-
sonal information and activities from the profiles of 
consenting Facebook users. The MyPersonality applica-

tion operated from 2007 to 2012, accumulating a sub-
stantial volume of data.

Our study is built upon a subset of the original 
MyPersonality dataset, which has been made publicly 
available [12]. This subset comprises 9913 English sta-
tus updates extracted from 250 users, with their identi-
ties anonymized. The dataset is further annotated with 
scores for personality traits and includes basic statistics 
describing the users' social networks.

5.2. TEST CORPUS

In order to have a suitable test base, more than 1.5 
million tweets were retrieved using Twitter's Tweepy al-
gorithm [25]; then 10 users were selected with at least 
100 tweets per person, the base is in CSV format and 
each line has 6 fields:

0 - the polarity of the Tweet 
1 - Tweet id  
2 - the date of the Tweet 
3 - the request. If there is no query, then this value is 
 NO_QUERY.
4 - the user who tweeted 
5 - the text of the Tweet
The text of the Tweets was compared with MyPer-

sonality learning base taking into account the seman-
tic similarity measure to extract personality traits more 
accurately.

5.3. EXECUTION RESULTS

The first set of results from the analysis on Tweets 
was monitored by 3 experts. Each expert analysis was 
done in two steps. The first step consisted of assigning 
a profile to each internet user according to their per-
sonality traits. The second step consisted of analyzing 
the Tweets exchanged by internet users. The experts 
were asked to classify the Tweets of internet users into 
five personality traits (Agreeableness, Conscientious-
ness, Extraversion, Neuroticism, and Openness) by ana-
lyzing their content, i.e. identifying the speech acts that 
characterize Tweets (see Table 1).

When the same Tweets are submitted between inter-
net users to the automatic analysis system that is pro-
posed, the results shown in Tables 1 and 2 are obtained, 
for the same internet users.

The analysis of these results in light of the character-
istics of the internet users' profiles allows associating 
a personality profile to each user. Seen the results of 
the semantic analysis to calculate the percentage of 
each personality type for the users JBnVFCLover78, five 
broad personality traits emerge: extraversion, agree-
ableness, openness, conscientiousness, and neuroti-
cism. However, by analyzing the resulting percentages 
of each personality, we find that the percentage of neu-
roticism personality is important and characterizes the 
personality of JBnVFCLover78.
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Twitter users Agreeableness Conscientiousness Extraversion Neuroticism Openness
User 1 29.15 % 16% 16.21 % 16.2 % 22.44 %

User 2 42.01 % 8.9 % 8.6 % 20.82 % 19.67 %

User 3 27% 11.4% 14.13 % 31.47 % 16%

User 4 10.54 % 18% 21.56 % 21.06% 28.84 %

User 5 27.17 % 7.05 % 37.22 % 20.8 % 7.76 %

User 6 65.75 % 15.27 % 3.98 % 13.15 % 1.85 %

User 7 4% 45.4 % 10.38 % 32.56 % 7.66 %

User 8 14.46 % 5.54 % 51.58 % 10.69 % 15.73 %

User 9 10.85 % 11.09 % 68.21 % 4.53 % 5.32 %

User 10 5.96% 6.15% 13.65 % 69.06 % 5.18 %

Table 1. Results of the intuitive analysis

The table below represents the results of running the system on the test corpus:

Twitter users Agreeableness Conscientiousness Extraversion Neuroticism Openness
User 1 34.33 % 14.91 % 13 0/0 17.93 % 19,83 %

User 2 46.41 % 4.57 % 10,11 % 22.22 % 16.69 %

User 3 31.62 % 0.68 % 12,42 % 33.51 % 21.77 %

User 4 06.12 % 24.56 % 17.26 16.22 % 35.84 %

User 5 33.08 % 09.00 % 46.62 % 20.00 % 6.57 %

User 6 60.15 % 12.14 % 05.98 % 17.73 % 04.00 %

User 7 07.56 % 51.12 % 07.00 % 28.00 % 06.32 %

User 8 11.00% 08.00 % 56.27 % 14.00 % 10.73 %

User 9 08.00 % 13.16 % 71.06 % 02.78 % 05.00 %

User 10 07.13 % 04.22 % 08.65 % 80.00 % 02.56 %

Table 2. Results of the execution of the system on the test corpus

Table 3. Comparison between analysis system and intuitive analysis

Twitter users Agreeableness Conscientiousness Extraversion Neuroticism Openness
User 1 94,82% 98,91% 96,79% 98,27% 97,39%

User 2 95,6% 95,67% 98,49% 98,6% 97,02%

User 3 95,38% 89,28% 98,29% 97,96% 94,23%

User 4 95,58% 93,44% 95,7% 95,16% 93%

User 5 94,09% 98,05% 90,6% 99,2% 98,81%

User 6 94,4% 96,87% 98% 95,42% 97,85%

User 7 96,44% 94,28% 96,62% 95,44% 98,66%

User 8 96,54% 97,54% 95,31% 96,69% 95%

User 9 97,15% 97,93% 97,15% 98,25% 99,68%

User 10 98,83% 98,07% 95% 89,06% 97,38%

Average 95,88% 96,00% 96,19% 96,40% 96,90%

Final result 96,28 %

Table 3 shows the margin of error between the in-
tuitive analysis of the expert and the system analysis. 
This error margin gives a confidence degree for results 
validation. A result of 100% means that the system is 
perfectly aligned with the human expert. In the ex-
ample below, from the intuitive analysis the internaut 

« Bigeny » emerges as an Agreeableness personality 
with 29,15% (see table 2) and 34,33 % according to the 
results of the system (see table 1). We have considered 
the result of the intuitive analysis expert as a reference; 
we can see that the error rate is 3.72 %.

Table 4. A comparison of the proposed approach with alternative methods.

Methode
Accuracy

Agreeableness Conscientiousness Extraversión Neuroticism Openness

Wang et al [44] 76.8 % 75% 85% 70% 79%

Zheng andWu [45] 65% 62% 71% 68% 70%

Xue et al [46] 78.57 % 77.20 % 82.35 % 83.08 % 79.55 %

BOW [47] 88.75 % 87.86 % 88.15 % 89.52 % 87.94 %

Skip-Vec [47] 88.81 % 88.19 % 88.39 % 89.71 % 88.27 %

Our method 95.88 % 96.00 % 96.19 % 96.40 % 96.90 %
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Fig. 4. Graphical representation comparing the proposed approach with alternative methods

The comparison results demonstrate that our method 
significantly outperforms other evaluated approaches, 
achieving an average precision of 96.28%. This excep-
tional performance is particularly evident in traits such 
as Openness and Neuroticism, showcasing its superior 
ability to capture nuanced textual cues associated with 
these personality dimensions.

In contrast, alternative methods exhibit varying levels 
of performance. Wang et al.'s use of graph convolutional 
networks for text encoding achieves an average preci-
sion of 77.16%, indicating moderate effectiveness [44]. 
Zheng and Wu's approach, employing semi-supervised 
learning on Facebook status data, shows a lower preci-
sion of 67.2%, suggesting limitations in leveraging social 
media for precise personality trait recognition [45].

Xue et al.'s method, which employs semantically-
enhanced sequential modeling, improves upon these 
results with an average precision of 80.15% [46]. This 
method excels particularly in traits like Agreeableness 
and Extraversion, highlighting its ability to capture 
contextual relationships within texts.

The Bag of Words (BOW) and Skip-Vec methods 
achieve average precisions of 88.44% and 88.64%, re-
spectively, demonstrating solid performance but still 
trailing behind our approach [47]. Skip-Vec slightly out-
performs BOW, likely due to its superior incorporation 
of contextual relationships [47].

Our method clearly surpasses others, demonstrating 
superior efficacy in personality trait recognition from 
texts. These findings underscore the robustness and 
accuracy of our approach, even outperforming newer 
and more sophisticated techniques in the field.

6. CONCLUSION AND PERSPECTIVES:

Personality traits significantly influence decision-
making processes, interpersonal interactions, and indi-
vidual success. Understanding people's personalities is 
essential for various applications, such as job candidate 
selection, targeted marketing, and security measures. 
Our study focused on detecting personality traits by 
analyzing Tweets using semantic similarity measures 
and a learning base grounded in the Big Five model. 
The experimental results demonstrated a high accu-
racy rate of 96.28% in identifying personality traits, un-
derscoring the potential of our approach in accurately 
profiling social media users' personalities.

We have incorporated recent literature to contex-
tualize our findings, highlighting the alignment and 
relevance of our methodology with current research 
trends in automated personality detection. The inte-
gration of semantic similarity measures, particularly 
using WordNet and information content-based similar-
ity measures, played a crucial role in enhancing the ac-
curacy and reliability of personality assessments based 
on textual data.

Future work will focus on improving the system's ex-
ecution time and expanding the test base to include 
more comprehensive user information. Additionally, 
we plan to explore the use of deep learning methods 
and generative AI to further optimize the accuracy of 
personality trait detection. By incorporating advanced 
new techniques, we aim to enhance the robustness 
and applicability of automated personality profiling in 
various domains.
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