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Abstract – Human emotion recognition has many real-time applications in healthcare and psychology domains. Due to the 
widespread usage of smartphones, large volumes of video content are being produced. A video can have both audio and video 
frames in the form of images. With the advancements in Artificial Intelligence (AI), there has been significant improvement in the 
development of computer vision applications.Accuracy in recognizing human emotions from given audio-visual content is a very 
challenging problem. However, with the improvements in deep learning techniques,analyzing audio-visual content towards emotion 
recognition is possible. The existing deep learning methods focused on audio content or video frames for emotion recognition. An 
integrated approach consisting of audio and video frames in a single framework is needed to leverage efficiency. This paper proposes 
a deep learning framework with specific optimizations for facial expression and emotion recognition from videos. We proposed an 
algorithm, Learning Human Emotion Recognition (LbHER), which exploits hybrid deep learning models that could process audio 
and video frames toward emotion recognition. Our empirical study with a benchmark dataset, IEMOCAP, has revealed that the 
proposed framework and the underlying algorithm could leverage state-of-the-art human emotion recognition. Our experimental 
results showed that the proposed algorithm outperformed many existing models with the highest average accuracy of 94.66%. Our 
framework can be integrated into existing computer vision applications to recognize emotions from videos automatically.
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1.  INTRODUCTION

Human emotion recognition is the skill of interper-
sonal relationships. Therefore, it has a vital role in day-
to-day communications. Humanscan intuitively under-
stand communication through text, audio, and facial 
expressions. The ability to recognize emotions depends 
on the level of perception. With the advancements in 
Artificial Intelligence (AI), there has been an increased 
number of computer vision applications used to solve 
problems in the real world. With the help of deep learn-

ing techniques, solutions are being provided for vari-
ous issues. Automatic recognition of human emotions 
is one of the challenging problems researchers have 
considered. However, recognizing emotions accurately 
is a problematic phenomenon. Many researchers con-
tributed to building deep learning models meant for 
emotion recognition. 

Profiled sentiment analysis is made possible by pro-
found learning advancements. The state of the art in AI 
facial expression recognition is reviewed in this study 
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[1]. Provided a wealth of user-generated material for 
studying emotions, it is made more accessiblefor rec-
ognizing emotions. A 72% accurate approach based 
on facial expressions is suggested for automated video 
subtitle annotation [2]. LLEC is a model used for emo-
tion cognition using entropy and similarity models on 
unlabeled data. Experiments show that enhanced LLEC 
significantly increases emotion recognition accuracy 
[3]. Deep reinforcement learning and algorithm opti-
mization are among the tasks that lie ahead. Emotion 
identification is enhanced by this end-to-end method 
without the need for human feature engineering. Up-
coming research will refine deep learning models for 
EEG-based emotion identification and enhance cross-
subject categorization [4]. It was observed from the 
literature that most of the existing works considered 
textual content or audio or video. There is a need for 
an integrated approach that considers audio and video 
information processing to efficiently recognize human 
emotions. The contributions in this paper are as follows.

1. We proposed a deep learning framework with spe-
cific optimizations for facial expression and emo-
tion recognition from videos. 

2. We proposed a Learning-based Human Emotion 
Recognition (LbHER) algorithm that exploits hybrid 
deep learning models that could process audio 
and video frames towards emotion recognition. 

3. Our empirical study, which used a prototype and the 
IEMOCAP benchmark dataset, has revealed the sig-
nificance of our hybrid deep learning methodology.

The remainder of the paper is structured as follows—
section 2 reviews prior worksabout human emotion 
recognition using deep learning models. Section 3 
presents our methodology for efficiently detecting hu-
man emotions using hybrid deep learning models. Sec-
tion 4 presents the results of our empirical study. Sec-
tion 5 discusses the research findings in this paper and 
provides the study's limitations. Section 6 concludes 
our research work, besides giving directions for future 
research.

2. RELATED WORK

Human emotion recognition is an important re-
search area that has attracted many researchers across 
the globe. Zhang et al. [1] profiled sentiment analysis 
is made possible by profound learning advancements. 
The state of the art in AI facial expression recognition 
is reviewed in this study. Villegas-Ch et al. [2] provided 
a wealth of user-generated material for the study of 
emotions. A 72% accurate approach based on facial 
expressions is suggested for automated video subtitle 
annotation. Casado et al. [3] presented LLEC for emo-
tion cognition using entropy and similarity models 
on unlabeled data. Experiments show that enhanced 
LLEC dramatically increases the accuracy of emotion 
recognition. Deep reinforcement learning and algo-
rithm optimization are among the tasks that lie ahead. 

Hassouneh et al. [4] used deep CNN for EEG emotional 
feature learning; the proposed technique outperforms 
conventional classifiers on the DEAP dataset by 3.58%. 
Emotion identification is enhanced by this end-to-end 
method without the need for human feature engineer-
ing. Upcoming research will refine deep learning mod-
els for EEG-based emotion identification and enhance 
cross-subject categorization. Pise et al. [5] recognized 
emotions thanks to recent developments in informa-
tion fusion and machine learning, especially when 
using EEG signals for accurate emotion detection. 
Building higher-dimensional emotion models and en-
hancing the techniques for classifying emotion-related 
datasets are examples of future studies. Patel et al. [6] 
evaluated student gestures to identify emotions and 
provide instantaneous feedback to enhance instruc-
tion. However, identifying nuanced emotions and deal-
ing with skewed data present hurdles for AI. Bazgir et al. 
[7] harmed by depression. It's critical to discover early. 
A new technique that shows promise for depression 
screening uses face recordings to extract physiological 
information. Anbarjafari et al. [8] used facial landmarks 
and EEG data; research focuses on real-time emotion 
identification for physically disabled people and chil-
dren with autism. Diamantini et al. [9] addressed the 
absence of online learning. The accuracy of the sug-
gested deep learning model for e-learning's face emo-
tion identification is enormous. 

Revina et al. [10] used EEG data, an emotion detec-
tion system was created, broken down into frequency 
bands, and then categorized using SVM with 91.3% ac-
curacy— Cimtay et al. [11] with compound emotions 
like happily-disgusted, affective computing improve-
ments in emotion recognition. The 50-category iCV-
MEFED dataset aids research. Kumar et al. [12] exam-
ined the phases, functionality, databases, and applica-
tions of FER approaches. Social communication relies 
heavily on Face Expression Recognition (FER).

Zulfiqar et al. [13], with 81.2% accuracy on LUMED-2 
and 91.5% accuracy on DEAP datasets, multimodal 
emotion recognition incorporates facial expressions, 
EEG, and GSR. Topic and Russo [14], automated face 
identification has become increasingly important with 
the growth of picture databases. The methods, diffi-
culties, and applications are covered in this overview. 
Chen et al. [15], with uses like biometric authentica-
tion and video monitoring, say that facial recognition 
is becoming increasingly important. The recognition 
accuracy of a CNN-based system is 98.76%. Song et al. 
[16] Because of noise, interpreting EEG signals for emo-
tions is complex. Deep learning, HOLO-FM, and TOPO-
FM improve the recognition of datasets. The approach 
could help the realms of medicine and authentication. 
Future objectives are to enhance cross-validation and 
add more features. 

Khan et al. [17] presented a method for recognizing 
emotions called the Multi-Modal Physiological Emo-
tion Database (MPED). A new A-LSTM technique en-
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hances emotion identification feature extraction. The 
database is open to the public for use in research. Chen 
et al. [18] presented face recognition smart glasses that 
help with security by providing a 98% detection rate to 
identify offenders using Haar-like characteristics. With 
immense accuracy, it uses Convolutional Neural Net-
works (CNN) for facial recognition. Parui et al. [19] pro-
posed an approach that combines linear reconstruc-
tion with FRI theory to represent pictures as piecewise 
smooth functions for single-image super-resolution. It 
is superior to current techniques. Zheng et al. [20] sug-
gested that the Emotion Meter achieves 85.11% accu-
racy in multimodal emotion identification by integrat-
ing EEG and ocular movements. EEG is best at cheerful, 
fearful eye movements. 

Qing et al. [21] presented a machine-learning ap-
proach to interpretable emotion identification from 
EEG data. Emotional activation curves utilizing entropy 
and correlation coefficients are suggested to improve 
emotion identification accuracy. Gandhi et al. [22] de-
pend heavily on sentiment analysis (SA) with both AI 
and NLP. Sentiment identification in text and videos 
is improved by Multimodal Sentiment Analysis (MSA), 
which is investigated in eleven fusion categories em-
ploying machine learning and deep learning. Sarkar 
and Etemad [23], by acquiring representations through 
pretext tasks, self-supervised deep multi-task learn-
ing improves ECG-based emotion identification and 
achieves state-of-the-art performance across datasets. 
Ayata et al. [24] presented a framework for music selec-
tion that enhances the functionality of current systems 
by utilizing wearable sensors to identify user moods. 
He et al. [25] presented a novel NIR-VIS facial image 
generation method that streamlines the procedure 
and raises the accuracy of HFR. 

Feng et al. [26] explained an automated technique 
that uses EDA signals to categorize children's emo-
tions. The dataset includes one hundred children's re-
cordings with annotations for acceptance, boredom, 
and joy. Comparatively speaking, time-frequency 
analysis with CMorlet wavelets enhances SVM clas-
sifier performance. Upcoming projects will focus on 
real-time processing and growing datasets to capture 
more diverse emotional patterns. Tolosana et al. [27] 
discussed the rise of lifelike fake content and looked at 
DeepFakes, datasets, facial modification methods, and 
benchmarks. Real-world detection poses obstacles, 
which has led to research on generalization and fu-
sion methods. Hazarika et al. [28] suggested employing 
pre-trained dialogue models to facilitate transfer learn-
ing for emotion identification in discussions. Experi-
ments demonstrate enhanced robustness and perfor-
mance—Baltrusaitiset al. [29] integrated data from sev-
eral senses, known as multimodal machine learning. In 
classifying the field's obstacles, this poll highlights the 
promise of co-learning. Davison et al. [30] presented 
a 3D HOG technique for micro-expression detection 
verified on the SAMM and CASME II datasets. It focuses 

on 26 FACS-based areas and performs better than cur-
rent techniques. Future efforts will focus on enhancing 
sensitivity and quickness. It was observed from the 
literature that most of the existing works considered 
textual content or audio or video. There is a need for 
an integrated approach that considers audio and video 
information processing to recognize human emotions 
efficiently.

3. PROPOSED FRAMEWORK

The section presents the proposed methodology, in-
cluding a deep learning-based framework, preprocess-
ing approaches, proposed algorithm, and evaluation 
methodology.

3.1. PROBLEM DEFINITION

If any given test video is provided, developing a deep 
learning-based framework that exploits audio and 
video frames with a hybrid deep learning approach 
toward automatic recognition of human emotions is a 
challenging problem.

3.2. OUR FRAMEWORK

As shown in Fig. 1, we proposed a deep learning-
based framework for human emotion recognition. The 
framework is based on supervised learning, exploiting 
hybrid learning models for emotion recognition from 
given video content. The given data set is subjected to 
pre-processing, which includes a specific methodol-
ogy, as illustrated in Section 3.3 and Section 3.4. After 
completion of pre-processing, the dataset is divided 
into training and test sets of 80% and 20%, respectively. 
The hybrid deep learning model proposed in this paper 
is trained with the training data. The model is persisted 
for future reuse and incremental learning or transfer 
learning. The saved model is loaded, and test samples 
will be subjected to emotion recognition. The experi-
mental results are then compared with the ground 
truth to evaluate the proposed framework.

The proposed framework is based on a hybrid deep 
learning approach considering multiple modalities 
while processing the video content. As illustrated in 
Fig. 2, the proposed framework exploits audio content 
and video frames from the given input video. From the 
audio content, an audio spectrogram is generated. The 
video frames and the audio spectrogram are used to 
train the hybrid deep learning model. The pre-trained 
hybrid deep learning model performs emotion rec-
ognition from a given test video. Since it is a super-
vised learning process, it includes training and testing 
phases. In the training phase, the hybrid deep learning 
model is trained with 80% of training data to gain the 
required knowledge. Any given test video is subjected 
to an emotion recognition process in the testing phase 
by considering both audio content and video frames. 
Eventually, the proposed framework can classify emo-
tions into happy, sad, angry, and neutral.
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Fig. 2. Illustrates the training and testing phases involved in the proposed framework

A benchmark dataset, IEMOCAP, contains labeled data 
meant for supervised learning. The dataset is divided 
into a labeled training set and an unlabeled test set. The 
labeled data is used to train the hybrid deep learning 
model, while the unlabeled data is used to test the pro-
posed hybrid deep learning model's performance.

3.3. PREPROCESSINg AUDIO DATA

The IEMOCAP data corpus comprises audio wave 
files of varying durations, each labeled with the honest 
emotion for the relevant time segment. IEMOCAP gen-
erates its audio waves at a 22 KHz sample rate. Using 
the librosa1 Python library and a 44KHz sample rate, 
the audio spectrogram is recovered from the WAV file. 
44 KHz sample rate was chosen because, according to 
the Nyquist-Shannon sampling theorem, the sampling 
frequency must be at least twice the signal frequency 
to recover the signal correctly. 20Hz to 20KHz is the fre-

quency range of the audio signal. Therefore, the most 
widely utilized sampling rate is 44 KHz. The spectro-
grams were created in two parts: the initial duration of 
the speech or emotion and divided into three-second 
halves. Data segmentation was also carried out both 
with and without noise removal. 

We used a bandpass filter ranging from 1Hz to 30KHz 
to eliminate the ambient noise. Work in [31] is also fol-
lowed by denoising, or noise cleaning, of the input 
audio stream for data augmentation. To ensure consis-
tency in noise level and frequency relative to other sig-
nal sections, noise is injected into sentence utterances 
lasting less than three seconds. The original audio sig-
nal was distorted when noise was introduced with a 
signal-to-noise ratio (SNR) of 1 throughout the signal 
duration. Zero padding was also experimented with 
to have a 3-second time scale. After that, the signal is 
denoised. We then denoise the resultant signal. To im-
prove prediction accuracy for each emotion, denoising 

Fig. 1. The proposed deep learning-based framework
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enhances the visibility of the input audio signal's fre-
quency, time scale, and amplitude components. Audio 
spectrograms are constructed using the same color 
bar intensity scale (+/- 60dB) to preserve the spectrum 
analysis's consistency that spans various emotional 
states. Normalization of data is comparable to this. The 
signal with the accurate information remains with a 
high power intensity or signal amplitude after denois-
ing. The power level of some places in the spectrogram 
is lower than that of the actual signal of interest. In 
contrast, some signal strength is seen across the time 
scale, which, throughout the time scale, a signal inten-
sity, that is, noise, is seen. The resulting spectrogram 
pictures have a pixel size of 200x300.

The cheerful emotion count is noticeably low, as 
can be seen. So, to get the final figure of 1600, we re-
peated the joyful data. The emotion count for fury was 
likewise replicated. The number of data points for the 
sad and neutral emotions was lowered to 1600 for 
each. The model is trained using a total of 6400 pho-
tos. Equilibrium data is essential for practical model 
training. To validate the model, 400 pictures repre-
senting each emotion are employed. The training set 
never contains the photos used for validation. Before 
realizing that including axis and scale may harm pre-
diction accuracy, we began using audio spectrograms 
with xy axis and colorbar scale. Rotation and cropping 
of the input audio spectrograms were done to see an 
improvement in class accuracy. Every picture was re-
duced to 200x300 pixels and cropped by 10 pixels at 
the top. This cropping is done to mimic a little shift in 
emotion frequency. Likewise, a +/-10-degree rotation 
was applied to every picture. This rotation modifies the 
time scale in addition to simulating frequency changes. 
The rotation was done to a minor degree of 10 degrees 
because augmenting data that affects the temporal 
scale is not preferable. After cropping and rotation, 
19200 total data points are included in the training set. 
Using both the original and data-augmented pictures 
for comparison, the model was trained independently. 
Images were not horizontally flipped since doing so 
would cause the timeframe to be flipped and simulate 
someone speaking backward, reducing the accuracy of 
the model's predictions.

Executing separate model training on an audio spec-
trogram with a complete duration of not only three 
seconds was necessary. The entire time length spectro-
gram was substituted for the provided 3-second audio 
spectrogram, preserving the data needed for balance. 
Approximately one hundred audio spectrograms were 
visually analyzed. The highest frequency found in all of 
these spectrograms was found to be around 8 KHz. This 
indicates that about 60% of the spectrogram picture is 
blue and contains no emotional information. Every sup-
plied audio spectrogram was scaled to 200 by 300 pixels 
after being 60% chopped from the top. If the frequency 
range is known beforehand, creating spectrograms with 
a defined frequency scale would be the best action.

3.4. PREPROCESSINg VIDEO DATA

We also performed video data pre-processing be-
cause part of our study involves creating a video model 
to evaluate where forecast accuracy of emotion iden-
tification might be improved. We first divided each 
video file into sentences using the same method as 
the audio files to handle the video data. This ensured 
that the video file we searched matched the specified 
audio spectrogram. Next, from each video avi file, we 
retrieved 20 pictures every 3 seconds, which matched 
the 3-second audio spectrum. Since the film has two 
performers, the frames were cropped to the appropri-
ate left or right to only include the actor whose emo-
tion was being captured. After that, we further cropped 
the video frames to hide the actor's head and face. The 
video frames have a final resolution of 60 x 100. One 
drawback of the dataset is that because the performers 
are not speaking directly to the camera in the film, it is 
impossible to see their entire facial expressions when it 
comes to a particular emotion. It was discovered that 
the computer was using more than 12GB of RAM to ex-
tract audio spectrograms and video frames. Computer 
crashes resulted from this. Each audio and video file 
was analyzed separately in batches to retrieve the data. 

3.5. PROPOSED HyBRID DEEP LEARNINg 
 METHOD

We proposed a hybrid deep learning model compris-
ing CNN+RNNto process audio content and enhanced 
3D CNN to process video frames. Our cross-entropy 
loss, expressed in Eq. 1,trains the model.

(1)

N denotes the total amount of data in the dataset, 
xc

n the accurate class score of the n-th data point, and, 
xj the class score of the jth input data points out of the 
n-th data. Because the cross entropy loss will only be 
minimal when the true class's score for a given data 
point is noticeably higher than the scores of all other 
classes, minimizing the loss will compel our model 
to learn the emotion-related features from the audio 
spectrogram. 

As seen in Fig. 3, our hybrid model is a two-stream 
network made up of two sub-networks, which was in-
spired by the work of [32]. We have selected to employ 
the best-performing audio model we have ever built, 
CNN + RNN since the first sub-network is the audio 
model. As the CNN+RNN model illustrates, it dumps 
the original output layer to get high-level properties 
of audio spectrograms. The second sub-network is the 
video model, which consists of two fully connected 
layers, three 3D max-pooling layers, and four 3D con-
volutional layers (3DCNN). Ultimately, the last layer 
of both sub-networks is joined together, succeeded 
by one displaying the output layer. Semi-supervised 
and supervised training are the two approaches we 
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RNN 128x2 

Linear 64 

Fully Connected 
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Class 1 
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Fig. 3. Proposed hybrid deep learning model for emotion recognition

use to train this model. We first pre-train our model 
for the semi-supervised training strategy using video 
frames and audio spectrograms from the same and 
distinct videos. As a result, the model is compelled to 
discover how a video's visual and aural components 
correlate. Three different kinds of inputs are used in the 
pre-training process: positive, where the audio spec-

trogram and video frames are from the same video; 
complicated negative, where the audio spectrogram 
and video frames are from different videos with differ-
ent emotions; and super hard harmful, where the audio 
spectrogram and video frames are from other videos 
with the same emotion. Contrastive loss, as expressed 
in Eq. 2, is the loss function we employ in pre-training.
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Where

The number N denotes the number of data points 
in the dataset; the variables represent the video and 
audio sub-networks fv, fa; if the video frames and au-
dio spectrogram are from the same movie, yn is one; if 
not, it is zero. The margin hyperparameter is denoted 
by η. When the audio spectrogram and video frames 
are from the same video, ‖fv (vn)- fa (an)‖2 should be 
tiny; otherwise, it should be significant. Thus, the audio 
and video models are driven to output identical values 
when their inputs are from the same video and highly 
different values not reducing the contrastive loss. This 
enables the model to understand how the same vid-
eo's audio and visual components relate. Supervised 
learning is performed on the pre-trained model follow-
ing pre-training. The output is the anticipated emotion, 
with the input being an audio spectrogram and video 
frames from a video.

3.6. PROPOSED ALgORITHM

We proposed an algorithm, Learning Human Emo-
tion Recognition (LbHER), which exploits hybrid deep 
learning models that could process audio and video 
frames toward emotion recognition.

Algorithm: Learning based Human Emotion Recogni-
tion (LbHER)

Input: IEMOCAP dataset D

Output: Emotion classification results R, performance 
statistics P

1. Begin

2. D'Preprocess()

3. (T1, T2)SplitData(D')

Training Phase

4. audiosgetAudio(T1)

5. spectrogramsGenerateSpectrogram(audios)

6. videoFramesgetVideoFrames(T1)

7. Configure hybrid DL model m (as in Fig. 3)

8. Compile m

9. m'TrainModel(spectrograms, videoFrames)

10. Save m'

Testing Phase

11. audiosgetAudio(T2)

12. spectrogramsGenerateSpectrogram(audios)

13. videoFramesgetVideoFrames(T2)

Algorithm 1. Learning-based Human Emotion 
Recognition (LbHER)

As presented in Algorithm 1, it takes IEMOCAP data-
set as input and performs human emotion recognition. 
The algorithm is designed to process audio-visual data 
to classify human emotions and provide performance 
statistics. The algorithm starts with preprocessing the 
IEMOCAP dataset (D), which is then split into training 
(T1) and testing (T2) sets. During the training phase, 
audio data from T1 is extracted and converted into 
spectrograms, while video frames are also obtained. 
A hybrid Deep Learning (DL) model (m) is configured, 
compiled, and trained using spectrograms and video 
frames. The trained model is then saved for later use. 
In the testing phase, audio from T2 is converted into 
spectrograms, and video frames are extracted. The 
saved model (m') is loaded, and emotions are recog-
nized using the test data and the model. The emotion 
recognition performance is evaluated against ground 
truth data, and the results (R) and the performance sta-
tistics (P) are displayed. The algorithm follows a struc-
tured approach to emotion recognition, leveraging au-
dio and video data to train a hybrid DL model, which is 
then used to classify emotions in new data. The output 
includes both the emotion classification results and 
performance statistics, indicating the effectiveness of 
the LbHER algorithm in recognizing human emotions 
from audio-visual cues.

3.7. PERFORMANCE EVALUATION 

Since we used a learning-based approach, metrics 
derived from the confusion matrix, shown in Fig. 4, 
evaluate our methodology. 

Fig. 4. Confusion matrix

(2) 14. Load m'

15. RRecognizeEmotions 
(spectrograms, videoFrames, m')

16. PEvaluate(R, ground truth)

17. Display R

18. Display P

19. End 
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Class Label Description

0 Happy

1 Anger

2 Sad

3 Neutral

Table 1. Class labels on the corresponding 
description

The hybrid deep learning model exploits a bench-
mark dataset named IEMOCAP for getting trained to-
wards automatic detection and classification of emo-
tion. The proposed model performs multi-class classi-
fication. The class labels and the description are given 
in Table 1.

Fig. 5. Original audio content

Fig. 5. presents the content of the original audio file associated with the given test video.

Fig. 6. Shows the spectrogram of the original audio file

As presented in Fig. 6, the given original audio file is converted to a spectrogram because the proposed hybrid 
deep learning model needs spectrogram input.

4. EXPERIMENTAL RESULTS

This section presents the experimental results of the 
proposed hybrid deep learning model, which automat-

Our method's predicted labels are compared with 
the ground truth based on the confusion matrix to 
arrive at performance statistics. Eq. 3 to Eq. 6 express 
metrics used in the performance evaluation.

(3)

(4)

(5)

(6)

The measures used for performance evaluation re-
sult in a value that lies between 0 and 1. These metrics 
are widely used in machine learning research.

ically recognizes human emotions from a given video. 
The proposed approach's novelty is that it considers 
both audio content and video frames from the given 
input video. 
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Fig. 7. Shows noise signal

As presented in Fig. 7, the noise signal associated with the given audio content is provided with visualization.

Fig. 8. Spectrogram of the audio with noise

The spectrogram of audio with noise is provided, as visualized in Fig. 8, to understand the data distribution in 
the form of the spectrogram.

Fig. 9. Illustrates threshold for mask (left) and filter for smoothing mask (right)
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Fig. 11. Shows recovered spectrogram

Fig. 12. shows the resultant confusion matrix 
reflecting the performance of the proposed model.

Table 2. Performance comparison

Model 

Accuracy (%)

90-10 
(Train-Test)

80-20  
(Train-Test)

70-30 
 (Train-Test)

CNN 0.8942 0.8895 0.8833

CNN+LSTM 0.9174 0.9124 0.906

CNN+RNN 0.9341 0.9293 0.9228

CNN+RNN+3DCNN 
(Proposed) 0.952 0.9472 0.9406

As presented in Fig. 9, the threshold for the mask is provided in terms of mean power of noise, standard power 
of noise, and a noise threshold by frequency besides the filter for smoothing the mask.

Fig. 10. Shows masked signal in terms of spectrogram

As presented in Fig. 10, the spectrogram of the 
masked signal is provided with visualization. It is the 

resultant spectrogram of the masked signal.

As presented in Fig. 12, the output of the proposed 
hybrid model for human emotion recognition is pre-
sented as a confusion matrix for different classes. It is 
the result of multiclass classification from which the 
model's accuracy is computed.

As presented in Fig. 11, the recovered spectrogram of the masked signal is provided with visualization.
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Table 2 shows that the proposed model's perfor-
mance is compared to many state-of-the-art deep 
learning models.

Fig. 13. Shows performance comparison among 
different models

As presented in Fig. 13, it is understood that differ-
ent deep learning models showed varied levels of 
performance in human emotion recognition from a 
given video. The baseline CNN model, CNN and LSTM 
hybrid model, and CNN and RNN hybrid model are the 
existing models compared with the proposed hybrid 
deep learning model, which comprises CNN, RNN, and 
enhanced CNN model. CNN model exhibited 88.90% 
average accuracy, CNN + LSTM 91.19% accuracy, and 
CNN + RNN hybrid 92.87%, while the proposed hybrid 
deep learning model exhibited the highest average 
accuracy with 94.66%. The results show that the pro-
posed hybrid model could perform better than existing 
and baseline CNN models.

5. DISCUSSION

Human emotion recognition has its utility in many re-
al-world applications. Particularly in healthcare and psy-
chology domains, it is essential to understand emotions 
to make well-informed decisions. Deep learning models 
are widely used in computer vision applications to per-
form various tasks. Since the proposed framework aims 
to recognize emotions from a given video, deep-learn-
ing models are preferred in this paper. However, from 
the empirical study, it was understood that deep learn-
ing models like CNN could help extract features from the 
input video but lack ability in multi-class classification. 

To overcome this problem, we proposed a hybrid deep 
learning model that exploits CNN, RNN, and enhanced 
CNN in this paper. The framework is designed in such a 
way that it makes use of both audio content and video 
frames from the given input. The CNN + RNN combina-
tion is used to extract features from audio content, while 
enhanced CNN is used to extract features from video 
frames. A fully connected layer is used to perform multi-
class classification. The empirical study shows that the 
proposed hybrid deep learning model could outperform 
many existing deep learning models in human emotion 
recognition. However, the proposed methodology has 
certain limitations, as discussed in Section 5.1.

5.1. LIMITATIONS

In this paper, the proposal framework has certain 
limitations. The framework comprises a hybrid deep 
learning model trained with a particular dataset. It is 
essential to use diversity in data to have generalized 
findings. This limitation must be overcome with di-
versified datasets to train the proposed hybrid deep 
learning model. Another significant limitation is that 
the proposed hybrid model needs further optimization 
with improved hyperparameter tuning strategies. The 
proposed framework can also be enhanced by intro-
ducing Generative Adversarial Network (GAN) architec-
ture suitable for human emotion recognition.

6. CONCLUSION AND FUTURE WORK 

We proposed a deep learning framework with spe-
cific optimizations for facial expression and emotion 
recognition from videos. We proposed an algorithm, 
Learning Human Emotion Recognition (LbHER), which 
exploits hybrid deep learning models that could pro-
cess audio and video frames toward emotion recogni-
tion. Our empirical study with a benchmark dataset, 
IEMOCAP, has revealed that the proposed framework 
and the underlying algorithm could leverage state-of-
the-art human emotion recognition. Our experimental 
results showed that the proposed algorithm outper-
formed many existing models with the highest average 
accuracy of 94.66%. In the future, we intend to improve 
our deep learning framework with a Generative Adver-
sarial Network (GAN) architecture. Another direction 
for future work is to investigate and evaluate our deep 
learning framework with multiple diversified datasets 
to generalize the findings.
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