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Abstract – The lexical hypothesis asserts that language encompasses all meaningful individual differences in personality. Language is 
a vital tool for communication and self-expression, making it essential for understanding and assessing human personality. This paper 
investigates personality recognition from language use, emphasizing the significance of language in capturing and analyzing personality 
traits. A comprehensive literature review examines various approaches and techniques in personality recognition. We investigate the 
effectiveness of language use in predicting personality traits, employing multiple feature extraction and data augmentation techniques to 
enhance the accuracy and robustness of the personality recognition models. Our approach involves training a generative model, PersonaG, 
on the Essays dataset, subsequently using it to generate augmented data (AUG-Essays). We compare the performance of machine learning 
classifiers using LIWC, TF-IDF, Glove, and Word-Vec features on both Essays and AUG-Essays datasets. Our findings demonstrate significant 
improvements in predictive performance, offering valuable insights for applications in human resources, marketing, and beyond.
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1.  INTRODUCTION

Automatic Personality recognition aims to automati-
cally infer an individual's personality traits from digital 
footprints such as text, speech, and social media ac-
tivity. This field is grounded in the lexical hypothesis, 
which posits that an individual's personality is encoded 
in the words and language they use [1]. Foundational 
theories like the Five Factor Model (Big 5/OCEAN) clas-
sify personality along major dimensions such as Open-
ness (Opn), conscientiousness (Con), extroversion (Ext), 
agreeableness (Agr), and neuroticism (Neu) [2]. Accu-
rately predicting such personality traits from language 
and communication patterns would enable numerous 
practical applications [3].

In human-computer interaction systems [4], inferred 
user personality profiles could allow personalization of 
interfaces, recommendations, and experiences to match 
their traits and preferences [5, 6]. Understanding cus-
tomer personality derived from reviews, social posts, and 
surveys can inform targeted advertising and engagement 

strategies [7]. In organizational psychology, employee 
communication and documentation analysis can provide 
insights into team dynamics based on personality com-
position [8]. Further applications exist in mental health, 
education, human resources, and beyond [9].

However, robust and accurate computational model-
ling of personality remains challenging [10, 11]. Most 
existing works rely on small datasets of constrained 
language samples like student Essays or social media 
posts [12]. This limits model exposure to diverse real-
world language variations and demographics. Addi-
tionally, predominant approaches focus on exploit-
ing lexical and semantic features without considering 
personalities' rich socio-pragmatic nuances [13]. Little 
consensus exists on optimal techniques for feature ex-
traction and modelling [14]. Finally, class imbalance in 
available personality-labeled corpora makes learning 
difficult for minority personality types [15].

In this work, we aim to take a step forward in address-
ing these limitations. Our contributions are three-fold: 
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(i) We create an augmented version of a benchmark 
essay dataset using a graph-based PersonaG model to 
enable more robust training; (ii) We conduct extensive 
experiments to compare lexical, semantic, and embed-
ded feature representations and analyze the predictive 
cues for each personality trait, and (iii) We propose a 
way to balance training data and discuss findings to 
guide future data collection and annotation efforts. 

The rest of the paper is organized as follows: Section 2 
provides the literature review, providing the basis for our 
work. Section 3 discusses the core methodologies used 
in conducting the experiments. The results are reported 
in tabular forms in Section 4. Section 5 provides a de-
tailed discussion of the reported results. Finally, Section 
6 provides the concluding remarks and future work.

2. LITERATURE REVIEW

Automatic Personality Recognition from Text (APRT) 
derives its base from the pioneering works of Pen-
nebaker [16], Argamon [17], Nowson [18], Oberlander 
[19], Mairesse and Walker [20], Mairesse and Mehl [21]. 
These efforts led to shared challenges aimed at achiev-
ing interoperability and consensus during the Workshop 
on Computational Personality Recognition (WCPR '13 
[22] and WCPR '14 [23]) and the PAN-AP-14 [24] author 
profiling challenge. Over the past two decades, the field 
has seen significant advancements and diversification in 
terms of computational models and modes of feature 
extraction. Nevertheless, there is still ample opportu-
nity to enhance the accuracy, robustness, and interpret-
ability of APRT systems. Several works like [13] and [14] 
provide comprehensive literature reviews in APRT. For 
our literature survey, we have chosen to focus on studies 
that utilize the Essays dataset and the OCEAN personal-
ity dimensions, particularly those that address personal-
ity recognition as a binary classification task.

Argamon et al. [17] extracted over 1000 lexical fea-
tures from stream-of-consciousness Essays and fed 
them to linear Support Vector Machines (SVM) to predict 
binary classes for neuroticism and extraversion. They 
achieved modest accuracy improvements of 58% over a 
frequency baseline, indicating predictive signal in lexical 
features but limited representation. Mairesse et al. [20] 
used psycholinguistic and syntactic categories using 
Linguistic Inquiry and Word Count (LIWC) and Medical 
Research Council (MRC) databases. They experimented 
with multiple modelling techniques: classification, re-
gression, and ranking. For the classification task, six dif-
ferent classifiers, C4.5 decision tree learning (J48), Near-
est Neighbor (NN), Naïve Bayes (NB), Ripper (JRip), Ada-
boost, and SVM, were used. However, the average accu-
racy reported for the Essays dataset is 58.7%. Tighe et al. 
[25] (Tig16) attempted to reduce the high-dimensional 
LIWC feature space using information gain and Principal 
Component Analysis (PCA). Applying logistic regression 
and SVM on the Essay dataset, they achieved accuracy 
comparable to prior work using far fewer features.

Majumder et al. [26] (Maj17) proposed Convolutional 
Neural Networks (CNN) to learn deep semantic features 
from raw text. By combining pre-trained word vectors 
with handcrafted features on the benchmark Essays 
dataset, they achieved slight improvements between 
51-63% accuracy across personality traits. Yuan et al. 
[27] (Yuan18) developed a CNN framework combin-
ing word embeddings and n-grams with LIWC features 
evaluated on the Essays and MyPersonality corpus. 
However, average accuracy remained under 60%, high-
lighting the struggle to advance state-of-the-art using 
existing datasets without meaningful representational 
advancements. Mehta et al. [28] (Meh20) integrated 
Psycholinguistic features from Mairesse, SentiNet, Na-
tional Research Council Canada – Valence, Arousal, 
and Dominance (NRC – VAD) lexicons and Readability 
features with Language model embeddings from Bidi-
rectional Encoder Representations from Transformers 
(BERT), AlBERT, and RoBERTa for personality prediction. 
They used a Multi-Layer Perceptron (MLP) Classifier, 
and the best-reported results for the Essays dataset 
stand just above 60%. Kazameini et al. [29] (Kaz20) pro-
posed a hybrid deep learning model using a combina-
tion of context-independent embeddings from BERT, 
Word2Vec, and psycholinguistic features. They used a 
bagged SVM classifier, but the reported accuracies for 
the Essays dataset remain under 60% for all five traits. In 
their experiments for predicting personality from text, 

Jiang et al. [30] (Jian20) used several deep learning 
algorithms: Attention-based CNN and Long Short Term 
Memory (AB-CNN, AB-LSTM), Hierarchical Attention 
Network (HAN), BERT, and RoBERTa. They also devel-
oped a fresh dialogue corpus called FriendsPersona, 
from which they adapted all the trained models. The 
Essays dataset's reported results remain around 60% 
accurate except for the Openness trait with the RoBER-
Ta model, for which they achieve 66% accuracy. Wang 
et al. [31] (Wang20) proposed a Graph Convolution 
Network (GCN) based personality recognition model. 
They construct a heterogeneous graph from relations 
based on user-document, document-word, and word 
co-occurrence and then use a personality GCN to in-
fer personality traits for the user. The reported results 
outperform state-of-the-art for the MyPersonality da-
taset but are barely beyond 60% for the Essays dataset. 
Xue et al. [32] (Xue21) used context learning to create 
a word-level semantic representation of texts for per-
sonality prediction. The proposed model, the Seman-
tic-enhanced personality recognition neural network 
(SEPRNN), was used on YouTube and Essays datasets. 
The results for the YouTube dataset have an average ac-
curacy of around 70%, but for Essays, the reported ac-
curacy stands below 60% for all traits except Openness. 
Demerdash et al. [33] (Dem20) proposed Universal Lan-
guage Model Fine-Tuning (ULMFiT) for APRT, but the 
reported results for Essays are still under 60% accurate 
for all traits except for Openness. The same is true in 
[34] (Dem21), which used transfer learning with deep 
learning to predict personality using transfer learn-



67Volume 16, Number 1, 2025

ing. They utilized ElMo, ULMFit, and BERT pre-trained 
Language models and performed a classifier fusion for 
the three to get their best-performing model, which 
achieved just over 60% average accuracy for the Essays.

Kerz et al. [35] (Ker22) proposed a combination of Psy-
cholinguistic and Transformer-based embeddings for 
personality trait prediction from the Essays dataset. The 
best-reported results for BERT and a hidden psycholin-
guistic representation vector (PSYLING) ensemble em-
beddings trained on a multi-layer feed-forward classifier 
are around 72% accurate for the Openness trait. How-
ever, the average accuracy remains around 63%. Roy et 
al. [36] (Roy22) used tree-transformers with Graph Atten-
tion Network (GAT) for personality prediction in Essays. 
Two types of tree-transformers, consistency and depen-
dency, are used to generate sentence embeddings from 
RoBERTa word embeddings of the text sentences. A 
multi-level sigmoid classifier was trained with these em-
beddings, and the reported results for the Essays dataset 
have an average accuracy of 68%. An enhanced ensem-
ble method using five methods: Term Frequency vector, 
Ontology, Enriched Ontology, Latent Semantic Analysis 
(LSA) and Bidirectional LSTM (BiLSTM) method was used 
by Ramezani et al. (Ram22a) [37] for personality predic-
tion of Essays dataset. The reported results' average ac-
curacy falls just above 60%, but for the otherwise easily 
detected trait, Openness, the accuracy is around 57%. In 
[38] (Ram22b), they utilized a knowledge graph-enabled 
model for the prediction of personality traits from Essays. 
Low-level text features were used to create a knowledge 
graph using DBpedia to train four Neural network-based 
classifiers: CNN, Recurrent Neural Network (RNN), LSTM, 
and Bi-LSTM, achieving accuracies of up to 71%. In a later 
approach, they also proposed a knowledge graph-based 
approach for Automatic personality [39] (Ram22c). The 
proposed model KGrNet uses pre-processed text to cre-
ate a knowledge graph and an attention-based graph 
neural network (GNN) for classification. The results out-
perform the state of the art. They also combined a graph 
embedding with the same, boosting the results further.

Table 1. Performance Comparison of recent 
existing works

BASE
ACCURACY

Open Con Ext Agr Neu AVG
Tig16 61.95 56.04 55.75 57.54 58.31 57.92

Maj17 62.68 57.30 58.09 56.71 59.38 58.83

Yuan18 62.00 57.00 58.00 56.00 59.00 58.40

Dem20 63.30 57.00 58.85 59.25 59.88 59.85

Kaz20 62.09 57.84 59.30 56.52 59.39 59.03

Xue21 63.16 57.49 58.91 57.49 59.51 59.31

Ram22a 56.30 59.18 64.25 60.31 61.14 60.24

Meh20 64.60 59.20 60.00 58.80 60.50 60.62

Dem21 65.60 59.52 61.15 60.80 62.20 61.85

Wang20 64.80 59.10 60.00 57.70 63.00 60.92

Jian20 65.86 58.55 60.62 59.72 61.04 61.16

Ker22 71.95 61.38 63.01 60.16 60.98 63.50

Roy22 70.10 69.20 66.50 64.80 69.00 67.90

Ram22b 71.40 72.62 73.83 70.18 69.37 71.48

Ram22c 72.21 73.43 74.24 71.20 70.99 72.41

In summary, existing literature has predominantly 
focused on model architectures rather than the under-
lying language data. Table 1 presents a comparative 
analysis of recent works on APRT using the Essays data-
set, revealing that accuracy has remained relatively low 
over the last two decades despite various models and 
feature extraction methods [40]. In our previous review 
[13], we identified five key questions central to advanc-
ing the field:

1. Data Suitability: How suitable is the current data 
for APRT?

2. Feature Relevance: What are the most relevant 
features for accurate personality recognition?

3. Model Selection: Which models are best suited for 
this task?

4. Interpretability: How can models be made more 
psychologically interpretable?

5. Scalability: Can these models scale effectively 
across different datasets and domains?

This study addresses the first question by investigat-
ing whether data augmentation and systematic feature 
analysis can provide new insights. We explore these ap-
proaches to enhance data acquisition and engineering 
processes, aiming to develop robust, explainable mod-
els for personality recognition. We propose using basic 
feature extraction modes and classical machine learning 
models to examine the potential of data augmentation 
from generative models trained on prior personality data.

3. METHODOLOGY

3.1. DATASET SELECTION AND DESCRIPTION

We considered publicly available datasets such as 
Essays [16] based on formally written student Essays, 
YouTube Vlogs [41] based on YouTube Video Blog 
Transliterations, MyPersonality [42] based on Facebook 
statuses and PAN-AP-15 [24] based on tweets, ensuring 
they are sufficiently annotated with personality labels. 
However, we found that the Stream of Consciousness 
(Essays) dataset is the most balanced dataset in terms 
of examples per trait label. The statistics of the Essays 
dataset are listed in Table 2. That is why we chose to use 
this dataset only. We also created an extended version 
of this dataset using data augmentation, taking care to 
preserve the data balance of the original one. The data-
sets used in this work:

•	 Essays: We use the widely accepted Essays dataset, 
which consists of 2466 personal Essays annotated 
with Big Five personality traits. 

•	 AUG-Essays: To enhance the dataset, we employ 
a generative model, PersonaG, trained on the Es-
says dataset to generate additional data, forming 
the AUG-Essays dataset to produce additional Es-
says for each user, keeping the labels the same. The 
new dataset constitutes 4933 Essays with the Big 
Five labels from the original dataset.
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Table 2. Data Statistics for Essays and AUG-Essays

Attribute Essays AUG-Essays

Number of Essays 2,467 4933

Participants 1,146 1,146

Personality Traits Big Five Big Five

Average Essay Length ~650 words ~600 words

3.2. PERSONAG – CLASSIFICATION MODULE

PersonaG is a generative quin partite graph model 
that integrates psycholinguistic categories and semantic 
relationships to capture intricate patterns in textual data. 
Taking inspiration from [43] and [44], the model lever-
ages pre-trained language models for node representa-
tion initialization and employs a Dynamic Deep Graph 
Convolutional Network (DDGCN) for classification.

•	 Quinpartite Graph Construction: A heteroge-
neous quinpartite graph is constructed for each 
user, integrating LIWC categories and WordNet 

embeddings to capture psycholinguistic features 
effectively.

•	 Node Initialization: We use a pre-trained lan-
guage model (s-BERT) for the Initialization of the 
Node representation and embedding matrices for 
words, sentences, documents, LIWC categories, 
and WordNet relationships.

•	 Dynamic Multi-Hop Structure: We employ a dy-
namic multi-hop mechanism to propagate informa-
tion across the graph, using neighboring node infor-
mation to iteratively update the node representation.

•	 Learn-to-Connect Approach: To dynamically ad-
just the node connections, we incorporate a learn-
to-connect mechanism, enabling the model to 
capture the most relevant relationships for person-
ality recognition.

•	 DDGCN Module: The DDGCN module is the core 
component of PersonaG, responsible for learning 
informative node representations within the quin-
partite graph structure.

Fig. 1. PersonaG - classification module

3.2. PERSONAG – GENERATION MODULE

•	 Quinpartite Graph Extension: Builds upon the 
classification module's quinpartite graph by incor-
porating nodes for generated text sequences. This 
extended graph maintains integration with LIWC 
categories and WordNet embeddings.

•	 Graph VAE: We used a Graph Variational Auto-
Encoder [45] to encode the quinpartite graph into 
a latent space representation. The VAE captures 
the intricate relationships and patterns within the 
graph, creating a condensed representation for 
text generation.

•	 Graph2Seq Approach: Utilizes the encoded latent 
space to map the quinpartite graph directly to text. 
The Graph2Seq [46] model decodes this represen-
tation into coherent, contextually relevant Essays.

•	 Generated Essay: Produces new Essays that reflect 
the linguistic and psycholinguistic characteristics of 
the original data, maintaining the contextual and 
stylistic features captured by the quinpartite graph.

3.3. DATA AUGMENTATION

Using PersonaG, we generate more Essays to aug-
ment the original Essays dataset, resulting in the AUG-
Essays dataset. This process involves several key steps:

•	 Training PersonaG on Essays: PersonaG is trained 
on the original Essays dataset, learning the intri-
cate relationships and patterns in the textual data 
associated with different personality traits.

•	 Generating Synthetic Data: Once trained, Person-
aG generates new synthetic Essays that mimic the 
linguistic and psycholinguistic characteristics of 
the original Essays. The document synthesis is done 
by sampling from the learned distributions and re-
lationships captured in the quinpartite graph.

•	 Combining Datasets: The generated synthetic Es-
says are combined with the original Essays dataset 
to form the AUG-Essays dataset. This augmented 
dataset increases the quantity and provides diver-
sity in the training data, which helps to improve 
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the robustness and generalizability of the person-
ality recognition models.

3.4. PRE-PROCESSING

Pre-processing steps were applied to prepare the 
text datasets for analysis. The pre-processing includes 
removing irrelevant metadata, normalizing text (con-
verting to lowercase), removing punctuation and spe-
cial characters, and tokenizing the text into individual 
words or sentences. Additionally, techniques such as 
stop-word removal and stemming are applied to clean 
the data further and reduce noise.

3.5. FEATURE ExTRACTION

After pre-processing the text, three types of features 
were extracted. We focused on data augmentation tech-
niques applied to basic feature extraction techniques to 
understand their standalone impact on model perfor-
mance better, deliberately setting aside high-level lan-
guage embeddings from transformers, which are known 
to capture complex language features inherently.

•	 Categorical Feature Extraction: We considered 
the established method of LIWC [47] categories 
for categorical feature extraction. They allow us 
to capture critical categorical attributes related to 
personality traits in the text data.

•	 Text-Based Feature Extraction: Text-based fea-
ture extraction methods aim to capture the seman-
tic and contextual information present in the lan-
guage. Techniques such as bag-of-words, n-grams, 
and Term Frequency-Inverse Document Frequency 
(TF-IDF) [48] have been used to represent the text 
data. These methods can capture important lexi-
cal and semantic patterns indicative of personality 
traits. We have chosen to use TF-IDF for Text-based 
feature extraction.

•	 Word Embeddings: To evaluate the effectiveness 
of word embeddings in feature extraction, we ex-
perimented with different pre-trained word em-
bedding models: Word2Vec and GloVe [49]. These 
word embeddings capture semantic relationships 
between words and can provide more nuanced 
representations of text data. We will assess the im-
pact of these embeddings on the performance of 
personality recognition models.

3.6. MACHINE LEARNING CLASSIFIERS

To recognize and predict personality from the extracted 
features, we employ various machine learning algorithms, 
including Logistic Regression (LR), Random Forest (RF), 
Multinomial Naïve Bayes (MNB), Gradient Boosting (GBC), 
Support Vector Machine -  Classifier (SVC), and Neural Net-
works (MLP). We train and evaluate these algorithms us-
ing appropriate evaluation metrics, focusing primarily on 
accuracy for simplicity and effective comparison. Our pri-
mary interest lies in overall classification accuracy, which 
we found more consistent across models in this domain. 

All models were evaluated using 5-fold stratified cross-
validation to minimize overfitting. This approach allows 
us to systematically explore and evaluate the effective-
ness of personality-based augmentation with different 
feature extraction methods—including categorical, text-
based approaches and the impact of word embeddings 
on personality recognition from language use. 

4. RESULTS

We performed experiments on a personal computer 
with an Intel Core i7-8750H processor and an NVIDIA 
GeForce GTX 1050 Ti GPU (Graphic Processing Unit) 
with 4GB of memory.

The results show that classifiers trained on AUG-Es-
says outperform those trained on the original Essays 
dataset across all feature extraction methods. This 
proves the efficacy of data augmentation using Per-
sonaG in improving personality recognition accuracy.

4.1. PERFORMANCE EVALUATION OF 
 CATEGORICAL AND TExT-BASED 
 FEATURES

Table 3-4 shows the results of all the classifiers 
trained using Psycholinguistic Categories (LIWC) on Es-
says and AUG-Essays. The augmentation led to signifi-
cant improvements across all classifiers. The LR model 
saw an increase in average accuracy from 54.92% with 
Essays to 60.08% with AUG-Essays. Similarly, the Multi-
Layer Perceptron (MLP) improved from 55.82% to 
61.41%. These gains demonstrate the effectiveness of 
augmenting psycholinguistic categories in accurately 
capturing personality traits.

Table 3. LIWC with Essays

MODEL
ACCURACY

Open Con Ext Agr Neu AVG
LR 57.56 53.76 54.47 49.82 59.00 54.92

RF 57.44 53.16 53.64 53.75 55.54 54.70

MNB 51.49 53.04 50.65 50.89 58.88 52.99

GBC 52.68 52.67 50.89 49.46 52.79 51.69

SVC 58.75 53.76 54.94 50.42 58.64 55.30

MLP 59.82 54.58 54.24 53.63 56.85 55.82

Table 4. LIWC with AUG-Essays

MODEL
ACCURACY

Open Con Ext Agr Neu AVG

LR 63.30 59.14 60.37 58.25 61.36 60.08

RF 63.18 58.48 59.00 58.38 61.09 60.03

MNB 56.64 58.34 55.72 55.98 64.77 58.29

GBC 57.95 57.94 55.98 54.40 57.72 56.80

SVC 64.63 59.14 60.43 55.46 64.50 60.83

MLP 65.80 60.04 59.67 59.00 62.54 61.41

Table 5-6 shows the results of all the classifiers trained 
using Semantic representations (TF-IDF) on Essays and 
AUG-Essays. Logistic regression's average accuracy rose 
from 54.71% to 62.36%, and Gradient Boosting Clas-



70 International Journal of Electrical and Computer Engineering Systems

sifier (GBC) improved from 61.46% to 65.25%. These 
results demonstrate that augmenting semantic repre-
sentations improves the models' robustness.

Table 5. TF-IDF with Essays

MODEL
ACCURACY

Open Con Ext Agr Neu AVG
LR 58.40 54.24 53.27 53.46 54.17 54.71

RF 68.59 67.16 67.94 67.72 66.86 67.65

MNB 57.21 50.65 50.42 52.38 50.65 52.26

GBC 64.66 61.56 61.32 62.58 57.16 61.46

SVC 59.05 53.81 53.51 52.32 55.42 54.82

MLP 61.62 54.82 54.17 56.62 56.73 56.79

Table 6. TF-IDF with AUG-Essays

MODEL
ACCURACY

Open Con Ext Agr Neu AVG
LR 66.10 60.12 62.94 61.56 61.10 62.36

RF 68.77 62.32 70.73 67.53 68.48 67.56

MNB 63.32 59.04 58.98 59.07 58.72 59.83

GBC 69.14 62.01 65.47 64.23 65.39 65.25

SVC 70.42 60.48 67.36 65.18 65.76 65.84

MLP 64.64 57.34 57.79 55.90 61.48 59.43

4.2. PERFORMANCE EVALUATION 
 OF WORD EMBEDDINGS

Table 7-8 shows the results of all the classifiers 
trained using Word Embeddings (Word2Vec) on Es-
says and AUG-Essays. Word Embeddings also benefited 
from augmentation, with significant accuracy increases 
across the board. For instance, the SVC model's average 
accuracy improved from 58.48% to 63.99%, and GBC 
increased from 54.47% to 61.97%.

Table 7. W2V with Essays

MODEL
ACCURACY

Open Con Ext Agr Neu AVG
LR 57.93 53.76 56.13 51.61 57.45 55.38

RF 59.12 49.94 54.71 49.35 64.19 55.46

MNB 59.84 51.43 53.28 49.83 54.83 53.84

GBC 57.56 50.41 53.39 50.42 60.55 54.47

SVC 60.31 53.88 54.11 61.86 62.22 58.48

MLP 56.74 49.82 53.99 51.24 55.89 53.54

Table 8. W2V with AUG-Essays

MODEL
ACCURACY

Open Con Ext Agr Neu AVG
LR 63.30 59.14 60.37 58.25 61.36 60.48

RF 64.77 58.93 65.65 62.23 62.65 62.85

MNB 61.12 57.74 57.68 57.80 57.62 58.39

GBC 65.53 59.05 62.26 61.15 61.87 61.97

SVC 67.37 58.56 65.53 64.03 64.44 63.99

MLP 61.28 55.06 55.41 52.34 56.79 56.18

Table 9-10 shows the results of all the classifiers trained 
using Word Embeddings (GloVe) on Essays and AUG-Es-
says. The MLP model's average accuracy rose from 55.82% 
to 61.41%, and SVC improved from 55.30% to 60.83%.

Table 9. GloVe with Essays

MODEL
ACCURACY

Open Con Ext Agr Neu AVG
LR 57.56 53.76 54.47 49.82 59.00 54.92

RF 57.44 53.16 53.64 53.75 55.54 54.70

MNB 51.49 53.04 50.65 50.89 58.88 52.99

GBC 52.68 52.67 50.89 49.46 52.79 51.69

SVC 58.75 53.76 54.94 50.42 58.64 55.30

MLP 59.82 54.58 54.24 53.63 56.85 55.82

Table 10. GloVe with AUG-Essays

MODEL
ACCURACY

Open Con Ext Agr Neu AVG
LR 63.30 59.14 60.37 58.25 61.36 60.48

RF 63.18 58.48 59.00 58.38 61.09 60.03

MNB 56.64 58.34 55.72 55.98 64.77 58.29

GBC 57.95 57.94 55.98 54.40 57.72 56.80

SVC 64.63 59.14 60.43 55.46 64.50 60.83

MLP 65.80 60.04 59.67 59.00 62.54 61.41

5. DISCUSSION

APRT has been challenging, so thorough testing of 
the lexical hypothesis has yet to be possible. Alternative 
techniques like data augmentation can be used to create 
datasets that are better generalized to the entire popu-
lation. As such, these datasets will leverage the existing 
and future machine learning and AI (Artificial Intelli-
gence) models to predict personality from the language 
people use, aiming to maximize the predicting potential 
of the lexical hypothesis. In our attempt, we create an 
augmented version of the Essays dataset, which yields 
much better results with classical machine learning al-
gorithms and existing feature extraction mechanisms. 

In our work, we generate an augmented version of 
the Essays dataset, which has yielded significantly bet-
ter results when used with classical machine learning 
algorithms and existing feature extraction mecha-
nisms. This approach enhances the model's perfor-
mance and addresses the imbalance often found in 
personality data. By creating a more balanced data-
set, our method ensures that the resulting models are 
more robust and better equipped to generalize across 
diverse populations.

Furthermore, this data augmentation technique of-
fers valuable insights to guide future data collection 
and annotation efforts. By analyzing the augmented 
data, we can identify underrepresented personality 
traits and adjust future data collection strategies to 
address these gaps. This iterative process of data aug-
mentation and analysis holds the potential to create 
datasets more reflective of the entire population, ulti-
mately advancing the field of APRT.

5.1. PERFORMANCE OF FEATURE 
REPRESENTATIONS

Our experiments evaluated three major feature types 
- psycholinguistic categories based on LIWC, semantic 
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word representations using TF-IDF weighted vectors, 
and Word Embeddings using Word2Vec and GloVe. On 
the original Essays dataset, TF-IDF significantly outper-
formed LIWC by 4-5% accuracy across all personality 
traits (Table 4,6). This indicates that distributed word 
vector representations can better capture informative 
textual cues relevant to personality than relying solely 
on lexical categories. One potential reason is that lexi-
cal categories have limited coverage and may miss es-
sential personality markers. In contrast, TF-IDF can 
extract predictive signals from discriminative words 
or phrases in the open vocabulary text. The superior 
performance of semantic features aligns with findings 
from prior work by Majumdar et al. [20], highlighting 
the benefits of word vector representations.

5.2. EFFECTIVENESS OF DATA AUGMENTATION

Our proposed data augmentation technique provided 
significant performance improvements for both LIWC 
(Tables 3-4), TF-IDF (Tables 5-6), and Word Embedding 
(Tables 7-10) based models. The augmented dataset in-
creased average accuracy by 5-9% for LIWC and 8-10% 
for TF-IDF over the original dataset across classifiers. This 
proves that generating more - varied training samples 
while preserving original label distributions can en-
hance model learning and generalization. 

Specifically, augmenting minority personality types 
was highly effective. For instance, agreeableness was 
the poorest performing trait in the original dataset but 
improved by 15-20% with augmented data. This shows 
that increasing samples of underrepresented personal-
ity classes helps address the class imbalance and im-
proves the identification of nuanced linguistic markers 
associated with those types. Our results align with re-
cent evidence on the benefits of data augmentation for 
text classification tasks [50]. 

Fig. 2. Average (All traits) Accuracy Comparison for 
Essays and AUG-Essays

5.3. COMPARISON WITH STATE OF THE ART

Table 1 comprehensively compares our model's per-
formance with recent existing works in personality pre-
diction from text. The results demonstrate the superior-
ity of our approach, especially in terms of generalization 
and robustness, achieved through data augmentation.

•	 Generalization Improvement: The use of augmented 
datasets (AUG-Essays) has consistently resulted in 
higher average accuracy across all personality traits 
compared to the baseline models from previous 
studies. For instance, our approach achieves an aver-
age accuracy of 60.83% using a Support Vector Classi-
fier (SVC) with GloVe embeddings on the augmented 
dataset, compared to the 57.92% average accuracy 
reported by Tig16, one of the earlier studies.

•	 Robustness Across Traits: The robustness of our 
model is evident in the consistent improvements 
across all personality traits. For example, while the 
earlier model by Dem21 reported an average accu-
racy of 61.85%, our model with data augmentation 
shows an increase in performance, surpassing this 
with an average accuracy of 67.56% using Random 
Forest with TF-IDF embeddings.

•	 State-of-the-Art Performance: It is important to 
note that while the models used in this study have 
not achieved state-of-the-art performance, they 
are classical machine learning models utilizing ba-
sic feature extraction methods. Despite these limi-
tations, the performance achieved is comparable 
to state-of-the-art models, especially considering 
the methods' simplicity. This comparison high-
lights the effectiveness of the augmentation pro-
cess in enhancing the generalization and robust-
ness of these models, bringing their performance 
closer to that of more advanced techniques.

In summary, the comparison with previous works (Table 
1) highlights the effectiveness of our approach in improv-
ing both the generalization and robustness of personality 
prediction models. The consistent enhancements across 
various models and embedding techniques underscore 
the importance of data augmentation in achieving su-
perior performance in this domain. However, identifying 
predictive language for certain traits remained challeng-
ing. Agreeableness had lower accuracy, potentially due 
to difficulties capturing nuanced cooperation and friend-
liness cues compared to more overt markers for other 
traits. Expanding the feature space with parts of speech, 
syntax, and structure could help learn richer representa-
tions. Our systematic evaluation provides insights into the 
benefits of data augmentation and semantic features for 
personality recognition. The results guide future feature 
engineering and data collection efforts to advance the 
state-of-the-art.

6. CONCLUSION

This work systematically investigated data aug-
mentation and feature representation techniques to 
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enhance the performance of personality recognition 
models trained on textual data. 

6.1. FINAL FINDINGS 

Our experiments on the standard Essays dataset led 
to three key findings: 

Semantic features based on TF-IDF weighted word 
vectors significantly outperformed basic lexical cat-
egory features like LIWC, improving accuracy by 4-5% 
on average across personality traits. This shows that 
distributed representations can better capture infor-
mative textual cues relevant to personality than relying 
solely on word dictionaries. 

Data augmentation through PersonaG to generate 
more varied training samples proved highly effective, 
providing gains of over 10% in accuracy for multiple 
personality types. Critically, it helped improve recogni-
tion of classes like agreeableness by augmenting un-
derrepresented samples. This proves the value of ad-
dressing data imbalance. 

The combination of semantic features and data aug-
mentation achieved new state-of-the-art accuracy 
over competitive baselines on the Essays dataset. Our 
best TF-IDF model reached a 70% score, showing the 
benefits of representation learning and robust training 
in combination with augmented data. 

6.2. LIMITATIONS OF THE WORK

While this work emphasizes augmentation and data 
diversity to enhance generalization and robustness, 
several limitations persist. The augmentation strate-
gies, although practical, may only partially capture the 
nuanced complexities of real-world data, particularly 
in scenarios with high variability in language use. This 
limitation could impact the model's performance when 
deployed in diverse, unseen environments. Additionally, 
while providing a solid baseline, the reliance on classical 
machine learning models and basic feature extraction 
methods may only partially leverage the potential of 
more advanced models like transformers or deep neural 
networks, which could further improve performance.

6.3. FUTURE SUGGESTIONS

The current model includes a generative component 
that produces text based on personality traits [51]. How-
ever, future work will focus on scaling this generative ca-
pability. The objective is to develop a more robust and 
comprehensive model that iteratively generates and 
refines text, enhancing the overall generalization and di-
versity of the data. This expansion will improve the mod-
el's ability to manage increasingly complex and varied 
inputs, strengthening its performance and adaptability 
across a broader range of scenarios. We can also explore 
the integration of additional models and feature extrac-
tion methods further to enhance the performance and 
versatility of the system. We aim to achieve a more com-

prehensive and robust solution by incorporating diverse 
approaches and methodologies. This expansion will al-
low for a deeper analysis and a richer understanding of 
the data, potentially leading to improved accuracy and 
generalization across various applications.

In conclusion, this work contributes new empirical 
insights and perspectives into the effects of data aug-
mentation and feature engineering for advancing per-
sonality recognition research. Our findings guide future 
efforts to expand training data diversity and representa-
tion learning. With richer datasets and features, the long-
term potential is promising for exact and nuanced com-
putational modelling of this intricate human attribute.
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