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Abstract – Internet of Things (IoT) applications in smart cities (SCs) rely on free-flow services streamlined by artificial intelligence 
(AI) paradigms. However, the nature of resource constraint prevails due to external infrastructure costs and energy-based allocations. 
Existing approaches to smart city resource distribution rely on static thresholds or reactive responses, which are not always sufficient. 
These approaches may limit system performance and scalability in dynamic IoT environments owing to increased energy consumption, 
postponed resource allocation, and frequent device failures. This article introduces a Concerted Resource Management (CRM) using the 
Leveled Reinforcement Training (LRT) method. The proposed method accurately identifies cost-complex and high energy-consuming 
sharing intervals based on service response time and device failure. The reinforcement learning and training concerts both energy and 
device incorporations for SC applications based on its demand. This process requires leveled training in resource management, from 
energy depletion to device activeness. The interrupted sessions are identified using resource allocation failures, and the active resources 
with optimal energy expenses are selected to pursue resource management. The training method thus identifies the demands based on 
independent or concerted resource allocations to mitigate the management constraints in an SC environment. This proposed method 
reduces the resource constraint-based waiting for allocations and allocation failures in any SC application services. Under the varying 
devices, the following is observed: Improvements: 9.1% (Allocation Rate), 10% (Device Detection), 11.88% (Constraint Mitigation—
Energy), 9.06% (Constraint Mitigation—Resource Allocation); Reduced: 8.01% (Allocation Failure), 9.64% (Waiting Time).
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1.  INTRODUCTION

Resource management is a process that ensures the 
network has all the required resources to complete or 
perform a task. RM is widely used in organizations to 
reduce unwanted difficulties in performing user tasks 
[1, 2]. IoT-based smart city environments are commonly 
implemented to enhance the overall performance level 
of the network [3, 4]. The analyzed data produces opti-
mal features for resource allocation in smart cities. The 
management framework improves the services' lifespan, 
maximizing the performance range of smart cities [5, 6]. 

IoT devices are advanced technology that increases 
the capability level of smart cities. IoT-enabled devices 
reduce smart cities' latency and energy consumption [7, 
8]. IoT devices provide various heterogeneous services 
to users, which enhances the feasibility and robustness 
of smart cities. IoT devices use wireless sensors, which 
reduces the energy consumption ratio when providing 
services to users. Wireless sensors collect the data from 
the base station, which minimizes the complexity of 
analyzing the necessity of the request [9, 10]. 

Many cities are embracing smart technology to build 
data-centric settings that can instantly analyze massive 
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amounts of data. City planners, traffic engineers, and 
resource allocators may all benefit from the insights 
provided by machine learning algorithms that study 
this data [11, 12]. The study's effectiveness in an ever-
changing Internet of Things (IoT) setting depended 
on Leveled Reinforcement Training's (LRT) hierarchical 
framework for smart city resource management. Learn-
ing rate tuning (LRT) allows for the progressive learn-
ing and adaptation of resource allocation choices in re-
sponse to changing demand and energy usage [13, 14]. 
The system may progressively enhance its decision-
making capabilities using LRT's multi-tiered learning 
technique. It starts with basic scenarios with low en-
ergy consumption and moves on to more complicated 
ones with high device activity and resource constraints. 
By adopting this tier-wise method, the system can pin-
point crucial stress points, including spikes in energy 
usage or device failures, and then prioritize managing 
available resources accordingly [15].

The RM process uses machine learning (ML) methods 
and techniques in smart cities. ML methods are mainly 
used to reduce the computational cost level in the RM 
process [16, 17]. The examined data produces optimal 
information for the RM process. The dataset analyzed 
minimizes the management process's latency and en-
ergy consumption ratio [18, 19]. This article introduces 
CRM using Leveled Reinforcement Training (LRT) to ad-
dress resource constraint issues due to flexible device 
features. LRT helps smart city resource management 
adapt to demand and energy consumption variations. 
This method proactively plans resources in response to 
energy availability and real-time device manipulation, 
reduces waiting times, and increases system efficiency, 
making it appropriate for the recommended system.

 The paper’s novelty is that this article discusses smart 
city resource optimization utilizing CRM based on lev-
eled Reinforcement Training. Our method dynamically 
distributes resources based on service demand and de-
vice performance to identify energy-intensive periods 
and prices. CRM optimizes IoT-based smart city services 
by monitoring energy usage and device failures. CRM 
is faster and eliminates resource allocation errors than 
previous methods.

Therefore, the research contributions are as follows:

•	 Design of a CRM method aiding less complex con-
straint mitigation for ease of sharing and alloca-
tion.

•	 The modification and implication of interrupt con-
sidered application services for SC environments.

•	 A comparative study will be conducted to validate 
the method’s performance using allocation, con-
straint, and time-based metrics.

This diagram shows one possible smart city resource 
management system based on reinforcement learning. 
A Smart City (SC) 's fundamental considerations are re-
source management and allocation. 

2. RELATED WORKS

Researchers in [20] created AACF, an application-cen-
tric framework for IoT powered smart city applications. 
AACF prioritizes user-friendly and adaptable IoT archi-
tectures, emphasizing robust quality of experience in 
real-time smart city applications. The method focuses 
on the flexible distribution of application services, con-
sidering both application state and longevity. The pro-
posed method enhanced the overall user experience 
in smart city applications. Alam et al. [21] devised an 
access control system for IoT devices in smart cities us-
ing blockchain and big data. Su et al. [22] suggested 
that smart cities use cloud computing and the IoT for 
information processing. The method provides help-
ful insights for future smart city development in the 
same context. To ensure uninterrupted smart services 
by balancing energy trade-offs between utility cost 
and consumption, Xiaoyi et al. [23] proposed a multi-
objective distributed dispatching algorithm (MODDA) 
for efficient green energy management in IoT-driven 
smart cities. Liu et al. [24] proposed a method for ef-
ficiently allocating edge computing resources in IoT-
based smart cities (MJOM). Zhang et al. [25] created 
an IoT green energy system for smart cities. The sug-
gested method plans and assesses the development of 
smart power systems, considering various on-site and 
off-site resources. Zhong et al. [26] proposed a method 
for environmentally friendly smart cities using Green 
IoT. CRM with LRT is a better and faster alternative to 
conventional resource management methods in smart 
cities. This method improves the system's overall speed 
and scalability, making it better manage the intricate 
IoT settings in smart cities today. Fawzy et al. [27] in-
troduced TPRUDF, a data-fusion framework for efficient 
resource utilization in smart environments leveraging 
the IoT. This method demonstrates a reduction in en-
ergy consumption and an improvement in throughput.

3. CONCERTED RESOURCE MANAGEMENT 
(CRM) USING THE LEVELED REINFORCEMENT 
TRAINING (LRT)

Real-world applications of the IoT include smart city 
traffic management systems that employ LRT to dis-
tribute resources optimally. Interconnected sensors 
and cameras monitor traffic. LRT examines energy 
consumption, traffic patterns, and traffic signal perfor-
mance when detecting congestion. The preliminary 
step is identifying the cost complex derived above ex-
pressed in Equation (1).

(1)

Calculating the complicated cost of resource man-
agement in a smart city setting. The number of de-
vices {d0,…dn}. and services sv, sc that are engaged in 
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distributing resources is one of the factors included 
in the calculation. The cost complex in IoT provides 
reliable smart city device sharing, and it is expressed 
as [(∏sc

(d0*sv))*(sc+it)]. IoT is initialized for the service-
oriented computation in the environment study. The 
scope of this is to forward the resources to the request-
ed devices in IoT, for this cost complexity is identified.

(2)

The high energy-consuming resources are observed, 
and the intervals are detected above (2). They depict an 
Equation (3) that deals with device failure inside an IoT 
framework and distributes resources to devices accord-
ing to their requirements. Before allocating resources, 
the system examines energy use and service demands 
to determine the most intricate cost possibilities. Iden-
tifying resources with high energy consumption and 
closely tracking them at certain points can improve 
the efficiency and reliability of smart city applications. 
Equation (3) detects the IoT services handling where 
the device management forwards the resources, which 
is θ. The symbol represents this management function 
θ, and the highlighted Equation (3) is concerned with 

(3)

The complexity occurring intervals are decided as 
presented in Fig. 1. This complexity is considered based 
on device cost (replacement and functional) and en-
ergy drain (for g') such that w' is nevertheless defaced 
(Fig. 1). Here, the processing step relies on the response 
time to analyse a particular method where concurrent 
detection is required. The second derivation states de-
vice failure, where resource management defines the 
constraints of energy devices. Energy-based device 
management provides artificial intelligence in a bet-
ter manner. By stating the same device request for the 
identical resource, then, the device failure occurs, and 
it is ∏it

(ey-g') +qe(sv). Based on this approach, the device 
failure is addressed in this derivation.

identifying IoT services that handle resource allocation 
via device management. It is essential for the effective 
administration of IoT services and optimizing resource 
sharing by deciding when devices send resources. The 
equation considers important variables such as reac-
tion time and device failures to determine the period 
and cash needed for resource sharing. Improved ser-
vice delivery in smart cities, managing resource limits, 
and navigating complicated IoT settings rely on the fol-
lowing equation.

(4)

Equation (4) expresses that incorporating energy and 
devices for the smart city application is based on de-
mand. Equation (4) combines smart city energy and de-
vice management for distributing resources based on 
demand. The real-time device failure handling and re-
source distribution are effective. This dynamic method 
boosts smart city reliability. 

3.1. REINFORCEMENT LEARNING FOR 
 CONSTRAINT ANALySIS 

It is a decision-making approach suitable for the spe-
cific situation and improves the reward function. 

Three phases of computation are pragmatic in this 
learning; the first is the input, which is the initial stage 
of acquiring the request from the device. 

In Equation (5), energy depletion is derived. Equa-
tion (5) calculates smart city energy depletion using 
resource allocation and forwarding time intervals. De-
mand and energy use are measured. This equation op-
timizes resource management in smart cities by reduc-
ing energy waste.

(5)

The level-based constraint representation is given 
below. The reinforcement learning states the active re-

 Fig. 1. Complexity Occurring Sharing Intervals
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In Equation (6), the allocation failure is examined. Al-
location failure (af) in Equation (6) happens when de-
mand exceeds supply, and a system cannot allocate re-
sources to a device. Resource depletion (v') is added to 
service and queuing times. The resource management 
system targets this failure to deliver continuous service 
at desired intervals. In Algorithm 1, the pseudo-code 
for af is presented.

Algorithm 1 af Detection

Step 1: for all dn do {
Step 2: Allocate sv and μ
Step 3: compute pa using equation (2b)
Step 4: if {pa>μ/sv } then
Step 5: Estimate lp using equation (3)
Step 6: while {df !=1} do
Step 7: Assign sv to dn ∀(dn*μ)=rm/ve 
Step 8: compute cr and g'
Step 9: if {cr<g' } then
Step 10: Assign a new dn in μ and Repeat 

 from Step 5 until rm/qe =1
Step 11: else if {cr>g' } then
Step 12: Repeat from Step 4

Hence, the allocation failure is observed in this part, 
and the session-based interruption is derived in the 
section below (Fig. 2):

(6)

(7)

As found in Equation (7), the allocation failure is ob-
served, and session-based interruption has been exam-
ined. In Equation (7), session-based interruption μ(ip) 
refers to service disruption caused by allocation failure 
af. When session resources are misallocated, this distur-
bance occurs. The Equation considers interruption time 
(ip) and resource depletion parameters to evaluate ser-
vice effects in IoT applications, especially smart cities. 
Thus, incorporating the service along with the energy 
and device faces the interruption of services to avoid 
this identification of resource allocation failure and ac-
tive resource is equated below.

(8)

Step 13: Update qe

Step 14: af=(qe+sv)
Step 15: End if
Step 16: End while
Step 17: lp=lv (ey)
Step 18: End if
Step 19: af=af-v^'
Step 20: End for

Fig. 2. Level-based Constraint Representation

As deliberated in Equation (8), resource allocation 
failure and active resources have been described. Con-
sider active resource equations and allocation failure to 
maximize resource distribution in dynamic situations 
like smart cities. They assist proactive management in 
sustaining service operations by predicting resource 
shortages and breakdowns. These equations effec-
tively detect active devices and energy use to scale 
systems and reduce waste. The training is introduced 
in this learning method, where demands are identified 
based on the independent or concerted resource allo-
cation. The derivation is expressed as follows.

(9)

As examined in Equation (9), concerted resource allo-
cation has been explored. The effective and coordinated 
distribution of resources across various devices is cru-
cial in dynamic contexts, such as smart cities, and this 
can only be achieved by concerted resource allocation. 
The system optimizes energy utilization, minimizes de-
lays, and eliminates competition for scarce resources by 
aligning allocation with real-time demand. Overall, this 
method prevents allocation errors and enhances system 

sponse where the device-based service is defined for 
the demand. The allocation failure is equated below.
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performance and scalability. This interconnection of lev-
els is discussed and equated to the below equation.

(10)

As discussed in Equation (10), interconnection levels 
are explained. A high degree of connectivity is crucial for 
the smooth operation of the many IoT devices in smart 
cities. With their help, extending resource management 

becomes simpler, allowing the system to react quicker 
to changes in real-time demand. 

The level of interconnection is based on this ap-
proach where the cost complex is involved for the ser-
vice forwarding for the allocation failure, and it is de-
scribed as lv. In this case, an interruption of service is as-
sociated with device failure, where training is involved 
for the processing levels. The learning process for lv(ey) 
is illustrated in Fig. 3.

Fig. 3. lv(ey) Learning Process

The equation below states the device failure:

(11)

As explored in Equation (10), device failure was calcu-
lated. After this, resource allocation is performed, and 
training levels are observed in the equations below.

(12)

(13)

Training level observation was derived as deliber-
ated in Equation (12) and Equation (13) performed for 
resource allocation. Before allocating resources, it is es-
sential to conduct training-level observations to iden-
tify and respond to evolving needs and performance 
measures. 

This procedure makes the system more adaptable to 
new circumstances, reduces delays, and guarantees ef-
ficient use of resources in smart city settings. The learn-
ing process for lv (ra) is illustrated in Fig. 4.

Fig. 4. Learning Process for lv(ra)

The learning process connected to levels is present-
ed as a pseudo-code in Algorithm 2.

Algorithm 2 Learning Process for Connected Levels

Input: pa, md

Step 1: for all pa md ∀ dn do
Step 2: compute μ(ip) using equation (4)  

 and perform α (ra)
Step 3: if {α(ra)!=(ap*ra/(tn(lv)))} then
Step 4: Estimate o using equation (1b)  

 and af using equation (3b)

Step 5: if {tn=ey} then
Step 6: Allocate md with dn such that (df+ap)=∑tn

Step 7: Update (ey, df )|(cr, o) ∀ df=1 in Step 6
Step 8: Perform tn for o and ap∈(cr,o)  

 until α(ra)=ap*ra/(tn(lv))
Step 9: Estimate rm ∀ pa under qe

Step 10: if {rm≥[qe-tn(lv)]} then
Step 11: Include lv(df) ∀ it (do), do ∈ md=Allocation 
Step 12: Update (pa=pa-v'/(tn (lv)))
Step 13: else
Step 14: lv (ra)=(df+tn) until tn=(ey+1) ∈ dn
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Step 15: Goto Step 3 for all pa=0 in tn(lv)
Step 16: End if
Step 17: Perform lp for lv (ey) and lv (ra) until rm=0
Step 18: End if
Step 19: End if
Step 20: End for

4. PERFORMANCE ASSESSMENT 

This article discusses layered reinforcement learning 
and its potential applications in coordinated resource 
management to ease SC service constraints. With limit-
ed energy and resource allocation, this concept took the 
big picture into account while managing SC resources. 
The approach first uncovered the intricate processing 
limitations based on energy to guarantee high device 
availability. Device availability and resource allocation 
concerns are associated with excessive energy usage 
and depletion. This section describes the performance 
of the proposed method through a comparative study. 
This section discusses comparative analysis based on 
resource allocation rate, active device detection, con-
straint mitigation, allocation failure, and allocation wait 
time. The number of devices (20 to 240) and the shar-
ing interval time (30s to 300s) are the X-variants consid-
ered. The proposed method is compared with MODDA 
[23], MJOM [24], and TPRUDF [27] methods discussed 
in the related works section. 

Table 1 shows the experimental setup.

Table 1. Experimental Setup

Parameters Description

Processor Intel core i7;3.5

Memory 16GB RAM

Storage 1 TB SSD

IoT Devices Raspberry Pi 4

Sensors Temperature, humidity, energy sensors

Network 5G

Operating System Ubuntu 20.04

Programming Language Python 3.8

Machine Learning Library TensorFlow

Reinforcement Learning OpenAI, stable baselines 3

Simulation environment MATLAB

Monitoring Tool Grafana

Blockchain Integration Hyperledger Fabric

Dataset Description: Turning the city into a "smart 
city" is the government's goal. The plan is to turn it into 
an intelligent and digital city to make services more 
efficient for the people. The administration is dealing 
with traffic as one of its challenges. Data scientists are 
contributing to improved municipal traffic manage-
ment and future infrastructure development. So, that 
we can plan accordingly for the next four months' 
worth of traffic at each of these intersections, the traffic 
data from many periods since the sensors at each junc-
tion were taking readings at various times. Some inter-
sections have supplied little or incomplete data, which Fig. 5 (a). Resource Allocation Rate for #Devices

further complicates matters and necessitates care in 
developing future predictions. According to data col-
lected over the last twenty months, the government 
depends on reliable traffic forecasts for the next four 
months. A bigger change is coming to the city, and ma-
chine learning algorithms will be the cornerstone of it. 
It will become smart and intelligent.

4.1. RESOURCE ALLOCATION RATE 
 COMPARISON 

The resource allocation rate for the proposed work in-
creases for the smart city where the demands are satis-
fied by the number of devices and constraints used to 
provide energy based on the levels of observation. The 
identification of the cost-complex is developed for the 
consuming sharing intervals, and it is represented as 
((((it*sc)/sv ))/(∑1/dn))*(((it+d0) ⁄ sv)/(dn*sc)). This processing 
step allocates resource management to the appropriate 
device based on reinforcement learning. Here, the high 
energy-consuming sharing intervals detect device fail-
ure in smart city applications. In this case, the incorpora-
tion of energy and device is examined for the interrupt 
sessions, and it is equated in Equation (2a). Device failure 
provides energy depletion and allocation failure, where-
as the cost complex provides the response time analysis. 
The incorporation rate in this work increases where the 
energy drop is detected, and based on this, resource al-
location is performed. The device failure is identified for 
the levels of observation where the output is trained in 
this session using reinforcement learning as shown in 
Fig. 5 (a) and (b). 

Fig. 5 (a) and (b) show that the proposed CRM method 
with LRT regulates the resource allocation rate by adapt-
ing the distribution of resources in real-time to patterns 
in energy consumption and device demand. It discovers 
energy-consuming periods and optimizes the sharing 
time by assessing service response times and likely de-
vice faults. This approach minimizes power consump-
tion during sharing times, adjusts to the requirements 
of various devices, continuously educates the system to 
deal with allocation mistakes, and allows for the efficient 
and timely allocation of resources to running devices.
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Fig. 5 (b). Resource Allocation Rate for Sharing 
Interval Time(s)

4.2. ACTIVE DEVICE DETECTION COMPARISON

In Fig. 6 (a) and (b), active device detection improved 
for the varying energy drop and resource allocation. 
Based on the request, the response time is observed 
and forwards the resource to the appropriate device 
on time. It states the alternative allocation where it pro-
vides the consuming and sharing intervals. Energy and 
devices are incorporated to state smart applications 
and provide resource management. The interruption 
is detected based on the forwarding interval and allo-

Fig. 6 (b). Active Device Detection for Sharing 
Interval Time(s)Fig. 6 (a). Active Device Detection for #Devices

Fig. 7 (a). Constraint Mitigation for Energy and Resources against #Devices

cates the resource to the device. In this case, an active 
device is detected to forward the resource in this pro-
cess, and the failure is reduced. 

Fig. 6 (a) and (b) express how tracking power utiliza-
tion and service response with the LRT during sharing 
times enhances active device recognition. It accurately 
detects active devices using real-time performance 
data, including energy utilization and demand fulfill-
ment. The technique ensures that only active session 
participants acquire resources by monitoring and re-
acting to each device's operating state. With dynamic 
detection, smart city resources may be dispersed more 
effectively between devices.

4.3. CONSTRAINT MITIGATION COMPARISON

The constraint mitigation is enhanced in this work; 
if device failure is detected, then the computation 
process is developed to detect whether the device is 
active or not. Resource management is developed in 
this IoT based on device activation, which provides 
service-based demands. The device failure occurs and 
observes whether any resource allocation is occurring. 
In terms of this method, the levels of observation take 
place for the constraint mitigation, and it is equated as 
d0*((θ+cr)/(∑(w')(lp+sc ))) and shown in Fig. 7 (a) and (b). 



190 International Journal of Electrical and Computer Engineering Systems

Fig 7 (b). Constraint Mitigation for Energy and Resources against Sharing Interval Time(s)

Fig. 7 (a) and (b) explain how to reduce limitations 
caused by various devices and sharing intervals. The 
suggested solution employs LRT to adapt resource 
management on the flight. 

4.4. ALLOCATION FAILURE COMPARISON

The allocation failure is due to the device failure, and a 
response is given to the identification method. This pro-
cessing case was developed for resource allocation and 
is based on the levels of observation. From these levels, 
the training is processed and meets the demands of ex-

amination in resource management. From this manage-
ment system, the n-number of devices is associated with 
energy consumption, and depletion is detected in this 
reinforcement learning. The learning estimates and de-
livers the smart city application for the high energy in 
this processing step. The active resource is forwarded 
to the end device that requests the resource, and it is 
termed concerted resource allocation or independent 
resource management. The level of interconnection is 
formulated as {af-lp}+((ap*g')/(α*oc))-it, from the process-
ing intervals and examines the device failure Fig. 8 (a) 
and (b).

Fig. 8 (a). Allocation Failure for #Devices Fig. 8 (b). Allocation Failure for Sharing Interval Time

Fig. 8 (a) and (b) explored the proposed LRT to solve 
allocation failure by anticipating and controlling re-
source requirements across devices and sharing dura-
tions. In the event of a failure caused by inadequate 
resources or high energy use, it identifies this immedi-
ately and modifies allocations appropriately. 

4.5. ALLOCATION WAIT TIME COMPARISON

In Fig. 9 (a) and (b), allocation wait time is reduced 
in this process, where energy depletion and allocation 
failure occur. Here, demand estimation is performed 
to detect the interruption of the session. The levels of 
interconnection are processed for resource allocation 
where the satisfaction of the demands. The service to 

the smart city is deployed in the IoT device and de-
tects depletion and allocation failure. In this process-
ing step, the incorporative state is used to identify the 
consuming sharing intervals, and it is represented as 
[(a_p+(i_p*p_a ))]. The training in the levels of inter-
connection is used to state the independent or con-
certed resource allocation in which the demands are 
satisfied. This allocation wait time is decreased if the 
active resource is forwarded to the requested device. 
Incorporating energy consumption provides an alter-
native allocation where demands are identified based 
on this computation process. Here, it states the device 
failure and reduces the waiting time. The wait time is 
observed, and the smart city application is provided 
with better resource forwarding.
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Fig. 9 (a). Allocation Failure for # Devices Fig. 9 (b). Allocation Failure Sharing Interval Time

Fig. 9 (a) and (b) deliberated that the suggested tech-
nique uses patterns of device activity and sharing in-
tervals to forecast resource demands and allocate them 
using LRT, reducing allocation wait time.

Table 2. Execution Time for Different Devices

MODDA TPRUDF MJOM CRM-LRT
20 0.418 0.324 0.554 0.326

40 0.581 0.538 0.464 0.526

60 0.524 0.479 0.656 0.313

80 0.289 0.335 0.614 0.346

100 0.656 0.417 0.452 0.323

120 0.549 0.584 0.413 0.419

140 0.442 0.611 0.804 0.333

160 0.534 0.643 0.721 0.526

180 0.554 0.698 0.821 0.418

200 0.587 0.624 0.522 0.581

220 0.602 0.587 0.513 0.524

240 0.624 0.673 0.818 0.326

The Leveled Reinforcement Training (LRT) approach, 
which the suggested CRM method employs to opti-
mize resource allocation in response to changing ser-
vice needs and device statuses in real-time, improves 
execution time. In contrast to more conventional ap-
proaches, CRM anticipates and resolves device failures 
and high-cost, energy-intensive sharing periods. This 
proactive method expedites service execution by mini-
mizing delays caused by resource restrictions.

Table 3. Memory Usage for Different Devices

Number of Devices MODDA TPRUDF MJOM CRM-LRT

20 0.503 0.718 0.599 0.478

40 0.51 0.704 0.587 0.464

60 0.529 0.69 0.566 0.45

80 0.532 0.68 0.559 0.44

100 0.548 0.678 0.543 0.438

120 0.555 0.658 0.532 0.428

140 0.562 0.647 0.522 0.417

160 0.577 0.639 0.50 0.409

180 0.587 0.625 0.491 0.395

200 0.593 0.605 0.481 0.386

220 0.553 0.625 0.491 0.395

240 0.544 0.605 0.481 0.386

The suggested CRM technique decreases memory 
utilization by enhancing resource management via re-
inforcement learning and selective allocation. Instead 
of continuously storing and processing data for all smart 
city devices and services, the CRM technique prioritizes 
data points with significant energy and cost consump-
tion. By recognizing and handling these crucial periods, 
the system may reduce the processing and storage 
of unnecessary or redundant data. Leveled Reinforce-
ment Training (LRT) also allows the approach to adjust 
resource allocation in real-time in reaction to demand, 
which might reduce the need to retain vast volumes of 
past data. Smart city applications benefit greatly from 
the system's enhanced speed and efficiency through 
memory management and selective data processing.

Table 4. Performance of the Study

Number 
of 

Devices

Energy 
Consumption

Resource 
Management

Waste 
Management

Decision 
Making

20 80.2 80.9 70.8 87.6

40 81.3 81.6 71.7 88.7

60 84.6 82.5 72.4 89.1

80 86.9 83.2 73.5 90.3

100 88.5 84.4 74.7 87.7

120 90.4 85.1 75.2 88.9

140 91.6 86.2 76.3 89.5

160 93.2 87 77.6 90.9

180 94.4 88.1 86.8 91.2

200 95.7 88.9 86.8 93.1

220 96.4 88.1 88.5 94.4

240 96.7 90.3 89.8 95.7

Table 4 shows the performance of the proposed 
study. Maintaining unrestricted service flow in a smart 
city (SC) setting is achieved by carefully managing re-
sources, including energy consumption and device 
performance. These services are often interrupted 
when resources are scarce, leading to increased energy 
consumption, slowed resource allocation, and broken 
devices. Attempts to control resources in SC systems 
using static thresholds or reactive strategies have failed 
miserably. An intermediate-sized smart city employs 
CRM-LRT to address these issues. Intelligent transpor-
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tation, smart waste management, and public safety ap-
plications are just a few of the urban systems enabled 
by IoT. These systems have difficulties allocating re-
sources because of fluctuations in device performance 
and energy consumption patterns, especially during 
high service demand. Issues with managing resources 
in the city's smart services were successfully managed 
by the CRM solution that was based on LRT. 

Implementation of CRM-LRT:

I. Following these phases, the CRM approach is im-
plemented throughout several city sectors:

II. The city's IoT sensors track energy use, response 
times to service requests, and device malfunctions. 
This data is analyzed using AI algorithms to com-
prehend cost-complex intervals and energy con-
sumption patterns.

III. LRT uses the data to determine when resources are 
most needed during critical service periods. The 
training is centered on allocating resources from 
energy depletion stages to device activity degrees. 
The predictions of the LRT model are used to pick 
devices with the best combination of energy effi-
ciency and availability.

IV. The LRT method employs a coordinated resource 
allocation, considering energy needs and device 
preparedness. By working together, we can de-
crease allocation failures and energy waste by 
letting the system dynamically assign resources 
based on real-time requests.

V. Management of Interruptions and Failures: The 
CRM system can identify instances when services 
are interrupted due to problems with devices or 
the distribution of resources. They were redistrib-
uting resources to devices actively using less en-
ergy, which guarantees that services will continue 
uninterrupted.

The approach enhanced system performance, re-
duced energy consumption, and expanded scalability 
of SC applications by dynamically distributing resourc-
es according to real-time data. Collaborative decision-
making for smart city resource management is shown 
in this scenario.

The performance assessment in Section 4 shows 
how effectively the suggested CRM system works, but 
a complete investigation of device counts and sharing 
intervals may reveal its true scalability. Given the grow-
ing number of connected devices, comparing results 
across different IoT device sizes is one approach to eval-
uate the strategy. This investigation may reveal the CRM 
technique's resilience under more rigorous resource al-
location and energy consumption testing. Testing the 
technique with different sharing intervals will reveal its 
flexibility to shift demand and performance in real-time, 
dynamic environments. Comparing the two shows the 
strategy's practical scalability; this may help determine 
its feasibility for larger smart city networks.
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5. CONCLUSION

This article introduced and discussed the performance 
of concerted resource management using leveled rein-
forcement learning for SC service constraint mitigation. 
This proposal considered the energy and resource allo-
cation constraints that are chained together in retarding 
SC resource management. First, the method identified 
the complex processing constraints based on energy to 
ensure high device availability. Computed with energy 
depletion and high energy utilization features, device 
availability and resource allocation failures are connect-
ed. This connectivity provides shared or re-allocated/
failure-less resource management for different SC appli-
cation services. The shared sessions are validated using 
complex constraints that remain unaddressed post the 
allocation. The concerted reinforcement learning was 
used to identify the allocation failures using the connec-
tivity between different levels in the resource manage-
ment process. Both constraints rely on different training 
inputs per energy and resource allocation conditions to 
improve the allocation rate. Under the varying devices, 
the following is observed: Improvements: 9.1% (Alloca-
tion Rate), 10% (Device Detection), 11.88% (Constraint 
Mitigation—Energy), 9.06% (Constraint Mitigation—Re-
source Allocation); Reduced: 8.01% (Allocation Failure), 
9.64% (Waiting Time). Potentially impassable difficulties 
with the proposed method include very dense IoT net-
work scalability and unexpected, rapid shifts in resource 
requirements. The scalability of the CRM technique 
might be studied further by testing it in various real-
world IoT scenarios and incorporating deep reinforce-
ment learning for increased adaptation. Improved per-
formance optimization and resilience in ever-expanding 
smart city applications can only be achieved using edge 
computing and beefing up security measures.
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