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Abstract – Optic disc and optic cup are one of the most recognized retinal landmarks, and there are numerous methods for their 
automatic detection. Segmented optic disc and optic cup are useful in providing the contextual information about the retinal image 
that can aid in the detection of other retinal features, but it is also useful in the automatic detection and monitoring of glaucoma. 
This paper proposes a deep learning based approach for the automatic optic disc and optic cup semantic segmentation, but also 
the new model for possible glaucoma detection. The proposed method was trained on DRIVE and DIARETDB1 image datasets and 
evaluated on MESSIDOR dataset, where it achieved the average accuracy of 97.3% of optic disc and 88.1% of optic cup. Detection 
rate of glaucoma diesis is 96.75%.
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1. INTRODUCTION

Optic disc and optic cup are one of the most recog-
nized retinal landmarks, alongside fovea, macula and 
retinal blood vessels. It is a point of convergence for 
retinal blood vessels, and in a fundus image that shows 
no abnormalities is usually represented by the bright-
est region in the image, A large number of methods for 
its automatic detection is reported in the literature (e.g. 
[1-5]), but approaches based on deep learning, such as 
the one proposed in paper, are still relatively novel. It 
can be used in the automatic segmentation of retinal 
blood vessels, fovea and macula, as it can provide con-
textual information about the retinal image.  It is also 
useful in the automatic detection and monitoring of 
glaucoma, and eye disease usually characterized by an 

increased intraocular pressure that can lead to vision 
loss if left untreated. Medical tests for glaucoma should, 
amongst other things, include measurement of change 
in the cup-to-disc (CDR) ratio, and this ratio can be cal-
culated automatically (e.g. [6, 7]) given the segmented 
optic cup and optic disc from retinal fundus image. The 
focus of this paper is on the automatic optic disc seg-
mentation and optic cup segmentation. Our method 
is based on popular SegNet [8] deep neural network, 
which is originally used for semantic segmentation of 
natural landscape images. SegNet belongs to encoder-
decoder type of deep architecture for multi-class pixel-
wise segmentation.

This paper is organized as follows. In Section 2. we 
discuss related work, with special attention being given 
to optic disc segmentation methods that are based on 
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deep learning. In Section 3. we give an overview of the 
proposed method, including data preparation process 
and network architecture description. In Section 4. we 
present and discuss optic disc and cup segmentation 
results obtained with the proposed method, as a glau-
coma detection rate. In Section 5. we give a conclusion 
and discuss future work.

2. RELATED WORK

In this section of the paper we discuss existing meth-
ods for optic disc segmentation and optic cup segmen-
tation. 

2.1. OptIC DISC SEgMEntatIOn

Approaches for automatic optic disc segmentation 
span a great number of categories, and since these cat-
egories are usually intertwined, it makes it difficult to 
categorize these approaches into fixed categories. For 
this reason, in this section of the paper we discuss vari-
ous techniques that are commonly used in automatic 
optic disc segmentation. Special attention is given to 
novel automatic optic disc segmentation approaches 
that are based on deep learning.

Automatic optic disc segmentation methods usually 
consist of a preprocessing part and the main segmen-
tation part. Preprocessing part commonly encompass-
es the selection of the appropriate color space or color 
channel in which to perform further analysis, removal 
of retinal blood vessels from fundus images, and vari-
ous techniques for image enhancement. The main seg-
mentation part commonly consists of a combination 
of various image processing techniques, for example 
mathematical morphology, edge detection, different 
classifiers, etc.

One of the usual first steps in the preprocessing part 
of automatic optic disc detection methods is the se-
lection of optimal color space or color channel to use. 
We found that various approaches use different color 
channels. For example, green channel from the RGB 
color space was used in [9, 10], both green and red 
channels from the RGB color space were used in [11], 
and in [12] it was found that it was reliable to use lumi-
nance channel from the HLS color space for optic disc 
localization and red channel from the RGB color space 
to find the contours of the optic disc. From this we can 
conclude that there is no formal agreement between 
researchers on what color space or color channel to use 
in automatic optic disc segmentation.

Another important step that is often used in the prepro-
cessing part of automatic optic disc detection methods is 
the removal of retinal blood vessels from fundus images. 
Retinal blood vessels are usually removed from fundus 
images because they intersect the boundary of the op-
tic disc, making it more difficult to detect it. In order to 
compensate for this situation, many automatic optic disc 
segmentation approaches employ the removal of retinal 
blood vessels from fundus images. Examples of these ap-

proaches can be found in [11, 13, 14, 15]. Methods that 
are used for blood vessels removal from fundus images 
are numerous, and some examples would be morpho-
logical closing [11] and local entropy thresholding and in-
painting techniques [13]. Other approaches for automatic 
optic disc segmentation do not remove blood vessels 
from fundus images, but rather use the fact that the optic 
disc is a point of convergence for retinal blood vessels in 
automatic optic disc segmentation. Examples of these ap-
proaches can be found in [1, 16].

When it comes to image enhancement for optic disk 
segmentation, various techniques can be used. For ex-
ample, illumination equalization was used in [1], aniso-
tropic diffusion was used in [17], median filter of size 
15x15 pixels was used in [4], and averaging filter of size 
25x35 pixels was used in [18].

Methods used for automatic optic disc detection 
encompass a wide range of different techniques that 
range from template matching (e.g. [19] (the authors 
used histograms instead of images for templates) and 
[45] (the authors used template matching for optic disc 
centre detection)) to algorithms inspired by biological 
organisms (e.g. firefly algorithm in [4] and ant colony 
optimization algorithm in [17]).

Methods for automatic optic disc detection that are 
based on deep learning are still relatively novel. Exist-
ing methods that use deep learning for automatic op-
tic disk segmentation, localization and/or detection 
include [8, 21, 22]. 

Approaches for automatic optic disc segmentation 
can be trained and evaluated on various fundus image 
datasets. In this paper we decided to train the proposed 
method on DRIVE (Digital Retinal Images for Vessel Ex-
traction) [23, 24] and DIARETDB1 (Diabetic Retinopathy 
Database) [25, 26] image datasets. DRIVE consists of 40 
fundus images equally split into training and testing cat-
egories. For the purposes of this paper, we used all 40 
images for the testing purpose, as it is commonly done 
when it comes to evaluation of automatic optic disc 
segmentation approaches. The size of the images in the 
DRIVE dataset is 565x584 pixels. DIARETDB1 consists of 
89 fundus images whose size is 1500x1152 pixels. Since 
there are no formal ground truth segmentations of the 
optic disc for neither of these two image datasets, we 
created our own optic disc manual segmentations for 
both of them. The proposed method was evaluated on 
200 images from the MESSIDOR image dataset [44].

Our contributions in this work are:

We proposed a novel fully automatic model for de-
tecting glaucoma disease based on deep learning ap-
proach. Model preforms semantic segmentation of op-
tic disc and optic cup respectively.

2.2. OptIC Cup SEgMEntatIOn

Automatic optic cup segmentation is usually associ-
ated with automated glaucoma detection and analysis. 
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Image processing based glaucoma detection has been 
studied in the literature (e.g. [3]), and they usually work 
by calculating the CDR ratio. In this section of the paper 
we will briefly discuss some of the methods used for 
automatic, image processing based optic cup segmen-
tation.

Akram et al. [3] proposed a method for optic cup seg-
mentation that selects pixels that have intensity values 

that are in the top 20% from the segmented optic disc 
region. Lim et al. [8] proposed a method for optic cup 
segmentation that. In [13] authors proposed a method 
for optic cup segmentation that includes an over-seg-
mentation of the optic disc region into superpixels, ex-
traction of features belonging to these superpixels, and 
the classification procedure (by using the SVM classi-
fier) that determines if the superpixel belongs to the 
optic cup or not.

Fig. 1. Flow chart of proposed method for detecting glaucoma

3. PROPOSED METHOD

 Fig. 1. illustrates the proposed method and is com-
posed of three phases. Phase one, the image is 

segmented using Mean-shift algorithm into set of re-
gions. The output regions of an algorithm are taken as 
the locations of optic disc and respectively optic cup, 
with the assumption that one region may represent 
one of them, or both. Second phase is the process of 
extraction of features , where we usea  window around 
the possible region as input to a pre-trained SegNet 
neural network, also called encoder - decoder network. 
Result is a semantic segmentation of a candidate re-
gion. Final step in our method is calculation of cup-to-
disc ratio (CDR) from output image of phase two. Com-
paring ratio with threshold value our system provide 
evaluation about possible glaucoma presents.

3.1. OvEr-SEgMEntatIOn OF thE 
 FunDuS IMagES

Segmentation is one of the most complex computer 
vision. There is a large range of segmentation proce-
dures that have been developed. These procedures can 
be classify to the algorithms that are edge based.

Mean-shift algorithm [43] was used, because his 
feature-space analysis is robust and that kind of a ap-
proach can be applied in different computer vision 
tasks. It can be used to smoothing, mode seeking, clus-
tering, visual tracking, discontinuity preservation and 
image segmentation tasks. Mean-shift use the Parzen 
window kernel for the estimation of density,   where 
dense regions in feature space corresponds to local 
maxima or modes. So for every data point, gradient as-
cent will be preformed on the local estimated density 
until convergence. All stationary points that were ob-



114 International Journal of Electrical and Computer Engineering Systems

tained via gradient ascent will represent the modes of 
the density function. Same cluster is represented with 
the same stationary points. For data samples 
in the d-dimensional space, for sample x the kernel for 
density estimation is given by:

(1)

where K is kernel and h is bandwidth. For feature 
space analysis the main step is finding the modes of it’s 
density. The modes are usually located near the zero 
value of the gradient. The Mean-shift algorithm is an 
way for localization of  zero values without using the  
density estimation. This is because the data is represent 
in features space in a spatial range. The spatial domain 
represents the locations for various pixels, whereas the 

(2)

where ρ represents parameter for normalization and h is 
used as kernel for bandwidth filtering. If we want to use 
Mean-shift for segmentation task bandwidth parameter 
is required for resolution of the detection.  Mean-shift 
segmentation algorithm is not suitable for segmenta-
tion of resolution large images. One of the possible so-
lutions is dividing large images into smaller patches. If 
we use Mean-shift segmentation in this way, there aren’t 
any negative side effects on our result. On Fig 2. is shown 
example of applying Mean-shift on fundus image.

range domain denotes the spectral signals for various 
spectral channels. For all this, multivariate kernel for es-
timation of joint density can be written as:

Fig. 2. On left side is original image, in the middle is Mean-shift segmentation  
and on right side is a region proposal.

In our method Mean-shift give us opportunity to ex-
tract region of interest. By detecting regions of inter-
est we automatically speed up model, because large 
regions are removed and small region are almost surely 
presenting optic disc with optic cup. 

3.2. rEgIOn CanDIDatE ExtraCtIOn

Deep Convolutional Neural Networks (DCNNs) has 
been the best choice for document recognition since 
LeCun [30], but only in newly days become the state-
of-art of large vision problems. During the last years 
DCNNs shown that they can be used to solved very 
complex computer vision problems problem, such as   
classification [27,28,29], object detection, segmenta-
tion, fine-grained categorization and among others. 
DCNNs are usually train in end to end mode and are 
shown better results than a classic feature representa-
tion (SIFT and HOG). Good thing in DCNNs is the feature 
invariance on image transformation. DCNNs are consist 
of various layers: convolutional, pooling, normalization 
and fully connected.

Convolutional layers are the basic block of the CNN. 
Every convolution layer is represented as a set of filters 

that are learnable. From spatial view filters are relatively 
small, but they goes through the all input image depth. 
During the process of convolution of the filters and in-
put image the feature maps are produced. This feature 
maps are given as input to a function that is non-linear 
such as leaky rectified linear unit (LeakyReLU). Optional 
normalization of activation function output is done. 

Pooling Layer operates independently on every 
depth slice of the input and resizes it spatially, using 
the MAX operation. The most common form is a pool-
ing layer with filters of size 2x2 applied with a stride of 2 
downsamples every depth slice in the input by 2 along 
both width and height, discarding 75 of the activations. 
Every MAX operation would in this case be taking a 
max over 4 numbers (little 2x2 region in some depth 
slice). The depth dimension remains unchanged. 

Fully connected layer (FC) is the main block of DCNNs 
and is in charge for decision, neurons from the previ-
ous layer are taken and connected to all others. If task 
is classification. At the end of the network a softmax 
function is added and sum of neurons has to be same 
as the class number. At the end the weights of the net-
work are learned using back-propagation algorithm.
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In this paper we used deep fully convolutional neural 
network model based on the encoder-decoder archi-
tecture, like VGG16 FCN, where the fully connected lay-
ers are removed. The decoder phase is inspired by Seg-
Net [20] model for semantic pixel-wise segmentation. 
In decoder part of a network, each block has to use up 
sampling that needs to be non liner in order to get the 
complete map of features that was down sampled in 
max pooling layers and it’s indices  was produced dur-
ing each pooling layer in the encoder phase of the net-
work. SegNet has an encoder network and a decoder 
network. At the end of the encoder-decoder architec-
ture there is a final pixel-wise classification layer. Each 

encoder in the encoder network performs convolution 
with a filter bank to produce a set of feature maps. The 
decoder network up-samples its input feature map us-
ing the max-pooling indices that was memorized in the 
encoder feature map. With this step we get sparse fea-
ture map. 

Originally SegNet was developed for road scene 
semantic segmentation. In our experiment we used 
fine-tuned VGG16 model for encoder part of network 
with trained weights and adjust decoder network by 
creating our own classes for optic disc and optic cup. 
Additionally third class is background class. On Fig. 3. 
schema of fine-tuned network is shown. 

3.3 CalCulatIng pOSSIBlE prESEntS 
 OF glauCOMa

Glaucoma is a disease that damages eyes optic nerve. 
It usually happens when fluid builds up in the front part 
of eye and increases the pressure in eye, damaging the 
optic nerve. One of possible indications that person de-
veloped this disease is calculating ratio of optic cup and 
optic disc. Normal cup-to-disc (CDR) ratio is 0.3, larger 
CDR ratio may imply glaucoma or other pathology.

Phase III of our proposed model calculates CDR. In the 
existing methods, the glaucoma analysis of the eye is 
mainly focused on the retina. In some recent work [46], 
the presence of glaucoma in fundus images is predicted 
by classification using SVM and deep feature learning 
[47], there by bypassing the OD-OC segmentation. 

Since the output of DCNN is semantic segmented 
fundus image, first step in CDR calculation was to find 
mass center for segmented optic cup, presented by the 
blue area of image. After finding mass center of blue 
shape we calculate 1000 radius’s in different directions 
from mass center to the end of shape or exactly till the 
first pink pixel. Algorithm is repeated for pink area of 
the image that present optic disc. Final radius of optic 

Fig. 3. Fine-tuned convolutional network schema.

cup and optic disc is calculated using confidence inter-
vals for expectation values. Data for this kind of ap-
proach needs to fit normal distribution. Since our data 
(radius values) did not fit to normal distribution, yet fit-
ted to left skewed distribution they required a reflected 
transformation. First we needed to reflect our data and 
then we applied Square-Root transformation in order 
to fit our data to normal distribution. For all 1000 values 
of radius’s of optic disc and optic cup mean value and 
standard deviation where calculated individually. Mean 
value was calculated as  and standard de 
viation was calculated as , where μ 
is arithmetic mean. To find confidence interval we used 
2/3 rule, which specifies that the interval

(3)

has probability of 2/3 to contain mean value, where 
sem(x) is

(4)

If ratio of two calculated intervals containing value 
over 0.3 possible glaucoma presence is detected. Using 
all previously described methods, our proposed algo-
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rithm for calculation of CDR is given in the following 
frame. Workflow of finding CDR is shown on Fig. 4.

Fig. 4. Workflow of finding CDR

algorithm 1 Calculating CDR 

Input: Sequence of N images

 for all images do

  find mass center on i image for blue pixel

  find 1000 distances in random directions 
   from mass center

  find mass center on i image for pink pixel

  find 1000 distances in random directions 
  from mass center

 calculate mean radius for two countur

Output: CDR

4. RESULTS

4.1 DataSEt DESCrIptIOn anD 
 ExpErIMEnt SEtup

To evaluate the effectiveness of the proposed glau-
coma detection method we used fundus images from 
DRIVE (Digital Retinal Images for Vessel Extraction) 
[23, 24] containing 40 fundus images and DIARETDB1 
(Diabetic Retinopathy Database) [25,26] containing 
89 fundus images. Before dividing fundus images into 
separate sets, images were preprocessed. We manu-
ally segmented each image in order to prepare them 
for DCNN training and testing. Segmented image is 
composed of three components optic cup, optic disc 
and background. Optic cup is presented by blue pixels, 
optic disc with pink pixels and background is black. Af-
ter preprocessing fundus images we divided data set in 
three components: training set, testing set and ground 
truth set. Ground truth dataset is label of training data-
set, presenting a class that each part of training image 
should belong.

Step 1 includes that all test images are segmented to 
a regions that are homogeneous. For this task the Mean-
shift procedure was used. Since the regions that were 
extracted differ in sizes and knowing that the optic disc 
size is usually around 400x300 pixels, we did not inspect 

the regions that are bigger of the given size. So, the re-
gions which had bounding box size that was larger than 
400 were eliminated. All the remain regions which size 
was suitable (smaller than limit), a window in size of 400 
x 300 pixels was bounded around this regions and then 
the normalization to 480 x 360 pixels was done. Pre-
pared data is send to DCNN for feature extraction. Step 
2 consist of running the algorithm on every segmented 
image size 480 x 360 pixels through glaucoma detection 
algorithm described in Section 3.3.

4.2 aSSESSMEnt MEthOD

In order to assess performances of proposed model 
for optic disc and optic cup segmentation we used a 
pixel-level classification accuracy. Consequently, these 
measures use the pixel-level confusion matrix C, which 
aggregates predictions for the whole dataset D:

Fig. 5. Example of segmentation output.

(5)

where  is the ground-truth label of pixel z in im-
age I,  is the predicted label, and |A| is s the cardinal-
ity of the set A. In other words, Cij is the number of pix-
els having ground-truth label i and whose prediction is 
j. We denote by , the total number of pixels 
labelled with i, where L is the number of classes, and by 

 the total number of pixels whose predic-
tion is j. We can compute the two following measures 
from C overall pixel accuracy measure, per- class accu-
racy measure. We obtain 94.5% accuracy for optic disc 
segmentation and 93.1% for optic cup segmentation.

For glaucoma detection, we used the measure for ac-
curacy based on the producers and the users, that is 
defined as Pacc=TP/N and Uacc=TP/(TP+FP), where TP 
are the true positives, FP are the false positives and and 
N is the real number showing presence of glaucoma.
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4.3. DEtECtIOn rESultS

Proposed method was evaluate on fundus images 
from MESSIDOR database. On Fig. 6. segmentation of 
proposed model is present. Fig. 7. shows ratio of glau-
coma present fundus images and healthy fundus im-
ages in train and test databases. In test database there 
are 25 fundus images with diagnosed glaucoma. In 
Table 1. we present results of optic disc and optic cup 
segmentation. Also we presented comparation of our 
proposed method and existing methods for glaucoma 
detection in Table 2. Our proposed method has success 
rate of 96.75%, compered to other methods.

table 1. Results of optic disc and optic cup 
segmentation.

Method Optic disc Optic cup

Superpixel [37] 0.94 0.80

FCN [38] 0.949 0.843

U-Net [39] 0.962 0.872

proposed method 0.973 0.881

Fig. 6. Example of segmentation output.

Fig. 7. Comparation of number of images in 
different datasets

table 2. Results of glaucoma detection.

Methods Success rates (acc)

[40] 2019, Transfer Learning. OD as ROI 
extraction, image scaling, VGG-19 used for 

transfer learning
94%

[41] 2018, Features are extracted from CNN 
ResNet-50 with pre-trained weights from 
ImageNet challenge , Logistic Regression 

Classifier, RIM-ONE r2 as dataset

90%

[42] 2018, Multi-branch neural network 
(MBNN), use of Domain Knowledge: 

CDR,RNFLD,PPA and Patient data
91.5%

proposed Method 96.75%

5. CONCLUSION

This paper presented a novel, deep learning based 
approach for the automatic optic disc and optic cup 
segmentation. In addition the model is capable to cal-
culate cup-to-optic ratio (CDR) and decide about po-
tential glaucoma.

Thanks to the convolutional nature of the models and 
by using an efficient GPU implementation, the result-
ing segmentation system is very fast. The time needed 
to segment an entire fundus image with DCNN archi-
tecture is 1.25 seconds making our proposed model 
practical segmentation method. Our future work will 
include on expansion of our research to classification 
of different eye diseases using DCNN.
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