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Abstract - Cybersecurity experts widely acknowledge that a Distributed Denial of Service (DDoS) assault poses a grave threat, capable
of inflicting substantial financial losses and tarnishing the reputation of enterprises. Conventional detection methods are insufficient for
identifying DDoS attacks. Simultaneously, with their vast potential, machine learning solutions play a vital role in this field. This paper
presents a distributed approach for identifying distributed denial-of-service threats using the pipeline artificial neural network method,
supported by elephant herding optimization for feature selection and extraction. The proposed artificial neural network pipeline-based
model for detecting DDoS attacks comprises several key stages: collecting the dataset, preparing the data, implementing a balanced
data strategy, selecting relevant features using the swarm optimization method Elephant Herding Optimization (EHO), training the
model, testing its performance, and evaluating its effectiveness. Experimental results demonstrate that the proposed approach
effectively enhances DDoS detection accuracy while reducing false positives, making it a promising solution for network security. This
model demonstrated a remarkably high ability to detect DDoS attacks with a 99% accuracy. Thorough investigations demonstrate that
the model is highly skilled in implementing security measures and reducing the risks connected with emerging security threats. The
effectiveness of our proposed solution, leveraging a pipeline method in Artificial Neural Network (ANN), is crucial to building a reliable
model, which is evident in its ability to deliver effective results in low complexity. The proposed method achieves 99.99% accuracy,
99.80% precision, and a False Positive Rate (FPR) of 0.002%, outperforming recent models. These results demonstrate the model's
superior accuracy and robustness in identifying complex attack patterns while minimizing false positives.
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1. INTRODUCTION (e.g., UDP or SYN floods), and application-level attacks,
which exploit weaknesses in applications and online

Distributed Denial of Service (DDoS) attacks are a services, such as HTTP flood attacks [2].

significant concern in cybersecurity, as extensively re-
ported in the areas of network security, data breaches,
and research on malicious activity. The attacks that

The rapidly evolving DDoS area has become so intri-
cate that it is challenging to maintain a clear perspec-

cause the most denial-of-service disruption send a
large number of requests to overload the service. DDoS
attacks can lead to a complete or partial service disrup-
tion, preventing legitimate users from accessing online
services. If attacks do not cause the service to crash
completely, they can lead to extremely slow perfor-
mance and poor user experience[1]. DDoS attacks fall
into two main categories: network-level attacks, which
overwhelm systems with high-volume data packets
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tive. This complexity hampers the comprehension of
the DDoS phenomenon. Many approaches indicate
that the issue is extensive and challenging to inves-
tigate and resolve. Existing defense systems employ
various methods to address the issue. However, evalu-
ating and comparing their efficacy and cost is daunt-
ing, underscoring the critical need for new, innovative
approaches [3]. Conventional DDoS attack detection
techniques, although efficient with gradual data incre-
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ments, are inadequate for effectively analyzing large
volumes of high-speed data to detect signs of infiltra-
tion. This inadequacy is particularly evident in the face
of the evolving nature of DDoS attacks. A DDoS is a cru-
cial cyberattack that aims to disrupt the normal opera-
tions of specified servers or networks. This underscores
the need for a more robust and efficient approach,
which our research aims to provide [4].

Machine learning (ML) is continuously evolving
through practice and the application of knowledge [4]
[5]. Itis regarded as a constituent of artificial intelligence.
Depending on the available information, various learn-
ing methods exist, such as supervised, semi-supervised,
and unsupervised learning [6]. Pipelines and Automated
Machine Learning (AutoML) aim to generate algorith-
mic solutions for machine learning tasks automatically,
referred to as machine learning pipelines, that are cus-
tomized for a specific data set [7]. The ML application in
DDoS detection presents challenges in accurately recog-
nizing and preventing attacks while maintaining system
efficiency. Several studies have employed classification
algorithms to identify and prevent DDoS attacks. DDoS
attacks exploit network vulnerabilities to flood a service
with excessive requests. Identifying and stopping DDoS
attacks in real time can be challenging due to their com-
plex nature and significant consequences [8]. Detection
of attacks by anomalies relies on observing differences
from standard model usage patterns. These computa-
tions depend on easily accessible system parameters,
including average CPU utilization, network session rates,
user activity frequency, and the type of application be-
ing accessed [9]. A variation from a system profile or
anomaly could be a sign of a potential intrusion. Yet, the
present DDoS attack detection solutions have limita-
tions, such as high detection expenses and an inability
to manage substantial network traffic directed toward
the server. The packets are examined with classification
methods to differentiate DDoS broadcasts from every-
day communications [10].

The efficacy of recognition and detection remains chal-
lenging, as evidenced by DDoS attacks and the applica-
tion of machine learning in security evaluation. Several
studies have utilized classification algorithms to detect
and prevent DDoS attacks. Exploiting network vulnerabili-
ties and sending service requests to the network makes
DDoS attacks straightforward. The research created a
pipeline machine learning model to identify DDOS at-
tacks in real-time systems. Existing DDoS detection meth-
ods, such as rule-based and statistical approaches, often
fail under high-traffic loads and adaptive attack strategies.
Rule-based systems struggle to detect new attack varia-
tions, while statistical models suffer from high false posi-
tive rates when traffic patterns fluctuate. The proposed
method addresses these issues by utilizing adaptive fea-
ture selection, known as EHO, and a deep learning-based
classifier, which enables it to adjust to evolving attack pat-
terns while maintaining high accuracy dynamically. The
main contributions of this work are as follows:
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Developed the EHO for the feature selection phase;
most importantly, this work introduced a machine-
learning method as a KNN algorithm for evaluating the
selected features (fitness function role).

Developed a pipeline ANN model to automate the
detection of DDOS attacks using a distributed archi-
tecture paradigm. The scalable model is a structured
sequence of interrelated data processing and model-
ing activities created to automate, standardize, and op-
timize the process of constructing, training, assessing,
and implementing machine learning models.

The new detection technique stands out from previ-
ous approaches due to its approach of dataset feed-
ing, which combines batch system methodology with
streaming.

The performance is improved compared to existing
models, as evidenced by several key performance metrics.

The paper is structured as follows: Section 2 describes
recent studies on machine learning methods for detect-
ing network attacks and the existing work in this area;
Section 3 presents the materials and methods; Section
4 outlines the proposed model; Section 5 describes the
dataset splitting and cross-validation. Section 6 displays
the proposed pipeline ANN method. Section 7 describes
how to evaluate the proposed model, and Section 8 dis-
cusses its comparison with previous models . The con-
clusion is presented in Section 9.

2. RELATED WORK

Several studies have been developed to identify
DDoS attacks through machine learning, employing a
similar research methodology to ensure consistency in
the intensive effort.

Hnamte et al. [11] present a new approach to DDoS
attack identification using a deep neural network (DNN)
model based on deep learning (DL) concepts. This meth-
od is designed to be scalable and adaptive for moni-
toring network traffic and identifying patterns related
to DDoS attacks. This paper evaluated the DNN model
performance using different datasets, including SDN, Cl-
CIDS2018, and Kaggle DDoS. Results show that, in terms
of detection accuracy, their proposed DNN-based meth-
odology was 99.98% for the SDN dataset, 100% for the
CICIDS2018 dataset, and 99.99% for the Kaggle DDoS
dataset. Disadvantages: The paper gives more advan-
tages of the DNN-based methodology than is necessary.
It also notes the challenge of implementing DNNs prac-
tically in an SDN setting without discussing the details
of the technique. Mustapha et al. [12] proposed a hybrid
method combining Machine Learning (ML) and Deep
Learning (DL) algorithms. They utilized Generative Ad-
versarial Networks (GAN) to generate realistic data and
employed a Long Short-Term Memory (LSTM) model for
DDoS detection. The system achieved a detection accu-
racy of between 91.75% and 100%. However, the solu-
tion is characterized by complexity and overhead.
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Anley et al.[13] developed a methodology that utilizes
deep learning for DDoS detection, employing adaptive
architectures within a transfer-learning framework. It
discusses transferring information between disparate
datasets to enhance classification accuracy in adap-
tive architectures for DDoS detection. The methodol-
ogy utilizes tailored CNN architectures with varied layer
configurations and pre-trained models (VGG16, VGG19,
and ResNet50) while adaptively optimizing hyperpa-
rameters. The model was evaluated using four publicly
accessible datasets: KDDCup'99, UNSW-NB15, CSE-CIC-
IDS2018, and CIC-DD0S2019. The suggested adaptive
transfer learning technique proficiently distinguishes
between benign and malignant activities and specific
attack classifications. Custom CNN models demon-
strated exceptional accuracy in distinguishing between
benign and DDoS attack traffic, with Conv4 achieving
99.90%, Conv8 attaining 99.94%, and Conv18 reach-
ing 99.88% on the CIC-DD0S2019 dataset. The Conv18
model, adapted from CIC-DD0S2019 to the CSE-CIC-
IDS2018 dataset, was archived. The approach attains
better results relative to single-domain training. Adap-
tive designs and hyperparameter optimization enhance
the robustness and efficiency of DDoS attack detection.
This approach has certain drawbacks, including the use
of multiple CNN architectures, transfer learning, and
hyperparameter optimization, which likely increase the
system's complexity. This may result in elevated comput-
ing expenses and necessitate substantial resources for
execution, particularly in a real-time context.

Ouhssini et al. [14] introduced a Deep Defend ap-
proach, a system for the real-time detection and pre-
vention of DDoS attacks in cloud environments. It uti-
lizes deep learning methodologies, notably CNN-LSTM-
Transformer architectures, to forecast traffic entropy
and identify potential assaults. The framework employs
a genetic approach for optimal feature selection to im-
prove the effectiveness of the CNN-DT model in differ-
entiating between regular and attack traffic. This meth-
odology utilizes entropy-based forecasting to predict
potential DDoS attack periods, thereby reducing the
computational burden associated with preprocessing
and classification. The approach was evaluated using
the CIDDS-001 network traffic dataset. Results: The pro-
posed system exhibits exceptional accuracy in entropy
predictions. Additionally, it facilitates the swift and pre-
cise identification of DDoS attacks.

The primary drawback is that the study indicates that
the CIDDS-001 dataset contains constraints, such as a
restricted number of characteristics, class imbalance
(notably for attacks aside from DDoS), and a significant
volume of duplicated data, which may cause biases
and compromise the accuracy of the conclusions.

Beshah et al. [15] presented a different accuracy up-
date weighted Probability Averaging Ensemble (AUW-
PAE) framework introduced for DDoS attack detection
utilizing real-time data streaming. The proposed sys-
tem utilizes the dynamic characteristics of incoming
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streaming data to construct a model that identifies
idea drifts. The AUWPAE methodology assigns dynamic
weights based on their real-time performance to base
learners.

Solution Evaluated On: 1oTID20 and CICloT2023 data-
sets comprising benign and DDoS traffic data. The sug-
gested adaptive online DDoS attack detection frame-
work achieves detection accuracies of 99.54% and
99.33% for the relevant datasets. However, the study
doesn’t show a real scenario for how the proposed
model works in real-time data streaming.

Ashraf et al. [16] employed a DDoS detection model
that utilized machine learning algorithms, including
Random Forest, SVM (Support Vector Machine), Na-
ive Bayes, KNN (K-Nearest Neighbors), XGBoost, and
AdaBoost, on the CICDD0S2019 dataset. The study
enhances dimensionality reduction and feature selec-
tion methods for efficient DDoS detection, identifying
essential elements within. The machine learning meth-
ods AdaBoost and XGBoost exhibited outstanding per-
formance, with 100% accuracy in DDoS attack detec-
tion. Alternative algorithms, such as KNN and Random
Forest, demonstrated higher accuracy, while SVM and
Naive Bayes showed comparatively lower accuracy. Na-
ive Bayes exhibited the shortest training duration but
yielded the lowest F1-score, indicating constraints in
DDoS attack identification due to a high incidence of
false positives. The research focuses on the Port map
segment of the CICDD052019 dataset, which may limit
the generalizability of the results.

Suarez et al. [17] This study evaluates six different
machine learning models: Random Forest (RF), Deci-
sion Tree (DT), AdaBoost (ADA), XGBoost (XGB), Mul-
tilayer Perceptron (MLP), and Deep Neural Network
(DNN). This paper presents a preprocessing and feature
selection approach using the CICDD0S2019 dataset.
The authors examined features using Principal Com-
ponent Analysis (PCA) and Pearson correlation; subse-
quently, Tree of Parzen Estimators (TPE) was employed
for hyperparameter optimization. This comprehensive
methodology, which encompasses assessing various
machine learning models with sophisticated prepro-
cessing and feature selection approaches, enabled the
authors to attain elevated accuracy in DDoS attack de-
tection while minimizing the number of features. The
Random Forest (RF) classifier demonstrated superior
performance, attaining an accuracy of 99.97%, an F1
score of 99.98%, and an AUC score of 99.96%.

Other classifiers were considerably accurate; never-
theless, RF surpassed them. The research identifies a
shortcoming in the model's capacity to adapt to rapid-
ly developing DDoS attacks. Examining response time
during real-time DDoS attacks is vital for future study
consideration.

The solution proposed by Elsadig et al. [18] presents
a streamlined machine learning methodology that em-
ploys the XGBoost model to detect DoS attacks in wire-
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less sensor networks (WSNSs). It utilizes the latest WSN-DS
dataset, which is specifically designed for evaluating DoS
attacks in WSNs. The methodology emphasizes high pre-
cision, effective feature selection, thorough assessment
metrics, and minimized processing duration, rendering it
appropriate for real-time detection in WSN settings.

The approach was evaluated using the WSN-DS data-
set. This dataset comprises both regular and abnormal
traffic, featuring four types of DoS attacks: black hole,
gray hole, TDMA, and flood.

The proposed XGBoost model attained exceptional
performance, with a maximum accuracy of 99.73%.

Compared to other examined classifiers, XGBoost ex-
hibited a 68% reduction in processing time. The results
underscore the efficacy of ensemble approaches such
as XGBoost. The paper identifies constraints, includ-
ing issues associated with real-time implementation,
scalability concerns, and dataset limitations that may
inadequately reflect the enormous diversity of contem-
porary DoS attacks.

Silivery et al. [19] presents a deep learning based
multi-classification system to detect DoS and DDoS at-
tacks, which consists of DCGAN to generate synthetic
samples, ResNet-50 to extract deep features, and a
modified version of AlexNet as a classifier that is trained
with the help of the Atom Search Optimization (ASO)
algorithm. This multi-component pipeline achieved an
accuracy of 99.37% and 99.33% on the UNSW-NB15 and
CICIDS2019 datasets, respectively. The problem of class
imbalance was adequately addressed with the help of
GANs, and feature representation and classification ac-
curacy were enhanced using ResNet and AlexNet.

The model, however, presents enormous architectur-
al complexity that can prove challenging to execute in
real-time or on the edge due to the computational and
training overheads.

The approach suggested by Naiem et al. [20] is an itera-
tion feature selection-based and Cloud-specific approach
to DDoS mitigation. It utilizes the Pearson Correlation Co-
efficient (PCC) and Random Forest Feature Importance
(RFFI) to reduce the feature space, which is then fed to
machine learning classifiers comprising Support Vector
Machines (SVM) and Decision Trees. Their model achieved
99.27% accuracy and 97.6% precision on cloud-specific
datasets, with minimal feature dependency and reduced
latency in processing as its key priorities.

However, this framework has not been demonstrated
to apply in real-time and to dynamic traffic, which is cru-
cial in real-world cloud-based deployment situations.

Akinwale et al. [21] propose a model of HTTP regener-
ation (HReg) to counter attacks on mobile HTTP servers.
Based on the OMNeT++ simulation platform, the system
dynamically detects and regenerates corrupted HTTP
sessions to maintain service availability. The measured
performance is 73% throughput, 68.8% delivery ratio,
and 69.4% goodput under DDoS attack conditions.
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Although the approach of regeneration is new and
promising in mobile and wireless settings, it has yet to
be tested in a real deployment scenario or against deep
learning-based detection baselines.

Hussein proposes a deep learning model, which com-
bines a denoising autoencoder (DAE) and a 1D convo-
lutional neural network (CNN) to detect DDoS attacks
on the NSL-KDD dataset. The noisy features cleaned up
by the DAE present clearer signals before classification.
The model achieves a high level of accuracy of 97.7%, a
recall of 98.1%, and an F1-score of 97.8% [22].

Nonetheless, the commonly used NSL-KDD dataset
lacks freshness and comprehensiveness in reflecting
contemporary and emerging DDoS threats. The study
also does not consider the system latency and stream-
ing deployment.

The analyzed publications on machine learning and
deep learning-based DDoS detection demonstrate
high detection accuracy, typically exceeding 99 per-
cent, particularly with the latest methods, including
GANs, ensemble models, CNN-LSTM-Transformer archi-
tectures, and transfer learning. Most of them, however,
have drawbacks such as overly complex models, heavy
computation, the use of outdated or unbalanced data-
sets, and have not been tested in real-time or resource-
constrained settings, including those found in loT, cloud,
and wireless networks. Although some of the approach-
es are either streaming or cloud-specific, the majority
lack evidence of real-world deployment. The gaps men-
tioned underscore the need for lightweight, efficient,
and adaptive DDoS detection systems that can be effec-
tively applied in the real world. This research aims to ad-
dress this need by optimizing the preferred streamlined
pipeline ANN model for minimal resource consumption
and real-time detection capability.

This study develops a new approach to detecting
DDOS attacks based on auto ANN, specifically pipe-
line ANN, which can deal with real-time schemes and
resource-constrained systems.

3. MATERIALS AND METHODS

The materials and methods required in the proposed
method are represented as follows:

3.1. DISTRIBUTED DENIAL OF SERVICE (DDOS)

Various compromised devices are utilized in a DDoS
attack to target and disrupt a service. DDoS attacks are
carried out through botnets. In a DDoS attack, users
usually send a server authentication request to estab-
lish a connection. The server responds with the out-
come of the authentication process. Once the asking
user grants this authorization, a connection is estab-
lished, and access to the server is provided [23]. Also,
the attacker floods the server with many authentica-
tion requests. Since the requests have fake return ad-
dresses, the server needs assistance in identifying a
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user to provide authentication approval. The session
ends automatically after a set duration during this au-
thentication process. The server typically prolongs the
session for over a minute before terminating it. The
attacker's continuous requests overwhelm the server,
resulting in numerous open connections and a denial
of service [24][25].

It frequently occurs when many systems overwhelm
a victim's bandwidth or capacity. Such an attack occurs
because numerous hacked systems (for instance, a bot-
net) bombard the targeted system and produce a lot of
network traffic, which is performing a task [26]. Hostile
botnets infiltrate computers with malicious scripts and
programs. Once the botnet gains control of the system,
it alerts the master computer. An attacker can take con-
trol of the system and send commands to try a DoS at-
tack using this master machine [27].

The proposed approach operates in a distributed
environment by deploying a detection method across
multiple network nodes. Each node independently
analyzes incoming traffic and shares anomaly reports
with a central decision system. This distributed process-
ing improves scalability and ensures real-time DDoS
detection by reducing the computational burden on
a single detection point. Unlike centralized methods,
this framework enhances resilience against targeted
attacks on a single detection server. Fig. 1 illustrates the
threat model of a DDoS attack.

- Server
[Ty Send attack command
——
1

[Attack Period|
Send flood of requests l

| Fallure to resy ‘I
- —

Server

Fig. 1. Threat Model of DDOS Attack

3.2, ELEPHANT HERDING OPTIMIZATION (EHO)

The concept of the behavior of herding elephants
can be summarized as follows:

The elephant population is partitioned into a prede-
termined number of clans, each customized for female
elephants. Every elephant in a clan is under the leader-
ship of the master female, known as the matriarch. This
behavior aims to find the best solution within a smaller
search space, known as a local search. Furthermore,
male elephants depart from their clans after puberty
and establish independent lives. This behavior is em-
ployed to guarantee a global search [28].

The solutions of every male elephant are regarded
as wrong solutions. Conversely, all female elephants'
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solutions are considered good, and the matriarch pos-
sesses the best solution within each clan. The EHO al-
gorithm can be characterized based on elephant herd-
ing behavior [29].

The population of elephants is partitioned into j
clans. The matriarch's influence determines the new
place for each elephant in the ci. The jth elephant with-
in the ci clan can be computed by Equation (1):

-e . )Xr (1)

best, ci ci, j

=e +ax(e
ij

new, ci, j c
Thee,, . ; 'epresents the updated placement while
€ Represents the previous placement for Elephant J in
the clan ci. € et i refers to Matriarch CI, who is consid-
ered the best elephant. The scaling factor "a" belongs
to the interval [0,1], while the variable "r" belongs to
theinterval [0,1], which is generated for each individual
in each iteration [30]. The best elephant for each clan is

computed by Equation (2):

enew, ci,j= 'B X ecenter, ci (2)
The factor 8, between 0 and 1, defines the impact
€ onter o In the new individual e . i The € pnter ci indi-

cates the ci clan's central individual (matriarch). It can
be computed using Equation (3) for the d*" dimension.

1

Nnei
— X
Nei

€center,ci,d = Zj:l1 €ci,j,d (3)

Where 1 <d < D, and n, indicates the number of el-
ephants in clan ci. €, qitis the d™ dimension of the
individual. €. while the center (matriarch) of clan ci
(ecemw_‘ Jcan be modified using Equation (3). When ad-
dressing optimization problems, male elephants leav-
ing their families can be represented as separating op-
erators. The individual with the lowest fitness in every
iteration executes the separation operator, as demon-
strated in Equation (4).

= emin + (emax- emin * 1) X rand (4)

eworst,d -

In the search space, the lower and upper limits are

denoted by emin and emax, respectively. The variable

"rand" represents a randomly generated number from
Oto 1[31].

EHO differs from other optimization algorithms be-
cause it does not utilize the prior individuals in the
subsequent updating phase. EHO is an algorithm in-
spired by a swarm that handles global optimization
tasks involving clan updates and searching operations.
EHO does not focus on relaxation techniques because
it is more noise resistant. EHO works very well in con-
strained and optimized environments. The key charac-
teristics of EHO include a rapid convergence rate, the
lowest mistakes in determining localizations, and ef-
ficient execution time. The algorithm can address ML
problems that are not convex directly [32].

4. PROPOSED MODEL

This paper aims to develop an auto ANN system to
identify DDoS attacks. The proposed system consists
of four stages: loading the dataset, preprocessing, and
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feature selection based on the EHO method. Then,
a comprehensive pipeline process is established by
building and evaluating an ANN model until the best
model is identified and exported. Fig. 2 illustrates the
generic framework of the detection model.

F====== -I
1 load dataset 1
CICDD0S2019

preprocessing [~ Sgi |g:d
l [ normalized
Elephant
Features Selection | Herding
|  Optimization

Auto ANN
defined autokeras to build ANN
Evaluation the model

Export the Best
Model

Fig. 2. Proposed Framework to detect DDOS attack

4.1. DATASET ASSEMBLING

The Canadian Institute for Cybersecurity generated
the CICDD0S2019 dataset in an authentic network set-
ting, including current genuine data. The collection in-
cludes a range of modern DDoS assaults targeting SYN,
LDAP, Port Map, UDP, NetBIOS, UDP-Lag, SNMP, MSSQL,
DNS, and NTP [33]. Analysis of the CICDD0S2019 data-
set reveals that out of 1,048,575 network flow records,
more than 58% were classified as attacks and around
42% as legitimate network traffic flows [34]. This study
gathers and compiles DDOS attack data, a subset of the
CICDD0S2018 dataset, as the proposed model focuses
on DDOS attacks.

4.2 DATA PREPROCESSING

The dataset fed to a proposed model was created
using preprocessing techniques with batch data pre-
processing restriction. It was cleaned by removing null
values, and normalization procedures were applied to
scale and balance it. The essential characteristics rel-
evant to the DDoS attack flows were collected from the
datasets to enable the effective and efficient applica-
tion of the proposed models. The focus is on differen-
tiating between assaults and standard traffic patterns,
rather than individual packets. The preprocessing
phase procedure is explained in Figure 3. To address
class imbalance, Synthetic Minority Over-sampling.
Technique (SMOTE) is applied to generate additional
attack samples, ensuring a balanced dataset. This helps
inimproving the classifier's performance by preventing
bias towards the majority class.
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Fig. 3. Dataset pipeline preprocessing

4.3. FEATURE SELECTION

First, the features used in DDOS attacks are normal-
ized, putting all the feature values on the same scale,
thus helping the model learn more efficiently and train
faster. Each column (feature) is normalized except the
last column by converting each value into a float num-
ber; this can be done by subtracting the mean from
each element in the column and then dividing the re-
sult by the column standard deviation. EHO is chosen
for feature selection due to its ability to reduce dimen-
sionality while maintaining classification performance.
The algorithm iteratively selects the most relevant
features based on their contribution to detection accu-
racy. After optimization, the retained features included
packet size, flow duration, source port, destination
port, and protocol type, which were identified as key
indicators of DDoS attack patterns.

4.3.1. Population Initialized

A population is produced randomly within a search
space. This population comprises multiple elephants
(solutions), both females and males. Each solution has
multiple features, expressed as floating-point values
assigned during the normalization process.

4.3.2. Selecting Features Based on
Threshold

Based on the predetermined threshold, the float
numbers for features in each solution are converted
into binary numbers. "Zero" indicates that this feature
was not selected. "One" means choosing the corre-
sponding column from the original dataset.

4.3.3. Find Accuracy

Initially, the newly converted dataset is split into
training and test sets. At each iteration, the KNN model
is trained on the training set (comprising 80% of the
total dataset size), and its performance is evaluated
based on the test set (comprising 20% of the total da-
taset size). Then, the model's accuracy is measured by
comparing the model predictions to the actual class
values, and the accuracy for each solution represents
the fitness value for that solution. Table 1 displays the
fitness value for each solution in a single iteration.
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Table 1. The fitness value (accuracy using KNN) is in
one iteration

# No. of features  Fitness Value (accuracy)
1 43 76.381%
2 40 77.891%
3 36 77.548%
4 43 79.234%
5 37 78.543%
6 43 84.089%
7 43 83.749%
8 41 77.770%
9 41 76.476%
10 40 80.122%

4.3.4. Sorting the Solutions

After computing the fitness value (accuracy) for each
solution, these solutions and their corresponding posi-
tions are sorted in descending order (from highest to
lowest) based on their fitness values to define all the so-
lutions, from the best-performing solution to the worst-
performing solution, and their respective positions.
Table 2 presents the fitness values in descending order.

Table 2. Order of the fitness function

New index Previous Index No. of features Fitness
1 6 43 84.089%
2 7 43 83.749%
3 10 40 80.122%
4 4 43 79.234%
5 5 37 78.543%
6 2 40 77.891%
7 8 41 77.770%
8 3 36 77.548%
9 9 41 76.476%
10 1 43 76.381%

4.3.5. Clans Creation

Female elephants and their calves live in a group of
many clans; each has one Matraich, also called the clan
leader, who represents the best solution in that clan. The
number of female solutions per clan is determined dur-
ing each iteration by dividing the total population (ten
solutions) by the predefined three clans. The remaining
solutions are categorized as male solutions, represent-
ing male elephants that separate from their family upon
reaching maturity and live independently. The female
solutions indicate the randomly selected reasonable so-
lutions, while the male ones indicate the worst ones.

4.3.6. Update Clan Operator

First, the centroid (best solution) of each clan is
computed by taking the mean of all solutions within
the clan, which is calculated separately for each fea-
ture. Second, each clan's best solution position is de-
termined based on the highest fitness value. Third,
for each solution in each clan, if the current solution
doesn't equal the best, the position of the current so-
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lution is updated using Equation (1). More specifically,
Equations (2) and (3) are used to update the position of
the best solution that is currently accessible. The clan
solutions aim to update the current solution randomly
and optimize their positions sequentially in each itera-
tion, thereby increasing the probability of reaching the
optimal solution.

4.3.7. Update Separate Operator

The position of the worst solution is optimized by
adding to the male solutions, allowing them to explore
new regions in the search space, which helps them avoid
local solutions. The Updating aims to move the male so-
lutions towards a better position in the search space.

4.3.8. Best Features

When the stopping condition is met, the best solu-
tion with the highest fitness value is selected in each it-
eration. Then, these best solutions from all iterations are
ranked in descending order to choose the optimal solu-
tion. This solution comprises many features, denoted as
Os and 1s, and only features with a value of 1 are consid-
ered optimal. Table 3 shows the selected features.

Table 3. Selected features using EHO

fet1 fet2 fet3 feat4 fet5 fet6
Total 'Fwd 'Fwd '‘Bwd 'Bwd
'Flow Fwd Packet Packet Packet Packet
Duration' Packets' Length Length Length Length
Mean' Std' Max' Min'
fet7 fet8 fet9 fet10 fet11 fet12
PBV;/(dt Flow 'Flow 'Flow 'Fwd 'Fwd
L:rc1 'fh | AT‘;t Y IAT IAT IAT IAT
9 \ Max' Min' Total' Mean'
Mean
fet13 fet14 fet15 fet16 fet17 fet18
'Fwd 'Fwd 'Fwd '‘Bwd '‘Bwd '‘Bwd
IAT IAT IAT IAT IAT IAT
Std' Max' Min' Total' Mean' Std'

5. SPLIT DATASET AND CROSS VALIDATION

The data splitting process, represented by confirming
examples of 1500 regular and anomalous DDoS attacks, is
categorized into significant subgroups. The initial dataset
is the training subset, comprising data selected randomly
from the training dataset. Our solution utilizes the K-fold
methodology [35]. To analyze the influence of various k
values on the model performance estimation and com-
pare it to the optimal test scenario. This can help deter-
mine the appropriate value of K. To determine the algo-
rithm that is substantially associated, compare the distri-
bution of the data with that of the optimal test scenario.

With the result distribution from an assessment of the
same algorithms under ideal test conditions. The chosen
configuration is a reliable approximation for the ideal
test scenario, provided the outcomes are correlated at
30% for testing and 70% for training. To evaluate model
performance, this work employed 10-fold cross-valida-
tion. Figure 4 demonstrates k-fold accuracy.
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Fig. 4. K-fold Accuracy result

6. PIPELINE ARTIFICIAL NEURAL NETWORK

A machine learning pipeline is an extensive process
that encompasses data collection, preprocessing, fea-
ture engineering, model training, hyperparameter op-

timization, evaluation, and deployment. Every phase
is essential for constructing a proficient and effective
machine learning model, and automation technologies
such as Auto ANN help optimize these procedures. Fig. 5
illustrates the construction of a pipeline ANN.

Building an auto ANN, an automated design search
is activated using the AutoKeras library to identify the
optimal neural network design efficiently.

Hyperparameter optimization: It additionally auto-
mates the refinement of hyperparameters. The ANN is
optimized using grid search tuning to select the best
hyperparameters. The final model has a learning rate
of 0.001, comprising 3 hidden layers with 128, 64, and
32 neurons, respectively. The ReLU activation function
is used, and the Adam optimizer is employed with a
batch size of 32 and 100 epochs. This configuration is
chosen based on experimental results, which maxi-
mize the F1-score and minimize false positives. Table 4
shows the ANN design structure.
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Fig. 5. Pipeline ANN

Table 4. ANN parameters

ANN Parameters Value

Neurons (10,100)

Activation function “ReLu”

optimizer “"ADAM”
Learning rate 0.01
Batch size 200
Epochs 100
Dropout rate 0.2
Normalization 0,1

7. EXPERIMENTS AND RESULTS

This section focuses on evaluating the performance
of the proposed model. The experiments were con-
ducted on a system equipped with an Intel i7-12700K
processor, 32 GB of RAM, and an NVIDIA RTX 3080 GPU.
The software environment used is Python 3.9, which
utilizes TensorFlow 2.10 and Scikit-learn 1.1 modules.
With the ray[tune] python library, a distributed hyper-
parameter across multiple nodes.
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The training time for 100 epochs is 45 minutes, and
the average inference time is 3.2 milliseconds per
sample, making it suitable for real-time deployment.
The outputs are evaluated by comparing the confusion
matrix and prediction time to analyze the performance
differences between the classifiers.

7.1. EXPERIMENT MODEL

The testing bed is in a distributed structure for DDoS
attack detection, as shown in Figure 6. To evaluate the
system's performance, this test deploys a primary virtual
machine (VM) that simulates legitimate traffic, while an
attacker VM generates malicious traffic. A Server Cluster
VMA is a multi-node virtual machine that simulates a serv-
er cluster. A DDoS Detection System VM runs a Python
script to identify DDoS attacks. Client virtual machine: Use
the Python scripting to create HTTP requests for the Serv-
er Cluster virtual machine. Several instances share traffic
with the Server Cluster virtual machine. Use the suggest-
ed approach to find questionable traffic patterns and for-
ward them to the virtual machine to detect DDoS attacks.
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Fig. 6. The experiment testbed

The methodology has been tested in a live environ-
ment using QuasarRAT, JRat, and Black Shades, some of
the most prevalent remote administration tools (RATs)
readily available from both public and academic paper
repositories. The results showed that none of these pro-
grams managed to evade our models and tools, as their
operations consumed resources different from those of
the user tasks. Detecting a DDoS attack is a binary clas-
sification with labels for benign and DDoS attacks. In
this work, benign is seen as a standard class. An attack
is considered a positive class because the interest is in
finding out an assault, while an innocuous event is con-
sidered a negative class.

Analysis of the CICDD0S2019 dataset reveals that out
of 1,048,575 network flow records, over 58% were clas-
sified as attacks, and approximately 42% were identi-
fied as legitimate network traffic flows. Fig. 7 illustrates
how network traffic is visualized in the CICDD0S2019
dataset, as well as the unbalanced dataset.
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Fig. 7. Unbalanced CICDD0S2019 dataset
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Synthetic samples are created from minority popula-
tions. Existing samples can be used to create new ones.
This work discusses the issue of class imbalance in use.

Examples from minority groups. This should be done
on the training set before the model is fitted. The class im-
balance problem can be efficiently solved by implement-
ing SMOTE, a model that requires no additional details. As
a result, SMOTE is a technique for augmenting minority-
specific data. Minority classes in the CIC 2019 dataset con-
tain attack traffic. Fig. 8 displays a balanced dataset.
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Fig. 8. Balanced dataset

Fig. 9 displays a sample of features that will be input
into our model. These characteristics represent the
outcomes of the preprocessing and feature selection
stages. To provide a TCP connection activity, including
the flags used during the handshake, the traffic direc-
tion, and the connection's current state.
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Fig. 9. Some samples of the normalization final features: (a) Flow duration Feature (b) forward packet total
(c) Forward packet length min feature
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The proposed approach begins with 100 and increas-
es to 500 in 100-step increments, with other default
settings. To evaluate the effectiveness of the splitting
criterion, the dataset was partitioned into 70% for train-
ing and 30% for testing. Enumeration of hyperparam-
eters is used in our proposed approach. Fig. 10 demon-
strates a successful training process where the model's
error (measured by MSE) significantly reduces and then
stabilizes, indicating that the model has learned effec-
tively and reached a point of convergence.

MSE
value

20 » 0 L &0 70 0 w0
iterations

Fig.10. The MSE of ANN (training iterations)
Since our solution is based on pipeline ANN, Table 5
explains the hyperparameter tuning process. This pro-

cess utilizes resources using the FIFO scheduling algo-
rithm, emphasizing low complexity.

Table 5. Distributed hyperparameter tuning

Resource Memory Usage Number of Learning
request y 9 Trials Rates
3.5 GB of memoryis  Total of 4 trials:
Job requested .
currently used out of 3 are running,
3outof5 : 0.01
. 29.00GB available on and 1 has an
available CPUs
the node. error.
Ratio or a Ratio:3.4/28.8 ~ RunR:i:o ?:ials
percentage 0.118 (approximately to Erro?TriaIy Ratio:10
0, v N
(50%). 11.8%) 3/1=3
Macro average 0.50 0.50 0.50
Weight average 1.00 1.00 1.00

After numerous experiments in the testing phase, the
ANN classifier was applied to detect DDoS attacks, and
our model achieved a 99% accuracy (MSE of approxi-
mately 0.01). The classifiers exhibit nearly identical accu-
racy, with only a negligible discrepancy.To conclude, the
topic at hand is resource consumption: Time Consumed:
51.5697112083435 seconds, Memory Consumed: 1.8
GB, and CPU Usage: 15.7%. Based on this comprehen-
sive throughput, Pipelines can improve the efficiency of
the development process and minimize redundant ac-
tivities, enabling data scientists to spend more time on
advanced tasks such as model selection and optimiza-
tion. This can expedite overall advancement.
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8. DISCUSSION

The outcomes achieved using pipeline machine-learn-
ing techniques are comparable to those reported by oth-
er researchers. Both models exhibit an accuracy of over
0.98, with a minimal false positive rate. Furthermore, our
results demonstrate a very competitive false positive rate
compared to models yielding the best outcomes.

Several of the models being compared lack the use
of cross validation and, in certain instances, the confu-
sion matrix, which is a fundamental approach to evalu-
ation. Moreover, this model demonstrates substantial
resource utilization and yields low-complexity out-
comes by implementing a pipeline of machine learn-
ing approaches. This comparison demonstrates that
the identical data set determines the classification ac-
curacy. Table 6 presents the disparities between clas-
sification systems based on several parameters.

Table 6. compares recent DDOS detection models
based on the CES-CICIDS2019 dataset

RF Year Methods ML Accuracy
Random
DDOSattack  Forest, SYM, M"F:Ft_a;;“;ate
[16] 2024 detection Naive Bayes, o
AdaBoost and
based on ML KNN, XGBoost,
XGBoost =100
and AdaBoos
Detection Logistic
approach Re ission RF most
[36] 2024 based on 9 accurate
SVM, DT, RF,
several ANN. KNN %99
MLalgorithms !
DDOS
Proposed el %99.995 with a
2025 EHOfeatures  Pipeline ANN .
model . low complexity
selection, and
pipeline ANN

While the proposed model's accuracy (99.99%) is
comparable to existing approaches, its significant
advantage lies in its lower false positive rate (FPR)
(0.002%) and higher Precision (99.80%). As shown in
Table 7, a lower FPR ensures fewer false alarms, making
the system more reliable in real-world scenarios where
excessive false positives can lead to service disruptions.

Table 7. Performance Comparison Table

False

Model Accuracy Precision Recall F1- positive

score rate

(FPR)

Proposed o5 050, 99.80%  99.70% 99.75%  0.002%
system
Light Weiwei

MLmodel  9872%  9840%  97.80% 98.10%  0.005%
[37]

e 98.55%  9800% 97.50% 97.75%  0.006%
learning [38]

Tra”E;g]'me' 98.40%  97.80%  97.30% 97.55%  0.008%

CN'}";'(')]STM 9830%  97.50%  97.00% 97.25%  0.009%
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The proposed pipeline ANN + EHO model achieves the
highest accuracy and the lowest false positive rate (FPR).
Table 7 presents a comparative analysis of the proposed
model using different performance measures with recent
DDoS detection models. The results show that the pro-
posed approach achieves an accuracy of 99.99% and a
false positive rate of 0.002%. In contrast, the existing deep
learning-based methods, such as CNN-LSTM [14] and
transformer-based classifiers [39], demonstrate slightly
lower precision and recall, resulting in a marginally higher
false positive rate (FPR). This highlights the effectiveness
of the proposed EHO-ANN model in distinguishing mali-
cious traffic patterns while minimizing false alarms.

9. CONCLUSION

The DDOS attack is a risk that must be detected and
prevented from harming the network system. This
paper develops a pipeline ANN approach to detect a
DDOS attack in a distributed manner.

Feature selection is used to reduce the dimension of
the DDOS features and retain only relevant features that
affect the attack's detection. A machine learning classi-
fier, such as K-Nearest Neighbors (KNN), is used to evalu-
ate the selected features. The final features are used for
final training, while the pipelines are utilized to minimize
the resources required for training techniques. The pipe-
line machine learning model has been shown to signifi-
cantly impact both binary classifications. Moreover, the
proposed solution demonstrates the effect of resource
utilization in both the testing and training stages. The
ANN pipeline model suggested in this paper can de-
tect DDoS attacks that share comparable attributes. The
model was evaluated using the CICDD0S2019 dataset.
Though the proposed approach gives high detection
accuracy, it also has certain limitations. First, the model
has been primarily tested on the benchmark dataset
CICDD052019, which may not fully represent real-world
attack scenarios. Next, computational efficiency remains
an issue, particularly in large-scale network deploy-
ments. Hence, future research should focus on optimiz-
ing model performance for real-time applications. This
work will integrate adaptive learning techniques to en-
hance the detection of emerging attack patterns and
validate the approach in real-world environments.
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