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Abstract – Iris recognition is a biometric technique that reliably and quickly recognizes a person by their iris based on unique 
biological characteristics. Iris has an exceptional structure and it provides very rich feature spaces as freckles, stripes, coronas, zigzag 
collarette area, etc. It has many features where its growing interest in biometric recognition lies. This paper proposes an improved 
iris recognition method for person identification based on Convolutional Neural Networks (CNN) with an improved recognition rate 
based on a contribution on zigzag collarette area - the area surrounding the pupil - recognition. Our work is in the field of biometrics 
especially iris recognition; the iris recognition rate using the full circle of the zigzag collarette was compared with the detection 
rate using the lower semicircle of the zigzag collarette. The classification of the collarette is based on the Alex-Net model to learn 
this feature, the use of the couple (collarette/CNN) allows for noiseless and more targeted characterization and also an automatic 
extraction of the lower semicircle of the collarette region, finally, the SVM training model is used for classification using grayscale eye 
image data taken from (CASIA-iris-V4) database. The experimental results show that our contribution proves to be the best accurate, 
because the CNN can effectively extract the image features with higher classification accuracy and because our new method, which 
uses the lower semicircle of the collarette region, achieved the highest recognition accuracy compared with the old methods that use 
the full circle of collarette region. 

Keywords: Iris Recognition, Collarette zigzag, CNN, CASIA-Iris-Lamp V4, biometric, SVM. 

1. INTRODUCTION

Making an application more secure and less acces-
sible to unwanted people requires discerning one per-
son from another. There are several ways to identify a 
person and biometrics is one of the most secure alter-
natives so far. 

An iris is a spherical membrane of the eye, among 
the sclera and pupil. It starts to shape throughout the 
embryo phase, completing its formation at about eight 
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months of age. The originality of the iris lies in the rich-
ness of texture details resulting from the radial furrows, 
crypts, filaments, flecks, pigment frills, stripes, arching 
ligaments, and collarette. This richness makes the hu-
man iris one of the most reliable biometric characteris-
tics [1]. The area of the iris is composed of two regions, 
the outer ciliary zone, and the central pupillary zone. 
The area between these two regions is the collarette. 
The collarette contains sufficient discriminating char-
acteristics. It is less affected by pupil dilation and is 
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generally unaffected by eyelashes and eyelids [2]. Fig. 
1 shows a human iris. 

This paper proposes an improved iris recognition 
method for person identification based on CNN and 
zigzag collarette. The iris detection rate using the full 
circle of the collarette region was compared with the 
lower semicircle of the collarette area. Our approach of 
using the latter one is evaluated on images from the 
CASIA-Iris-Lamp V4 database. This version 4 of the CA-
SIA database has been applied for the first time to test 
the effect of the zigzag collarette region using convolu-
tion networks (CNNs) as feature extractors. 

The rest of this paper is as follows: Section 2 gives a 
short review of past works that used iris recognition 
and collarette area, Section 3 explains our proposed 
approach including experimental results and analysis 
and Section 4 provides the conclusion of our work. 

Fig. 1. Human eye

2. RELATED WORK 

In recent years, the field of biometric identification 
has undergone remarkable development. Because of 
its high reliability and its importance in many fields. 

•	 In the papers [3], the author proposes a high-
level security algorithm for the encryption of iris 
images by combining the permutation method, 
the QR code, and the chaotic system. 

•	 In the papers [4] an algorithm is proposed to 
detect a type of intraocular cancer called Uveal 
Melanoma (UM), the proposed method uses iris 
segmentation algorithms and proposes a new 
algorithm for the detection of UM using fuzzy 
logic and artificial neural networks. 

•	 Iris recognition is used in [5] in combination with 
fingerprints and palmprints for multimodal bio-
metric verification at the final decision stage. In 
[6], the authors segmented the iris as follows: the 
detection of eye regions was done via an unsu-
pervised neural network, the eye contour was 
determined using the canny filter, and the pupil 
and iris using the Hough. 

•	 In [7], the authors used a graphical user interface 
for the segmentation of the iris image; this inter-
face uses active contours for non-cooperative 

biometric recognition to localize the iris struc-
ture. 

•	 A new proposal for detecting eyelashes and eye-
lids with the least noise is discussed in [8], this 
proposal reduces the detection time of eyelash-
es and eyelids in the iris image using the Hough 
transform. 

•	 In [9], the authors presented a new scheme for 
cancelable iris recognition system based on 
comb filtering, the author used in his system a 
coarse to fine the iris localization, then feature 
extraction using Gabor filtering. 

•	 In the paper [10], the proposed idea adopts the 
first two phases of Daugman's approach, local-
ization, and standardization. After the normal-
ization stage, the system uses the Base64 coder 
to convert the normalized image of the iris, into 
plain text, then extract the language-indepen-
dent features of the resulting text without modi-
fying its statistical properties, which leads to a 
numerical model, the resulting model will be lat-
er classified using machine learning algorithms 
such as Random Forest. 

•	 In paper [11], the authors used the circular 
Hough transform for segmentation to find the 
region of interest (ROI) of images of the eye, after 
that Daugman's Rubber sheet model is used for 
normalization. Then, for feature extraction, the 
GLCM technique is used. Finally, Discriminant 
analysis is applied for the classification of the im-
ages. 

•	 In [12], the authors proposed a new method of 
classification and feature extraction based on 
the hybrid classifier MLPNN-ICA and grey level 
difference and the hybrid classifier MLPNN-ICA. 

•	 In [13], the authors designed an iris recognition 
system consisting of segmentation where the 
author implemented the Canny edge detec-
tion algorithm for edge detection, rubber sheet 
model for normalization, Gabor filter for feature 
extraction using and hamming distance for clas-
sification. 

•	 In [14], a secure vault system based on an iris 
recognition system is proposed, this system uses 
a point-to-point feature pattern-matching algo-
rithm and a PIC microcontroller. 

In the previous section of the paper, recent work on 
iris detection has been presented to show what has 
been done recently in the field of iris detection. 

In the previously mentioned works, the authors fo-
cused on the iris region. Despite the effectiveness of 
the above-mentioned methods for less noisy images, 
they often suffer a serious drop in performance when 
confronted with very irregular or poorly segmented 
masks. A solution to this problem is therefore needed 
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for robust, complete, and more accurate iris segmenta-
tion. 

Motivated by the previous works, this paper is fo-
cused on the area of the collarette zigzag, and more 
precisely the lower semicircle of the collarette zigzag 
(see Fig. 5). The choice of the area to be studied - the 
lower semicircle of collarette zigzag - was not arbitrary 
as it is an area of the iris with a rich texture, unaffected 
neither by the eyelids nor by the eyelashes. The main 
contribution of our idea is to select the most important 
region of the iris, a more complex pattern, with less 
noise, to avoid another noise removal treatment that 
reduces the image quality in most cases. 

In fact, the zigzag collarette region is one of the most 
important parts of the iris pattern because of its rich 
texture, its insensitivity to pupil dilation, and because 
it is not affected by the eyelash or eyelid. In [15], the 
authors found empirically that the zigzag collarette is 
generally concentric with the pupil and that its radius 
is restricted within a certain interval. 

The use of the collarette area in iris recognition has 
led to many advances over the last decade:

•	 In [16], collarette boundary detection is used to 
improve the recognition rate. Histogram equal-
ization and a high-pass filter are applied, after 
using a one-dimensional DFT, the authors used 
statistical information from the image to detect 
the collarette boundary. 

•	 In [15], the method is based on the zigzag col-
larette area and crossed chord Theorem. 

•	 In [17], based on the zigzag collarette area lo-
calization and an asymmetrical support vector 
machine, an effective iris recognition technique 
is presented. 

•	 In [18], the authors presented the experiments 
by using different normalization algorithms and 
different iris radii in iris recognition steps. They 
proposed an iris localization method and a col-
larette localization method. In feature extrac-
tion, they proposed the Gabor wavelet filter to 
extract characteristics from iris images. 

•	 In [19], the author used the Haar wavelet to lo-
calize the zigzag collarette and used a 1D Log 
Gabor filter for feature extraction. 

•	 In [20], a combination of Support vector machine 
(SVM), artificial neural networks (ANN), and Zig-
zag collarette area are used to perform feature 
extraction for iris recognition system. 

•	 In [2], the author proposes a new feature extrac-
tion technique using wavelets [21] combined with 
DLDA [22] to extract discriminative low-dimen-
sional feature vectors from the collarette region. 

•	 In [23] iris segmentation and normalization, algo-
rithms based on zigzag collarette are presented. 

The authors used canny edge detection and 
Hough transforms to localize pupil near the zig-
zag area. After that, the use of a Daugman Rubber 
Sheet Model represents an isolation zigzag collar-
ette. 

•	 In [24], the authors used the chain code method 
and zigzag collarette area with a Support Vector 
Machine (SVM) to enhance the iris recognition 
method for person identification. 

•	 In [25], the author used a two-level segmen-
tation method to segment the image. In the 
inner boundary segmentation section, They 
used methods such as Gauss pyramid, anisotro-
pic scattering, thresholding, etc. . In the outer 
boundary, segmentation section the authors 
performed a zigzag collarette process using zig-
zag collarette methodology. Finally, the inner 
boundary segmentation was subtracted from 
the outer boundary segmentation to give the 
segmented iris. 

Iris's recognition process consists of several steps. 
First, segmenting the iris region is done. After that, the 
normalization is carried out to transform images from 
Cartesian to polar coordinates. Then, the features ex-
traction step, which is necessary to detect the features 
in the last stage of the classification, see [26].

Extracting efficient characteristics is the major im-
portant stage in many object recognition tasks. That is 
why many researchers have focused on proposing ro-
bust features for a variety of image classification stages, 
see [27] and references cited therein. Nowadays, a lot 
of attention is given to Convolutional Neural Networks 
(CCN) and feature learning algorithms. In this algo-
rithm, the image is transmitted directly to the CNN, 
and then the algorithm extracts the best features im-
age, see [17,27,28]. 

In addition to feature extraction, the researchers have 
attempted, through the use of the CNN, to eliminate the 
drawbacks of all current segmentation methods and re-
place much of the pre-processing and post-processing. 
All these advantages justify our choice to use the CNN 
method. Learning-based methods are an advanced 
type of segmentation method, as stated in [29]. Among 
all learning-based methods, deep learning using deep 
CNN is among the best known and best learning popu-
lar methods in current computer vision applications be-
cause of its accuracy and performance. Deep CNN has 
been implemented to detect damaged road marks [30], 
recognize human gender from human body images 
[31], detect people in night environments using a visible 
light camera [32] and it used for spatial feature extrac-
tion to classify lung ultrasound (LUS) videos for diagnos-
ing COVID-19 [33]. As with CNN's brain tumor segmenta-
tion, CNN can also provide a solid platform to facilitate 
intensive work with accuracy and efficiency, see [34,35]. 

Iris applications are sensitive because they have a 
very complex texture. Therefore, to the best of our 
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knowledge, there are not many research papers on 
CNN related to iris segmentation, the following are the 
most known ones. 

•	 In [36], CNNs are used for verification purposes 
and to learn relational characteristics. Also, to 
calculate the similarity between two iris candi-
dates the authors used DeepIris on heteroge-
neous iris images. 

•	 In [37], the authors used DeepIris Net for two 
research studies that focus on iris recognition 
rather than iris segmentation. These two studies 
are a visual representation of the iris and iris de-
tection by crossed sensors. 

•	 In [35], using fully convolutional networks 
(FCNs), the authors detected precise iris bound-
aries in non-cooperative environments. In his 
work, hierarchical CNNs (HCNNs) and multi-scale 
FCNs (MFCNs) have been used to automatically 
delineate iris boundaries. 

•	 In [38], the authors used CNN entropy-based 
clustering to effectively segment the iris, sclera, 
and pupil regions. Here, CNN does the segmen-
tation using entropy measurements. 

•	 In [39], the authors proposed iris segmentation 
models based on deep learning to highlight very 
irregular texture areas in post-mortem iris imag-
es. The article proposed a very efficient approach 
to iris segmentation, called IrisParseNet based 
on deep learning (CNN), which differs from many 
iris segmentation methods. 

•	 This article makes an interesting study by ex-
plaining the limitations of the traditional ap-
proach and the advantages of the deep learning 
approach for iris recognition [40].

Recent works [17,26,27,35-42] are focused on iris 
recognition with the CNN, but in our case, we have 
replaced the couple iris/CNN by the couple collarette/
CNN in order to take advantage of both: CNN is the 
best known and most popular deep learning in current 
computer vision applications because of its accuracy 
and performance as it can efficiently extract features 
from the image with higher classification. In addition, 
deep neural networks learn high level features in hid-
den layers; this is one of the biggest strengths of CNN. 
It reduces the need for feature engineering. CNNs also 
correct the drawbacks of all current segmentation 
methods as a replacement of a large part of pre-pro-
cessing and post-processing. All these advantages jus-
tify our choice to use the CNN method.

As for the choice of the zigzag collarette, this area is a 
part of the iris that contains enough discriminating fea-
tures due to its rich texture and more complex pattern. 
It is less affected by pupil dilation and is usually not 
affected by eyelashes and eyelids which makes it less 
noisy thus avoiding another noise removal processing 
that reduces the image quality in most cases.

3. PROPOSED METHOD

The proposed method involves the implementation of 
the steps illustrated in Fig. 2. The first step after the acqui-
sition of the image is the pre-processing which consists 
in eliminating the white points of the iris as well as other 
types of noise such as eyelashes and noises of salt and 
pepper in the image of the eye, etc. Thereafter, we pass to 
the stage of localization of the iris, our goal in this article is 
not to detect the iris itself but is to detect a part of the iris 
that is the collarette zigzag (more precisely the lower semi 
circle), the latter is the subject of our contribution, The de-
tection of the zigzag collarette is done using the Canny 
contour detector followed by the circular Hough trans-
form, after that, we perform normalization to have a fixed 
pattern in polar coordinates using the Daugman rubber 
sheet model, then we move to the stage of feature extrac-
tion using the CNN. Our choice was made on the Alex-Net 
pre-trained model because it is simple and efficient, at the 
end, a classification step by SVM is necessary to calculate 
the recognition rate using the accuracy formula. 

Fig. 2. Stages of iris recognition

3. 1. ImAgE ACquISITIon

The proposed method was tested on the CASIA-Iris-
Lamp database. One of six subsets was collected using 
a hand-held iris sensor produced by OKI. A lamp was 
turned on/off close to the subject to introduce more in-
tra-class variations when CASIA-Iris-Lamp was collected. 
Different lighting conditions result in the expansion and 
contraction of the pupil, which causes elastic deforma-
tion of the iris texture. This is one of the most common 
and difficult problems to solve in iris recognition. There-
fore, CASIA-Iris-Lamp is good for studying problems of 
non-linear iris normalization and robust iris feature rep-
resentation. The CASIA database images are JPG images 
with a resolution of 640*480. All iris images are 8-bit 
grey-level images and the file format is JPEG (584, 2020). 

3. 2. ImAgE prE-proCESSIng

The framework of our recognition system is shown in 
Fig. 2. In the image pre-processing part, there are three 
processes which are the elimination of white dots, iris 
localization, and Iris normalization. 
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3. 2. 1. Elimination of white dots

In most standard iris databases [43-46], white dots may 
exist in the input eye image and may remain and disrupt 
the iris localization process if not properly removed, see 
[47-51]. However, in [52], this paper proposed an effec-
tive system to suppress white dots and other extraneous 
noise such as eyelash threads or salt-and-pepper noise 
in the eye image, the result is shown in Fig. 3. 

Fig. 3. Elimination of white dots

3. 2. 2. Iris localization (collarette zigzag)

•	 pupil detection

During the acquisition process, changes in lighting 
conditions can influence the quality of the resulting iris 
region, and then affect the localization of the iris and 
subsequently the recognition result. To improve the ac-
curacy and reliability of an iris recognition system, one 
must have an accurate localization of the iris region, 
because the performance of the subsequent steps of 
the system is directly dependent on the quality of the 
detected iris region. An ordinary iris localization system 
aims at detecting the two iris region boundaries: the 
inner (pupil–iris) boundary and the outer (iris–sclera) 
boundary. However, the task becomes more difficult, 
when eyelids and eyelashes cover parts of the iris. For 
this reason, a new idea has been proposed based on 
the detection of the collarette- and more precisely the 
lower semicircle of collarette-, after detecting the pu-
pil, instead of detecting the entire iris. 

The iris segmentation process starts with the detec-
tion of the pupil boundaries. for this, the Canny Edge 
detection is applied [53] to generate an edge map, then 
the circular Hough transform (CHT) is applied [54]. The 
standard circular Hough transform is used to detect cir-
cular shapes from a given radius in the image. The edge 
detection of the image is based on the calculation of 
the first derivatives of the intensity values. Each point 
in the edge map gives a circle of radius r and center 
(xc, yc) to an output array called accumulators. Then, 
the largest peak will be searched in the resulting array 
of accumulators in the parameter space using a voting 
procedure, the largest peak in the array of accumula-
tors corresponds to the circle best defined by the edge 
points, as stated in [55,56].

In our experiment, the limit radius of pupils is be-
tween 20-60 pixels for the CASIA database. These val-
ues were found according to heuristic techniques after 

examining all the images in the CASIA V4 database. 
After that, a voting procedure is applied to select the 
largest peak in the resulting accumulator array, which 
represents the best drawn circle by the edge points 
[41]. Finally, the voting procedure is implemented in 
the Hough space to detect the correct circle as shown 
in Fig. 4. 

•	 Collarette zigzag region detection

The next processing is to isolate the zigzag collarette 
area (see Fig. 5). This area is generally concentric and 
close to the pupil. Therefore it will be very easy to de-
tect using the formula of tracing a circle using the cen-
ter coordinates of the pupil and a radius that is equal to 
24 according to a study conducted by Rai. It concluded 
that the zigzag collarette is within 24 pixels of the pupil 
[19]. In the research of zigzag collarette area detection, 
many problems are encountered. In most cases, there 
is noise around the pupil which results in a geometric 
shape of the pupil that is not completely circular. There 
are still eyelashes and eyelids covering the area. Hence, 
researchers in this field tried to make some noise pro-
cessing, as in paper [42]. 

In our work, this great problem is overcome by using 
only the lower semicircle of the collarette zigzag (see 
Fig. 5) which is neither affected by eyelids nor eyelash-
es. The principle of our idea is to select the most im-
portant region and the most complex pattern with less 
noise, to avoid another noise treatment that reduces 
the image quality in most cases.

3. 2. 3. Iris normalization (collarette zigzag)

Once the zigzag collarette is detected, normaliza-
tion is implemented to produce a standard size feature 
vector that allows comparison between two different 
iris images. Stretching of the iris region is caused by 
dilation of the pupil with several lighting conditions, 
changes in the image acquisition distance, rotation 
of the camera or the eye, elastic distortion of the iris 
texture. All the above, problems affect the result of the 
iris comparison and may cause dimensional inconsis-
tencies that should be resolved by normalization. As 
shown in Fig. 6, the iris normalization process is applied 
using Daugman rubber sheet mapping to transform 
the image iris from Cartesian to polar coordinates. The 
result of normalization is shown in Fig. 7 [42].

Contrast limited adaptive histogram equalization 
(CLAHE) is a method of contrast adjustment to get an 
image with uniformly distributed intensity levels. In 
this paper, CLAHE is applied to the normalized images 
(see Fig. 7). This latter is enhanced to avoid losing fea-
tures, extract key points accurately, and hence increase 
the recognition accuracy. 

The new idea here is to take only the lower semicircle 
of the collarette zigzag (as described previously), and 
divide the normalized iris into two parts, see Fig. 8. Ac-
cording to the image database, it’s very noticeable that 
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the lower part of the iris is the least affected by the eye-
lashes and the eyelids compared to the upper part and 
in most cases, this part represents a region with zero 
noise. In the rest of the paper, we compare the recogni-
tion rate of the iris using the full circle of collarette and 
the lower semicircle of collarette to further show the 
great improvement in the recognition rate. 

Fig. 4. Pupil detection

Fig. 5. Isolation of collarette zigzag area (a) and 
lower semicircle of zigzag collarette area (b). 

Fig. 6. Transforming the iris region from the 
Cartesian coordinates to the polar coordinates

3. 3. FEATurE ExTrACTIon

•	 Convolutional neural network (Cnn)

Alex-Net is the pre-trained network used in this pa-
per for the feature extraction process, the choice of the 
Alex-Net model over another pre-trained model is not 
arbitrary, Alex-Net is a simple model and it offers the 
possibility to test performance without compromising 
memory and time. 

The pre-trained (Alex-Net) is a Convolutional Neural 
Network model CNN a reduced version of the conven-
tional Le-Net [42]. This model was conceived by the Su-
per Vision group [57]. Fig. 9 shows the architecture of 
Alex-Net and Table 1 explains it further in detail.

Deep neural networks learn high-level features in the 
hidden layers. This is one of the greatest strengths of 
CNN and leads to reduced feature engineering needs. 
In fact, the image takes several transformations. Firstly, 
the image goes through many convolutional layers 
where the network learns new and increasingly com-
plex features. Then, the information from the trans-
formed image passes through the fully connected 

layers and is transformed into a classification. the high-
level features can be recovered from the last convolu-
tional layers FC7.

To avoid a very long learning time using CNN, and since 
all layers are responsible for learning certain characteris-
tics from the images, features can be retrieved from the 
network at any time during the training process. We use 
these extracted features as input data for a classification 
model with Support Vector Machines (SVM). 

In our work, the characteristic vector is recovered 
from the fully connected layer (FC7) because we get 
high-level features from these convolutional layers. 

3. 4. The classification

The classifier is applied after feature extraction to 
find the corresponding label for every test image. A lot 
of classifiers can be used for classification, with differ-
ent types. For example, we state the Neural Network, 
Softmax Regression, and Support Vector Machine, see 
[56] for more details. In our work, a multiclass Support 
Vector Machine classifier is used. The SVM is a super-
vised learning algorithm; it constructs an optimal hy-
per-plane as a decision surface to maximize the margin 
of separation between the two classes of data. Support 
vectors refer to a small subset of the training observa-
tions used as support for the optimal location of the 
decision surface.

After loading the database, it is devised in two parts: 
70% for training and 30% for testing. Then, we extract 
the class labels from the training and the test data. The 
principle of the SVM classification algorithm is to place 
each data point in an n-dimensional space, where n is 
the number of characteristics. The value of each charac-
ter is the value of a particular coordinate. Later, we per-
form the classification by searching for the hyper-plane 
that differentiates the two classes very well. The SVM al-
gorithm will therefore classify the images and finally cal-
culate the "Accuracy" or learning rate, i.e. the efficiency 
of the method or the accuracy of the classification. This 
value expresses the fraction of labels that the network 
correctly predicts, as defined by the formula (1). 

Fig. 7. Iris normalization and enhancement

Fig. 8. Iris normalization: lower semicircle of 
collarette region



43Volume 13, Number 1, 2022

Type of Layer

n
o.

 o
f F

ilt
er

Fe
at

ur
e 

m
ap

 
Si

ze
 (h

ei
gh

t 
x 

w
id

th
 x

 
ch

an
ne

l)

Ke
rn

el
 S

iz
e

n
o.

 o
f S

tr
id

e

n
o.

 o
f 

pa
dd

in
g

Image input layer 227x227x3

(1st convolutional 
layer) Relu-1 96 55x55x96 11x11 4x4 0x0

Cross-channel 
normalization 
Max pooling1

1 27x27x96 3x3 2x2 0x0

(2nd convolutional 
layer) Relu-2 256 27x27x256 5x5 1x1 2x2

Cross-channel 
normalization  
Max pooling2

1 13x13x256 3x3 2x2 0x0

3rd convolutional 
layer) Relu-3 384 13x13x384 3x3 1x1 1x1

(4th convolutional 
layer) Relu-4 384 13x13x384 3x3 1x1 1x1

(5th convolutional 
layer) Relu-5 256 13x13x256 3x3 1x1 1x1

Max pooling5 1 6x6x256 3x3 2x2 0x0

Fully connected layer-
6(fc6) 4096x1

Relu-6 4096x1

Fully connected 
layer-7 (fc7) 4096 x1

Relu-7 4096 x1

Fully connected 
layer-8 (fc8) Softmax 

layer
1000x1

Output layer 1000 class

Table 1. The Alex-Net Layer [17]

(1)

3. 5. ExpErImEnTAL rESuLTS And AnALySIS

Our experiments are performed in MATLAB R2018a 
on a PC Intel core i5, RAM 6 Gb, and a Windows operat-
ing system 64 bits. The images used in our experiments 
come from the CASIA V4-Iris-Lamp image database. 
This most recent version of CASIA was used with CNN 
to study the effectiveness of using zigzag collarette re-
gion in iris recognition. 

For our experiment, 400 images were used from the CA-
SIA database (40 classes and 10 samples per class), several 
experiments are performed with 100 images (10 classes, 
10 samples), 200 images (20 classes, 10 samples), 300 im-
ages (10 classes, 10 samples), 400 images (40 classes, 10 
samples) as mentioned in Table 2. Alex-Net is used for 
feature extraction. The data is divided into two phases, 
70% for training and 30% for testing. All images in the da-
tabase are resized to 227 by 227 which is the input size of 
the Alex-Net. All grayscale images are converted to RGB. 
At the end, the features learned using the CNN (Alex-Net) 
and extracted from the layer FC7 will be injected into the 
multiclass SVM classifier for image classification. 

The proposed idea in the previous section has been 
implemented and the accuracy was calculated using 
the full circle of the collarette zigzag and compared 
with accuracy calculated using the lower semicircle of 
the collarette zigzag. The experimental result is shown 
in Table 2. 

The pre-trained CNN model used was already trained 
on more than a million images as the feature extrac-
tor and the SVM as the classifier. Alex-Net with the SVM 
classifier achieved good accuracy with a fairly short 
training time, on the order of seconds to minutes only. 
The advantage of the pre-trained CNN model is the 
elimination of the laborious task of feature engineer-
ing, making it easier to learn the new assigned task. 
Table 2 illustrates the accuracy rate with the different 
cases studied: 100 images, 200 images, 300 images, 
and 400 images as explained below; for each collared 
zigzag image, for the full circle of collarette zigzag ver-
sus its lower semicircle. The result shows that the best 
accuracy is found with the samples when using the 
lower semicircle of the collarette zigzag. Based on the 
results, our new idea that uses only the lower semicircle 
of the collarette achieved the highest recognition ac-
curacy compared with the old methods that use the 
whole collarette region, [2,16,18-23,25,51,58].

In this study case, we have done several training by 
increasing the number of classes: (10,20,30,40) and 
keeping the number of samples always fixed, we notice 
that the accuracy decreases, on the other hand, if we 
increase the number of samples per class (something 
impossible with the CASIA database) the learning by 
CNN will improve greatly and the accuracy too. 

Samples 
(images)

Collarette:  
Full circle

Collarette:lower semi-circle  
(our proposition)

100 93.33% 100%

200 91.67% 100%

300 88.89% 100%

400 88.33% 94.17%

Table 2. Accuracy; collarette full circle and 
collarette lower semicircle.

Collarette: Full circle

Sensitivity Specificity Precision Recall Fscore

0.91 0.997 0.88 0.91 0.87

Collarette: lower semi-circle (our proposition)

Rensitivity Specificity Precision Recall Fscore

0.94 0.998 0.95 0.94 0.93

Table 3. Performance parameters
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Fig. 9. Detailed architecture of Alex-Net [17]

Fig. 10. Confusion matrix for first test
(Collarette: lower semi-circle)

Fig. 11. Confusion matrix for second test
(Collarette: Full circle)

In addition to the accuracy, the performance analysis 
of the two experiments (Collarette: Full circle/ Collarette: 
lower semi-circle) was based on the most used evalu-

ation measures for statistical tests, such as (sensitivity, 
specificity, precision, recall, fscore ) [59] in order to fur-
ther verify the performance of our CNN/SVM classifier, 
for those we performed the first test with 100 images 
(10 classes) -as an example- and compute the confusion 
matrix to display the classification results of our tests . By 
calculating the statistical parameters, the performance 
of our system is evaluated and presented in Table 3. After 
the analysis, we can easily see the superiority of all pa-
rameters in the case of the lower semi-circle of Collarette 
and also in the confusion matrix, see Fig. 10 and Fig. 11. 

4. CONCLUSION 

In this paper, we presented an iris recognition meth-
od for person identification based on CNN and the 
zigzag collarette region. The impact of the choice of 
the CNN characterization on the lower semicircle of 
the collarette region allowed us at the same time to 
target the least noisy area of the collarette with an op-
timal feature vector. We used an Alex-Net model pre-
trained on over a million images as a feature extractor, 
and a multi-class SVM for classification. Alex-Net with 
the SVM classifier achieved good accuracy with a fairly 
short learning time, on the order of seconds to min-
utes. The iris detection rate using the full semicircle of 
collarette zigzag was compared with the detection rate 
using only its lower semicircle. Images from the CASIA-
Iris-Lamp V4 database were used to evaluate our ap-
proach. Version 4 of the CASIA database has been ap-
plied for the first time to study the contribution of the 
collarette zigzag area with the CNN for iris recognition. 

The choice of lower semicircle of collarette had a very 
effective contribution on the accuracy as mentioned in 
Table 2, we notice that the accuraccy using lower semi-
circle of collarette is always higher than that of the full of 
circle collarette. The classification of the test set is repre-
sented by a confusion matrix. It shows the performance 
of a classifier on a test data set. If a class is mislabeled as 
the other class among several classes, we can easily iden-
tify it from a confusion matrix, other statistical parameters 
have been prospected; the results confirm our choice 
(low collarette/CNN) We have chosen the SVM algorithm 
because it can be adapted to classification problems in-
volving more than 2 classes. In contract to a neural net-
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work which requires a lot of work to determine the right 
structure and parameters to use, SVM perform well even 
without any preparation. CNN facilitates the task of ex-
tracting the characteristics and making it easier to learn 
the new task assigned and extract more features from the 
image, allowing an SVM classifier to be better informed 
and achieve good accuracy. The crucial advantage of our 
combined approach (CNN/SVM) is that we can extract 
enough features (4096 features from the FC7 layer) from 
each image by representing the detail of each image from 
a pre-trained Alex-Net CNN model, and take advantage of 
the SVM to classify the features, saving time.

For future works, we plan to use data augmentation to 
increase the data artificially by learning a good amount 
of data. It is also interesting to train the data on other 
pre-trained models and finally use other databases. 
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