A Novel Approach for Diabetes Mellitus
Detection Using a Modified Binary Multi-
Neighbourhood Artificial Bee Colony Algorithm
with Mahalanobis-Based Feature Selection
(MBMNABC-Ma) and an Optimized Decision
Forest Framework

Original Scientific Paper

Gaurav Pradhan * Ratika Pradhan

Department of Computer Applications, Department of Computer Applications,
Sikkim Manipal Institute of Technology, Sikkim University,

Sikkim Manipal University (SMU), Gangtok, India

Majitar, India rpradhan01@cus.ac.in
gaurav.p@smit.smu.edu.in Bidita Khandelwal

Gopal Thapa Department of General Medicine,
Department of Computer Applications, Sikkim Manipal Institute of Medical Sciences,
Sikkim Manipal Institute of Technology, Sikkim Manipal University (SMU),
Sikkim Manipal University (SMU), Tadong, India

Majitar, India bidita.k@smims.smu.edu.in

gopal.t@smit.smu.edu.in

*Corresponding author

Abstract - Diabetes is a critical global health issue caused by high blood sugar (hyperglycemia), leading to complications like
cardiovascular disease, blindness, neuropathy, and kidney failure. Machine learning (ML) algorithms improve both the accuracy and
efficiency of medical diagnoses. This study applies a Modified Binary Multi-Neighbourhood Artificial Bee Colony with Mahalanobis-
based (MBMNABC-Ma) for a feature selection algorithm, combined with diverse ML models for diabetes identification. Compared to
the conventional Binary Multi-Neighbourhood Artificial Bee Colony (BMNABC), MBMNABC-Ma improves classification accuracy and
reduces computational complexity. Five diabetes datasets were analyzed using a 70-30% holdout cross-validation. The MBMNABC-
Ma model, trained on Optimal Decision Forest (ODF) with Random Forest Ensemble (RFE), demonstrated high effectiveness. It
achieved 97.23% accuracy on the Merged Datasets (comprising 130 US and PIMA datasets), 97.93% on the Iranian Ministry of Health
Dataset, 96.05% on the Questionnaire Dataset, 98.39% on the Hospital of Sylhet Dataset, and 80.98% on the PIMA Dataset, with high
specificity and sensitivity scores across all cases.
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1. INTRODUCTION tes can have consequences like cardiovascular disease,
blindness, renal failure, and neuropathy [2]. Hence,

Diabetes is a common endocrine disease, defined by jabetes mellitus must be identified and treated as
increased blood glucose levels caused by defectsinthe  soon as possible to reduce the complications. In the
production or action of insulin or both [1]. The increase  meantime, prominent trends in diabetes-related early
in diabetes cases has created a severe risk to the global  death were found through a study. Between 2000 and
healthcare system. An individual suffering from diabe- 2010, the death rate fell in high-income countries [3].
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There was a further rise in death rates between 2010
to 2016 due to diabetes. In low-income countries, the
rates of premature death continued to rise [4]. In India,
over 77 million people suffer from diabetes, according
to forecasts published in 2019 [5, 6]. Likewise, by 2045,
there would be close to 134 million cases of diabetes
in India, according to these estimates [7]. Diagnosing
diabetes and its related diseases is important and can-
not be exaggerated at an early age. Therefore, this of-
fers a good opportunity for early intervention and bet-
ter treatment tactics, which lowers the risk of serious
issues, including heart disease and nerve damage [8].
Data Mining techniques and machine learning have
become essential tools in detecting various diseases,
specifically in the detection of diabetes. It aids with
prediction, diagnosis, and complication management
[9]. The strength and efficiency of machine learning
come from its ability to find patterns that human ex-
perts might overlook, improving the diagnostic accu-
racy [10]. In order to create a successful ML model, fea-
ture selection helps in dimensionality reduction, model
generalization, and computing efficiency [11, 12]. This
study proposes a Modified Binary Multi-Neighbour-
hood Artificial Bee Colony algorithm with a Mahalano-
bis-based (MBMNABC-Ma) feature selection algorithm
for the detection of diabetes. The study attempted to
compare the performance against traditional algo-
rithms by testing it on five diabetes datasets within an
Optimal Decision Forest (ODF) framework. We evaluate
the proposed model against other methods, including
MBMNABC-Ma + k-NN, MBMNABC-Ma NB, MBMNABC-
Ma + C4.5, MBMNABC-Ma + RS, and MBMNABC-Ma +
SVM, using performance metrics like accuracy, specific-
ity, and sensitivity. Results show that MBMNABC-Ma +
ODF(RFE) outperforms most models in terms of accu-
racy and effectiveness.

1.1. LITERATURE REVIEW

Significant research work has been carried out on
choosing features, imputation strategies, and managing
values that are missing in the past; this section discusses
and examines a few of the appropriate studies [10].

A. Negi et al. [11] used the UCI machine learning li-
brary to gather two of the datasets [13][14], those were
then combined based on their similarities. Illustrations
of unknown or missing data (unidentified data) were
replaced with the value of 0. Some of the non-numeric
entries were changed into numerical equivalents, and
the features that were not relevant to the identification
of diabetes were eliminated. A script that was includ-
ed in LibSVM was employed to prepare the data, and
the data points were normalized using a scale rang-
ing from 0 to 1. The mean value was used to replace
the amalgamated data points, and numerical values
were assigned to symbolic representations. The split of
60%-40% of the dataset were considered for training
and testing respectively. In the process of selecting rel-
evant attributes, the Weka software platform was used
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to create the F-select script of the LibSVM package. A
Support Vector Machine (SVM) was employed to cre-
ate a predictive model. For validation, the training data
were used through a 10-fold cross-validatio. Then, Fea-
ture selection was performed using both wrapper and
ranker methods, resulting in 71% accuracy with the
wrapper technique and 72% with the ranker technique.
Moreover, the LibSVM F-select script was then em-
ployed, yielding 63% accuracy. Finally, by selecting all
features, an accuracy of 72.92% was obtained. Heydari
et al. [15] utilized a set of data consisting of 2536 occur-
rences from the University of Medical Sciences, Tabriz,
to predict the presence of diabetes. Various methods,
such as ANN, SVM, nearest neighbor, Bayesian net-
work, and Decision Tree, were contrasted to identify
the most effective procedure for diabetes diagnosis.
Among all, the best accuracy was performed by ANN
with 97.44%. On the other hand, 5-NN, Decision Tree,
SVM, and Bayesian Network reached accuracy percent-
ages of 81.19%, 95.03%, 90.85%, and 91.60%, respec-
tively. Prerna et. al. [12] used online and offline surveys
to generate a dataset containing eighteen inquiries
about family history, lifestyle, and health. RStudio and
the R programming language were implemented for
analysis employing classifiers like k-Nearest Neighbor,
Support Vector Machine, Decision Tree, Naive Bayes,
Logistic Regression, and Random Forest. The Random
Forest produced the maximum accuracy of 94.10% and
the dataset was split into 75% for the training and 25%
for testing. Islam et al. [16] utilized machine learning
methods, including Decision Trees, Naive Bayes, Logis-
tic Regression, and Random Forest for diabetes detec-
tion. 520 instances of the dataset were collected by di-
rect investigations from Sylhet Diabetes Hospital. Using
Cross-validation and an 80-20 split, Random Forest has
achieved the finest accuracy with 97.4%. Dzulkalnine et
al. [17] applied fuzzy principal factor analysis for fea-
ture selection from the PIMA dataset. In an 80-20 data
split, the maximum accuracy of 72.078% was achieved
using FPCA-SVM classification. A better hybrid imputa-
tion FPCA-SVM-FCM model was created, and accuracy
measures revealed that FCM showed FCM surpassed
SVM-FCM. Oladimeji et al. [18] obtained and used a set
of data from Sylhet Diabetes Hospital, balancing with
the SMOTE oversampling method. Abedini et al. [19]
employed a PIMA dataset to propose an ensemble, hi-
erarchical model. The models were individually trained
and then integrated at an advanced level. At first, Deci-
sion Tree and Logistic Regression model were utilized,
and next, feeding their results into a Neural Network
for improved accuracy, an accuracy rate of 83% was
obtained. lyer et al. [20] uses Pima Indian Diabetes sets
of data to forecast diabetes in women using Decision
Tree (C4.5) and Naive Bayes classifiers. Using the cross-
validation and percentage split procedures, the data
sets were divided into preparation and test sets. More-
over, 10-fold cross-validation was used to prepare the
data with an achieved accuracy of 79.56%. Chang et al.
[21] introduced a classification model suitable for elec-
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tronic diagnostic systems. The three models: the C4.5
decision tree, Naive Bayes, and Random Forest classifier
were used on the diabetes datasets of Pima Indians. Po-
sition ranking, k-means clustering, and principal com-
ponent analysis (PCA) were employed in the dataset
analysis. Several matrices, such as accuracy, sensitivity,
precision, F-score, specificity, and AUC (area under the
curve), were used to evaluate the model's performance.
On the entire dataset, Random Forest outperformed
Naive Bayes and C4.5 decision trees, achieving 79.57%
accuracy, 89.40% precision, 75.00% specificity, 85.17%
f-score, and 86.24% AUC. Out of the three models, C4.5
achieved the highest sensitivity, at 88.43%.

Overall, research shows that ensemble-based classi-
fiers and efficient feature selection methods are essen-
tial for accurate diabetes prediction. But the majority
of current methods are either less accurate, have a lot
of computing overhead, or aren't adequately general-
izable to a variety of datasets. To improve the accuracy
and efficiency of the detection of diabetes, Modified Bi-
nary Multi-Neighbourhood Artificial Bee Colony algo-
rithm with Mahalanobis-based distance (MBMNABC-
Ma), with Optimal Decision Forest and Random Forest
Ensemble (ODF-RFE) has been proposed.

The paper is planned as follows: Section 2 details the
MBMNABC-Ma feature selection algorithm and the
classification techniques used; Section 3 presents the
experimental results and comparisons with existing
models; and Section 4 concludes the study.

2. MATERIALS AND METHODOLOGY

This study aims to build an accurate and efficient
system to detect diabetes by using advanced meth-
ods like model creation and feature selection. The ap-
proach uses the Random Forest Ensemble (RFE) along
with the Optimized Decision Forest (ODF) for devel-
oping the model, and the MBMNABC-Ma algorithm is
used to choose the most relevant features.

2.1. COLLECTION OF DATA

Various datasets were collected for validating the
proposed model. The primary dataset, PIMA, and the
secondary dataset, Diabetes 130-US hospitals, were
provided by Negi et al[11] from the UCI machine
learning repository. These datasets span from 1999 to
2008 and were merged into one, with 102,536 partici-
pants—64,419 healthy, 38,115 unhealthy. The dataset's
age range was 5 to 95 years, consisting of 47,055 males
and 55,480 females. After filtering missing data, 5,000
instances were used. Another dataset from Heydari et
al.[15] contained 2,209 individuals tested for type 2
diabetes in Tabriz, Iran, including 698 males and 1,837
females, ages 30 to 90, with 15 missing entries. A third
dataset, provided by Neha Prerna et al. [12], included
952 participants aged 40-60, with 580 males and 372
females, of which 266 were diabetic and 685 non-dia-
betic. They also used the PIMA dataset. M. M. F. Islam et
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al.[16] introduced a dataset with 502 individuals (186
non-diabetic and 315 diabetic), aged 16 to 90, from
the Sylhet Diabetes Hospital in Bangladesh. Finally,
Kaggle [13] provided a dataset with 768 records, con-
sisting of 500 non-diabetic and 268 diabetic cases, all
female participants, aged 21 to 81. The study utilized
binary classification datasets, each labeled with two
classes: diabetic (1) and non-diabetic (0). These labels
were originally included in the datasets and served as
the ground truth during both training and evaluation.
Table 1 summarizes these datasets.

Table 1. Datasets Used

Number of

Name of Dataset features Instances  Classes
a 3c|JvI S;g::d%m:\?n 1 46 >000 2
Iranian Ministry of Health [15] 19 2536 2
Questionnaire Dataset [12] 17 952 2
Hospital of Sylhet Dataset [16] 16 502 2
PIMA Dataset [13] 8 768 2

2.2, FEATURE SELECTION USING THE
MODIFIED BINARY MULTI-
NEIGHBORHOOD ARTIFICIAL BEE
COLONY -MAHALANOBIS BASED
(MBMNABC-MA) METHOD

The MBMNABC-Ma technique assessed the distance
between neighbors i and k across all datasets using Ma-
halanobis distance rather than the traditional Euclide-
an or Hamming distance. The rationale behind adopt-
ing MBMNABC-Ma over existing feature selection tech-
niques is its enhanced ability to identify optimal fea-
tures that maximize classification accuracy while simul-
taneously minimizing the number of selected features.
The classical BMNABC algorithm consists of the follow-
ing stages: initialization of food sources for the bees;
the employed bee phase, where each bee explores a
new candidate solution based on neighborhood in-
formation; the onlooker bee phase, where bees select
promising solutions based on the fitness of neighbors;
and the scout bee phase, where new random solutions
are introduced when stagnation is detected. In tradi-
tional BMNABC, the distance between the ith bee and
its neighbors was calculated using Hamming distance,
which may not adequately capture the relationships in
datasets with continuous and correlated features. In
contrast, the proposed MBMNABC-Ma algorithm em-
ploys Mahalanobis distance, which considers the cova-
riance among features, providing a more reliable mea-
sure of dissimilarity between solutions. Moreover, the
fitness evaluation process is improved by incorporating
a multi-objective function that balances classification
accuracy assessed through k-fold cross-validation and
the number of selected features. Memetic Algorithms
are hybrid optimization techniques that combine glob-
al search from algorithms like ABC with local refine-
ment strategies to improve both convergence speed
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and solution quality. In the MBMNABC-Ma method, the
memetic part improves the top-performing solutions
by locally adding or removing features to increase fit-
ness. This hybrid structure helps the algorithm not just
explore different regions of the search space globally,
but also focus more closely on the best areas through
local fine-tuning, resulting in better and smaller fea-
ture subsets. Through the use of Mahalanobis distance
and a multi-objective fitness, the MBMNABC-Ma algo-
rithm exhibited enhanced performance in both feature
selection and classification accuracy, especially in the
context of diabetes detection. The detailed working
principles of MBMNABC-Ma using Mahalanobis dis-
tance measures and multi-objective optimization are
outlined in Table 2 to Table 5.

Table 2. The Modified Binary Multi-Neighborhood

Artificial Bee Colony with Mahalanobis (MBMNABC-

Ma) Feature Selection using Mahalanobis Distance
Measure

fort=1to Tdo

Step 2.1.

Far Neighbour Identification

For each solution x, compute
Mahalanobis distance to every other
solution x,:

MD(x;, %) =

V =) TS — %) 3)

where S is the covariance matrix of the
feature data.

Identify x, as a far neighbor if:

MD(xI, xk) > max(MDi)szmean(MD,),
where R is a neighborhood radius that
is updated dynamically:

R = Rmax (1 _%) (4)

INPUT

Diabetes mellitus dataset with N

. NxD
Dataset: XER samples and D features

Step 2.2.

Generate a New Candidate Solution

Call the Neighbor-Based Solution
Generation Algorithm (Table 3) with the
current solution x, and its far neighbors
x, (identified using Mahalanobis
distance) to generate a new solution v,.

v =NeighborBasedSolution
Generation (x,, x,) (5)

Binary class labels, where 1 indicates a

- N
ClassLabels:  Y€{0,1} diabetic and 0 a non-diabetic

Number of candidate solutions
T Maximum number of iterations

Maximum neighbourhood radius

R . for identifying far neighbours using
Parameters: Mahalanobis distance
A supervised classifier for fitness
Cls .
evaluation
k Number of folds for cross-validation
af Weights for multi-objective fitness

Step 2.3.

Selection Based on Fitness

Calculate the selection probability p, for
each solution x, based on its fitness

//Use these
P = NfL probabilities to
L8P fa)  probabilistically
6) select solutions for
further exploration

OUTPUT

A reduced subset of features F,  CF that provides the highest
classification accuracy and minimizes the number of features for

detecting diabetes.

Step 2.4.

Local Search on Top Solutions
(Memetic Search)

Every M iteration, perform local
refinement on top k solutions: Try adding
or removing one feature at a time.

Accept changes that improve the
fitness f(x).

PROCESS

Step 1. Initialize the Population

Step 1.1.  Generate initial solutions x,, x,,..., XNW
where each solution x, is a binary vector
of length D (representing selected
features):

_ {1 if rand (0,1) = 0.5

X g
Yo otherwise

fori=12,..,Nyppandj=12,....,D m

Step 2.5.

Explore Near Neighbors

Call the Fitness-Based Neighbor
Exploration Algorithm (Table 4)

to explore nearby solutions using
Mahalanobis distance for neighbor
selection and generate a new solution v,

v=FitnessBased Neight) (7)

Step 1.2.  Evaluate the fitness fix) of each solution
using multi-objective fitness:

Classifier trained on the selected
features corresponding to x..

Perform k-fold cross-validation and
compute the average accuracy Acc(x,)

Compute fitness:

f) =a x Acc(x) - B x
Number of Selected
Features
inx;

D (2)

Far Neighbour Exploration and New Solution

Step 2. Generation

Step 2.6.

Step 2.7.

Scout Bee Exploration and Solution
Replacement

Identify
Step 2.6.1. Stagnating
Solutions

If a solution does not improve after a
certain number of trials (stagnation), it
is marked for replacement.

Generate a New

Step 2.6.2. Random Solution

Call the Random Solution Generation
Algorithm (Table 5) to replace
stagnating solutions with a new
random solution x"".
x“*=RandomSolution Generation (x,) (8)

i’

Memorize the Best Solution

After each iteration, keep track of the
solution x, _ with the highest accuracy.

best

end
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Step 3. Best feature subset F, _ identification

best

Return F, CF the subset of features for the solution

best
x,,. for which the highest accuracy was received.
est

The neighbor-based solution generation of the
MBMNABC-Ma feature selection approach is designed
to explore the feature space effectively by leveraging
the information from far neighbors identified using Ma-
halanobis distance. After identifying the far neighbors
in Step 2.2 of the MBMNABC-Ma algorithm, the Neigh-
bor-Based Solution Generation Algorithm is invoked
to generate a new candidate solution by utilizing the
structure of the best-performing neighbors. By consid-
ering the data’s covariance structure through Mahala-
nobis distance, the algorithm ensures that neighbors
are more meaningfully selected based on feature in-
terdependencies. This leads to a more informed and
efficient exploration of the search space, increasing the
probability of discovering feature subsets that enhance
overall fitness. The detailed process flow of neighbor-
based solution generation has been outlined in Table 3.

Table 3. The Neighbor-Based Solution Generation
Algorithm

INPUT

+ Current solution x,
« Set of far neighbors x,, identified using Mahalanobis distance

OUTPUT

New candidate solution v,

Table 4. The Fitness-Based Neighbor Exploration
Algorithm

INPUT

+ Current solution x,
+ Set of far neighbors x,, identified using Mahalanobis distance

OUTPUT

New candidate solution v,
PROCESS
Step 1.

Select Best Neighbor

Select the best neighbor x, . from the set of near
esti

neighbors based on fitness.

Step 2. Generate New Solutions

Generate a new solution v, using the best near
neighbor:

) (12)

VU:XU+rand(0,1 )X(Xij-xbestkj

Step 3. Compare and update fitness

Compare the fitness of the new solution f{v) with
the current solution fix)

if flv)>flx)
thenx=v, (13)
end

Step 4. Return updated solution x,

In contrast to both the Neighbor-Based Solution
Generation Algorithm and the Fitness-Based Neighbor
Exploration Algorithm, which rely on the information
from neighboring solutions, the Random Solution Gen-
eration Algorithm is used when a current solution has
stagnated, i.e,, it fails to improve after several trials. This

PROCESS . . .
algorithm seeks to provide variety to the search space
Step 1. Compute Average Best Neighbor . . . .
and avoid it from getting stuck in local optima.
Compute the APB, of the far neighbors x,
4PB, ere e g X Table 5. The Random Solution Generation
Nar //where p**' denotes the .
:NLZ phest best solution found so far for Algo“thm
Jeris 9 the k* far neighbor
INPUT

Step 2. Generate New Solutions Current solution x, marked for replacement

Generate a new solution v, using the best OUTPUT

information from the far neighbors: New random solution x,"*"

v,=x+rand(0,1)x(x,-APB,) (10) PROCESS
Step 3. Convert to Binary Step 1. Generate Random Solution

. . . For each feature j, generate a random binary value
Convert v_into a binary value for feature selection L2
i for the new solution:
o {1 if rand (0,1) = 0.5 new = {1 if rand (0,1) =05
Y0 otherwise 11) Y " lo otherwise (14)

Step 4. Return New Solution Step 2. Return the new random solution X"

Return the new solution v,to MBMNABC

Similar to the Neighbor-Based Solution Generation
Algorithm, the Fitness-Based Neighbor Exploration Al-
gorithm, as described in Table 4, also aims to enhance
the feature space exploration. However, instead of focus-
ing on far neighbors, it concentrates on near neighbors,
which are solutions that are close to the current solution
x, based on Mahalanobis distance and have relatively
high fitness values. This method refines the search by
exploiting the best-performing nearby solutions.

Volume 17, Number 2, 2026

The MBMNABC-Ma algorithm for feature selection
operates through multiple stages of exploration and
exploitation, guided by neighborhood-based solution
generation, fitness-based exploration, and random
solution generation. Together, these methods ensure
that the algorithm effectively navigates the feature
space to identify an optimal subset of features that
maximizes classification accuracy while minimizing re-
dundancy. At the core of the MBMNABC-Ma algorithm
the Mahalanobis distance measure is used to define
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the proximity between solutions in the search space.
Unlike hamming distance, the Mahalanobis distance
adjusts distances according to the covariance struc-
ture of the data and considers feature correlations
[22]. This provides a more accurate representation of
feature relationships in continuous-valued datasets,
enabling more precise identification of significant and
non-redundant features. Consequently, MBMNABC-Ma
is particularly effective in feature selection tasks involv-
ing real-world datasets where features exhibit interde-
pendencies, such as in diabetes detection.

To evaluate the effectiveness of the MBMNABC-Ma
algorithm, feature selection was independently per-
formed on each of the five diabetes datasets. These
datasets contain heterogeneous features ranging from
medical test results and medication usage to lifestyle
indicators. The algorithm was applied after preprocess-
ing, enabling the identification of feature subsets most
relevant to classification while eliminating redundant
or irrelevant attributes. Table 6 presents the summary
of selected features for each dataset, listing the total
number of features, the count of those selected by the
algorithm, and the specific feature names retained.

The results indicate that MBMNABC-Ma effectively
adapts to varying dataset structures. For instance, the
Merged Dataset (130-US + PIMA), originally contain-
ing 46 features, was reduced to 21 highly informative
variables, such as Repaglinide, Pioglitazone, Change,
Readmitted, Race, and Tolbutamide. Similarly, the Irani-
an Ministry of Health dataset retained 11 out of 19 fea-
tures, with BMI, Triglyceride, and Cholesterol appearing
as the most influential. In the Questionnaire dataset, 15
out of 17 features were preserved, including lifestyle-
related variables like Family_diabetes, BMI, Stress, and
Sleep. Notably, all 16 features from the Sylhet Hospital
dataset were selected, highlighting the clinical rel-
evance of symptoms such as Polydipsia, Polyuria, Alo-
pecia, and visual blurring. Likewise, the PIMA dataset
retained all 8 of its original features, suggesting their
collective importance in diabetes detection.

This dataset-specific selection underscores the
adaptability and robustness of the MBMNABC-Ma al-
gorithm across varying feature spaces. It also demon-
strates the algorithm’s capacity to uncover both clinical
and behavioral indicators that are strongly associated
with diabetes, thereby enhancing model interpretabil-
ity and predictive power.

Table 6. Dataset-wise Feature Selection Results Using the Modified Binary Multi-Neighbourhood Artificial
Bee Colony with Mahalanobis-based (VBMNABC-Ma) Algorithm

Total No. of Selected
Dataset
Features Features
Merged Dataset
(130-US + PIMA) 46 21
[11]
Iranian Ministry
of Health [15] 19 1
Questionnaire
Dataset [12] Uz (S
Hospital of Sylhet
Dataset [16] 16 16
PIMA Dataset
[13] 8 8

2.3. PROPOSED DIABETES DETECTION MODEL
COMBINING MBMNABC-MA AND OPTIMIZED
DECISION FOREST

The proposed method for diabetes detection uses a
combination of two powerful techniques: Modified Bi-
nary Multi-Neighbourhood Artificial Bee Colony with
Mahalanobis Distance (MBMNABC-Ma) for selecting fea-
tures and an Optimized Decision Forest (ODF) for clas-
sification. The process begins by preparing the diabetes
dataset through steps like dealing with missing values,
normalization, and encoding. MBMNABC-Ma identi-
fies the most important features by using Mahalanobis
distance, which takes into account the relationships be-
tween features and the dataset’s internal structure. This
makes it highly effective for continuous datasets where
feature interdependence plays a major role in predic-
tion accuracy. The algorithm starts with an initial group
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Features Name

Repaglinide, Pioglitazone, Change, Readmitted, Race, Tolbutamide, Gender, Age, A1Cresult, DP_
function, Weight, Max_glu_serum, Pregnancy, Troglitazone, Glipizide, Citoglipton, TriFold_Skin

Thickness, Acetohexamide, Examide, BMI,

BMI, Triglyceride, Cholesterol, Weight, HDL, History_of_pregnancy, FBS, Result_of _high_blood_
pressure_screening, Age, History_of_diabetes, Family_history_of_diabetes
Family_diabetes, BMI, Age, Stress, Physically_active, Sleep, Soundsleep, Urinationfreq,
Regularmedicine, Bplevel, Alcohol, Pregnancies, Gender, Highbp, Junkfood
Polydipsia, Polyuria, Age, Gender, Sudden_weight_loss, Irritability, Alopecia, Weakness, Itching,
Polyphagia, Visual_blurring, Delayed_healing, Genital_thrush, Muscle_stiffness, Obesity, Partial_

paresis

Glucose, Age, Insulin, Pregnancies, BloodPressure, BMI, SkinThickness, DiabetesPedigreeFunction

of feature subsets and evaluates them based on how
well they support classification. It explores both nearby
and distant features in the dataset to ensure a thorough
search and maintains diversity by introducing new ran-
dom solutions when progress slows down. This cycle
continues until the best feature subset, F,.is found.

Once the relevant features are selected, the ODF classi-
fieris applied for predicting diabetes. ODF is animproved
version of the Random Forest algorithm. It enhances
performance by selecting only the most important deci-
sion trees to form a subforest, which helps reduce com-
putation time and improve accuracy. Since ODF focuses
on key features identified by MBMNABC-Ma, it provides
better results, minimizes redundancy, and improves the
model’s ability to generalize. Additionally, it makes the
prediction process more transparent, helping medical
professionals understand how decisions are made, a
valuable benefit in healthcare applications.

International Journal of Electrical and Computer Engineering Systems



Overall, combining MBMNABC-Ma for feature selec-
tion with ODF for classification results in a highly ac-
curate and efficient system for detecting diabetes. It
handles high-dimensional medical data effectively,
offers strong prediction performance in terms of ac-
curacy, sensitivity, and specificity, and maintains clarity
in decision-making, all of which are essential in clinical
settings. The proposed model is illustrated in Fig. 1.

3. RESULTS AND DISCUSSION

This research compares feature selection using the
conventional BMNABC algorithm and the Modified
BMNABC with Mahalanobis distance (MBMNABC-Ma)
across five transcontinental diabetes datasets. All the
datasets were first preprocessed using the KNN impu-
tation method and then passed through the Optimized
Decision Forest (ODF) framework with the help of the
Random Forest Ensemble (RFE) algorithm.

The performance of the proposed MBMNABC-Ma
+ ODF (RFE) method was compared with other classi-
fiers like MBMNABC-Ma + k-Nearest Neighbors (kNN),
MBMNABC-Ma + Support Vector Machine (SVM), MBM-
NABC-Ma + Naive Bayes, MBMNABC-Ma + Rough Set

(RS), and MBMNABC-Ma + C4.5 decision tree. Com-
parative results were also analyzed against the con-
ventional BMNABC and previously published research.
Accuracy, specificity, and sensitivity were employed
as evaluation metrics. The MBMNABC-Ma + ODF (RFE)
approach demonstrated superior performance across
all metrics and datasets, highlighting its potential for
robust, real-world diabetes detection applications. To
ensure a strong comparison, key performance met-
rics were analyzed, including the Receiver Operating
Characteristic (ROC) curve. These illustrations make it
easier to distinguish the models' capabilities in various
contexts. To comprehensively examine the diagnostic
capabilities of each model, a detailed evaluation of
key metrics, namely accuracy, sensitivity, and specific-
ity, was performed. This rigorous comparison offers a
clear understanding of the advantages and distinctive
strengths of the proposed MBMNABC-Ma, combined
with ODF using RFE about competing approaches. An
educated viewpoint on the suggested model's possible
real-world applications is facilitated by this thorough
assessment, which provides insightful information on
the model's efficacy and dependability in the context
of diabetes diagnosis.

MODIFIED BINARY MULTI-NEIGHBORHOOD
ARTIFICIAL BEE COLONY (MBMNABC-Ma) Training & Testing
g 1 FEATURE SELECTION T Spliton x

LIS SRS Identify best + +
Iranian Ministry Questionnaire featuresubset L 5| Fhes

of Health Dataset Fover I |
% — Koy (Fpese) Heo(Fpece)
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Fig. 1. Block diagram of the proposed diabetes detection model

A thorough analysis of several models, including
MBMNABC-Ma + C4.5, MBMNABC-Ma + k-NN, MBMNA-
BC-Ma + NB, MBMNABC-Ma + RS, and MBMNABC-Ma
+ SVM, in combination with the MBMNABC-Ma + ODF
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(RFE) model, is shown in Fig. 2. The combined dataset,
which incorporates information from both the US and
PIMA sources, is used for this evaluation. A useful illus-
tration of the performance evaluation performed on the
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Iranian Ministry of Health dataset may be seen in Fig. 3.
The assessment findings from the questionnaire dataset
are further displayed in Fig. 4, emphasizing the models'

comparative capabilities. Additionally, the results of the
performance evaluation carried out on the Sylhet Diabe-
tes Hospital dataset are presented in Fig 5.
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ROC Curve from Sensitivity & Specificity

ROC Curve from Sensitivity & Specificity

ROC Curve from Sensitivity & Speclficity

084 08 {
1 1 +
& 4
g g g
£ x 06 S D61
a 2 b
¥ ¥ 3
£ & o4 & o4
3 ¥ ¥
- - -
024 02
— Mocel (ALC - 0.931) = Mcdel AUC = 0.790) — Modc! (ALC = 0.644)
Randem Guess -~ Random Guess -~ Random Guess
) 00 . v 3 | 00
oo 02 o4 o6 o8 1¢ ae 02 os ue os 10 oo oz o on on 10
Fabve Amitivw Rate (FOR) = Talee Postive Rate (FPR) = Falza Postive Rate (FFR) =
ROC Curve from Sensitaedy & Specificity ROC Curve lrom Sensilivily & Specfiaty AOC Curve from Sensilivily & Specificily
104 10 10
on 08 0o
' 1 +
F & F
£ g £
0 3 06 - 06
5 3 ]
S a a
« o4 < 04 & e
v ¥ Y
- - -
02 02 02
—— Mocel IALC ~ 0 W) — Mo (AUC = 0.975) — Macel |NIC = D B26)
i Hardten G ss . Randem Guess f Rendom Guses
00 00 (1)
() 02 0 06 o8 10 (1) 02 [ 06 08 10 () [¥] 04 s 08 10

Tas Boartie Kave (195) =

(d)

Talse Positye Rate (TPR) =

(e)

Talse Foseive Rste (TFR) =

(f)
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Lastly, Fig 6 presents a comprehensive visualization
of the performance evaluation conducted on the PIMA
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dataset, offering a clear and comparative perspective on
the effectiveness of the models across different datasets.
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Fig 6. Comparative performance analysis of the models (a) MBMNABC-Ma + C4.5, (b)) MBMNABC-Ma + k-NN,
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SVM evaluated on the PIMA dataset

The above figures comprehends the subtle differ-
ences in performance of each model across various da-
tasets, which helps to provide a thorough grasp of their
prospective applications and probable ramifications in
the field of diabetes diagnosis.

3.1. PERFORMANCE OUTCOMES WITH
VARIOUS METHODS

The comparative analysis evaluated models based
on accuracy, specificity, and sensitivity. The models as-
sessed include MBMNABC-Ma + Random Forest (RF),
MBMNABC-Ma + k-Nearest Neighbors (k-NN), MBM-
NABC-Ma + Naive Bayes (NB), MBMNABC-Ma + C4.5,
MBMNABC-Ma + Rough Set (RS), and MBMNABC-Ma +
Optimized Decision Forest (ODF) using Random Forest
Ensemble (RFE). The results for the Merged Dataset (130
US and PIMA records) are presented in Table 7, while
the performance outcomes for the Iranian Ministry of
Health dataset, the Questionnaire Dataset, the Hospital
of Sylhet Dataset, and the PIMA dataset are detailed in
Tables 8,9, 10, and 11, respectively.

In Table 7, the MBMNABC-Ma + ODF (RFE) algorithm
achieved the highest accuracy (97.23%) for diabetes
detection, outperforming all other compared meth-
ods. MBMNABC-Ma + Naive Bayes achieved an accura-
cy of 82.06%, MBMNABC-Ma + SVM achieved 83.94%,
MBMNABC-Ma + k-NN reached 95.68%, MBMNABC-Ma
+ C4.5 attained 96.37%, and MBMNABC-Ma + Rough
Set (RS) scored 96.98%. For specificity, MBMNABC-Ma
+ SVM achieved the highest value at 100%, followed by
MBMNABC-Ma + ODF (RFE) at 97.75%, MBMNABC-Ma
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+ C4.5 at 96.95%, and MBMNABC-Ma + RS at 97.06%.
High specificity indicates the ability of the model to ac-
curately identify healthy individuals, thereby reducing
false positives. In terms of sensitivity, MBMNABC-Ma +
RS (96.93%) and MBMNABC-Ma + ODF (RFE) (96.82%)
performed the best, followed by MBMNABC-Ma + C4.5
(95.91%) and MBMNABC-Ma + k-NN (94.89%). Mean-
while, MBMNABC-Ma + SVM (77.27%) and MBMNABC-
Ma + Naive Bayes (77.64%) exhibited the lowest sen-
sitivity, suggesting their potential challenges in accu-
rately detecting all diabetes cases. High sensitivity is
crucial to ensure diabetic individuals are correctly iden-
tified, minimizing the occurrence of false negatives.

Table 7. Performance of Proposed Detection
Methods on the Merged Dataset (130 US and PIMA
records) (10-Fold Cross Validation)

Detection Method Acc(;:)a Y Spe(cc'/igcity Sen(soi/‘t) i)vity
MBMNABC-Ma + C4.5 96.37 96.95 95.91
MBMNABC-Ma + kNN 95.68 96.7 94.89

MBMNABC-Ma + NB 82.06 90.78 77.64

MBMNABC-Ma + ODF(RFE) 97.23 97.75 96.82

MBMNABC-Ma + RS 96.98 97.06 96.93

MBMNABC-Ma + SVM 83.94 100.00 77.27
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Table 8. Performance of Proposed Detection
Methods on the Iranian Ministry of Health dataset
(10-Fold Cross Validation)

Detection Method Acc(:;:)a Y Spe(f’i/gcity Sen(s;'/:i)vity
MBMNABC-Ma + C4.5 96.19 89.41 96.76
MBMNABC-Ma + kNN 92.57 61.95 96.07

MBMNABC-Ma + NB 81.34 31.7 97.02

MBMNABC-Ma + ODF(RFE) 97.93 99.29 96.82

MBMNABC-Ma + RS 97.37 99.11 95.97

MBMNABC-Ma + SVM 90.22 75 90.25

The MBMNABC Ma combined with ODF using RFE
achieved the highest accuracy of 97.93 percent, speci-
ficity of 99.29 percent, and sensitivity of 96.82 percent
on the Iranian Ministry of Health dataset, demonstrat-
ing its strong capability for making precise predictions,
as presentedinTable 8. The MBMNABC-Ma + RS method
closely shadowed by achieving 97.37% accuracy, with
the specificity of 99.11% and 95.97% sensitivity. Com-
paring other methods, such as MBMNABC-Ma + k-NN
and MBMNABC-Ma + Naive Bayes, showed lesser accu-
racy and specificity, with MBMNABC-Ma + Naive Bayes
particularly displaying a very low specificity (31.7%).
Hence, the result emphasizes that the MBMNABC-Ma +
ODF(REF) and MBMNABC-Ma + RS performed extreme-
ly well in this dataset, showing significant potential for
the precise and reliable detection of diabetes on the
Iranian Ministry of Health dataset.

Table 9. Performance of Proposed Detection
Methods on the Questionary dataset (10-Fold Cross
Validation)

Accuracy  Specificity Sensitivity

Detection Method (%) (%) (%)

MBMNABC-Ma + C4.5 94.01 92.65 94.48
MBMNABC-Ma + kNN 96.21 96 96.3
MBMNABC-Ma + NB 84.76 72.16 89.84
MBMNABC-Ma + ODF(RFE) 96.05 97.27 95.18
MBMNABC-Ma + RS 96.05 97.27 95.18
MBMNABC-Ma + SVM 86.86 76.6 90.83

Table 9, with the Questionary dataset, specifies sig-
nificant insights into the efficiency of various methods
for diabetes detection. In this dataset, the MBMNABC-
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Ma + kNN method gave the admirable accuracy of
96.21%, with strong specificity (96%) and sensitivity
(96.3%). The methods, MBMNABC-Ma + ODF(REF) and
MBMNABC-Ma + RS, gave the same results in terms of
accuracy (96.05%), specificity (97.27%), and sensitivity
(95.18%). The MBMNABC-Ma + C4.5 also gave a good
accuracy of 94.01%, with specificity (92.65%) and sen-
sitivity (94.48%). The other method, MBMNABC-Ma
+ NB and MBMNABC-Ma + SVM, provided lower ac-
curacy, specificity, and sensitivity. This highlights that
the MBMNABC-Ma + ODF(REF) and MBMNABC-Ma +
RS performed best in the detection of diabetes in the
Questionary dataset.

Table 10. Performance of Proposed Detection
Methods on the Hospital of Sylhet dataset (10-Fold
Cross Validation)

Detection Method Aci;)a Y Spe(;;;ﬁ)city Sen(s:/: i)v“y
MBMNABC-Ma + C4.5 95.8 92.31 98.04
MBMNABC-Ma + kNN 97 93.4 99.34

MBMNABC-Ma + NB 87.82 80.79 92.62

MBMNABC-Ma + ODF(RFE) 98.39 98.39 98.41

MBMNABC-Ma + RS 96.36 93.92 99.66

MBMNABC-Ma + SVM 92.01 88.83 93.93

Using the Hospital of Sylhet dataset, Table 10 high-
lights the performance of various algorithms for dia-
betes detection. In this dataset, the MBMNABC-Ma +
ODF(REF) methods gave the highest accuracy (98.39%)
as compared to other methods, with the specificity and
sensitivity of 98.39% and 98.41% respectively. Simi-
larly, the MBMNABC-Ma + kNN achieved an accuracy
of 97% with a specificity of 93.4% and a sensitivity of
99.39%. Although the MBMNABC-Ma + RS did not pro-
vide the best accuracy and specificity as compared to
MBMNABC-Ma + ODF(REF) and MBMNABC-Ma + kNN
but it achieved the highest sensitivity of 99.66%. The
MBMNABC-Ma + NB method gave the lowest accu-
racy, specificity, and sensitivity of 87.82%, 80.70% and
92.62% respectively, demonstrating that MBMNABC-
Ma + ODF(REF) and MBMNABC-Ma + kNN emerged as
the top methodologies for diabetes detection in the
Hospital of Sylhet dataset.

In Table 11, using the PIMA dataset, the MBMNABC-
Ma + ODF (RFE) method achieved the highest accu-
racy of 80.98% specificity of 83.74% and sensitivity of
78.88% indicating that it is efficient in accurately de-
tecting diabetes in this dataset, The MBMNABC-Ma +
RS achieved the second highest accuracy with 78.66%,
reasonable specificity of 81.35% and notable sensitivity
of 76.65%. The MBMNABC-Ma + c4.5 method gave the
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highest sensitivity of 96.44% and specificity of 98.45%
but notably lower accuracy of 76.17%. Hence, these
results suggest that MBMNABC-Ma + ODF (RFE) and
MBMNABC-Ma + RS performed best in the detection of
diabetes in the PIMA dataset.

Table 11. Performance of Proposed Detection
Methods on the PIMA Dataset (10-Fold Cross

Validation)

Detection Method Act;;)a Y Spe(c;ﬁ)city Sen(s:; i)v“y
MBMNABC-Ma + C4.5 76.17 98.45 96.44
MBMNABC-Ma + kNN 70.44 58.30 76.20

MBMNABC-Ma + NB 76.43 67.90 80.38

MBMNABC-Ma + ODF(RFE) 80.98 83.74 78.88

MBMNABC-Ma + RS 78.66 81.35 76.65

MBMNABC-Ma + SVM 77.08 73.96 78.13

3.2. COMPARATIVE ANALYSIS WITH EXISTING
TECHNIQUES

In Table 12, the proposed MBMNABC-Ma + ODF(RFE)
method achieves a remarkable accuracy of 97.23%.
The proposed methodology considerably gave better
results as compared to the conventional BMNABC +
ODF(RFE) reported by Pradhan et al. [23] on the Merged
Dataset (130 US and PIMA), which had an accuracy of
96.36%. The substantial improvement of 0.87% empha-
sizes the effectiveness of MBMNABC-Ma in refining fea-
ture selection processes. Other methods, like SMOTE +
Random Forest by Pradhan et al.[24] with the accuracy
of 84.60% and LIBSVM by Negi et al. [11] with an ac-
curacy of 73.00%, further illustrates the strength of the
proposed method. This enhancement not only rein-
forces its potential as a leading method in the field but
also highlights its ability to deliver superior classifica-
tion outcomes compared to the traditional approach.

Table 12. Comparative result analysis between
Conventional BMNABC and MBMNABC-Ma for the
Merged Dataset (130 US and PIMA)

Dataset Authors Methods LT G
(%)
Negietal. SVM (Classification) + LIBSVM 73.00
[11] (Feature Selection) .
Merged Przlc"[‘;;‘] et BMNABC + ODF(RFE) 96.36
Dataset )
(130 USand
pivay (1] Fradhanet oo dom Forest + SMOTE 84.60
al. [24]
Proposed MBMNABC-Ma + ODF(RFE) 97.23
114

In Table 13, the proposed method MBMNABC-Ma
+ ODF(RFE) performed better than the BMNABC +
ODF(RFE) by Pradhan et al. [23], which stated an ac-
curacy of 97.93% accuracy in the Iranian Ministry of
Health Dataset. Even though the proposed method
performs better than several advanced methods, it's
important to identify that MBMNABC-Ma's benefits are
obtained from its flexibility and creative feature selec-
tion skills. For instance, Heydari et al. [15] achieved an
accuracy of 97.44% with expert feature selection com-
bined with ANN, Pradhan et al. [24] with SMOTE com-
bined with Random Forest, achieved 96.80% accuracy,
and Habibi et al. [25] reached 97.60% using expert fea-
ture selection with C4.5. The little discrepancy in accu-
racy shows that the proposed approach not only beats
the competition but also provides substantial value in
terms of the interpretability and pertinence of charac-
teristics. The little discrepancy in accuracy shows that
the proposed approach not only beats the competition
but also provides substantial value in terms of the in-
terpretability and pertinence of characteristics.

Table 13. Comparative result analysis between
Conventional BMNABC and MBMNABC-Ma for the
Iranian Ministry of Health

Dataset Authors Methods Accuracy
(%)
Heydari et al. ANN + Expert Feature 97.44
[15] selection (Manual) :
Habibi et C4.5 + Expert Feature 97.60
al.[25] selection (Manual) :
Iranian
Ministry of ~ Pradhan et al.
Health [15] [24] Random Forest + SMOTE 96.80
Pradhan et
al[23] BMNABC + ODF(RFE) 97.28
Proposed MBMNABC-Ma + ODF(RFE) 97.93

The MBMNABC-Ma + kNN methodology acquires an
accuracy of 96.21% for the Questionnaire Dataset in Ta-
ble 14, falling only 0.22% short of the top-performing
technique, BMNABC + ODF(RFE) by Pradhan et al. [23],
which recorded 96.43%.

Table 14. Comparative result analysis between
Conventional BMNABC and MBMNABC-Ma for the
Questionnaire Dataset

Dataset Authors Methods Acc(;:)a <y
UiEfeE il Random Forest 94.10
[12]
Prad'[‘;‘:] etal pandom Forest+ SMOTE  93.70
Questionnaire
Dataset [12]
P'ad'[‘;;‘] etal. BVINABC + ODF(RFE) 96.43
Proposed MBMNABC-Ma+ kNN 96.21
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However, it does not reach this benchmark, the pro-
posed technique still displays improved performance
compared to the BMNABC + ODF (RFE), which ob-
tains 96.43% accuracy. In comparison, Tigga et al [12]
achieved 94.10% accuracy with Random Forest and
Pradhan et al. [24] reported 93.70% with SMOTE com-
bined with Random Forest. This tiny difference exhibits
how competitive MBMNABC-Ma is at achieving appro-
priate characteristics and classifying data.

The close performance emphasizes MBMNABC-Ma’s
possibility for additional evolution and offers positive
options for improvement.

Table 15 shows the impressive accuracy of 98.39%
achieved by the MBMNABC-Ma + ODF(RFE) in the Hos-
pital of Sylhet Dataset. This is still not as accurate as the
greatest recorded accuracy of 99.23% by Giindogdu
et al. [26], but it is significantly more accurate than the
BMNABC + kNN technique of 97.01% by Pradhan et al.
[23]. This improvement of 1.38% underlines the efficacy
of the proposed strategy in addressing the challenges
of this dataset. Other methodologies, like SMOTE with
Random Forest by Pradhan et al.[24] which achieved
an accuracy of 98.10% and SFS + ANN by Buyrukoglu
et al. [27] with an accuracy of 99.10% further emphasis
the strength of the proposed method. This improve-
ment of 1.38% underlines the efficacy of the proposed
strategy in addressing the challenges of this dataset.
MBMNABC-Ma'’s dynamic performance demonstrates
how it may improve feature selection and emphasizes
its usefulness in intricate real-word situations.

Table 15. Comparative result analysis between
Conventional BMNABC and MBMNABC-Ma for the
Hospital of Sylhet Dataset

Dataset Authors Methods Accuracy (%)
Islam et al. [16] Random Forest 97.4
Random Forest +
Pradhan et al. [24] SMOTE 98.10
2 e neiel ANN + SFS 99.10
o [27]
3
©
©
e APGWO-based
- . i
J_>:‘ Nipa et al. [28] MLP 97.00
(%]
s
]
3 Glndogduetal.  XGBoost + Random
a 99.23
o [26] forest
T
XG Boost +
Prasanth [29] SelectKBest 98.00
Yasar [30] FFNN + CSA 99.04
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Neural Network +

Ma [31] Min_Max 96.20
Optimize Selection
Saboor et al. [32] + kNN + SMOTE 93.66
) Random Forest
5 Elsadek et al.[33] + Supervised 97.88
B Attribute Filter
©
o
o Random Forest
<
s Rony et al. [34] 4 CFS 97.50
ks
=
g Hasan et al. [35] Extra Trees + PCC 99.06
T
Pradhan et al. [23] BMNABC + kNN 97.01
Proposed MBMNABC-Ma + 98.39

ODF(RFE)

Finally, in Table 16, the proposed methodology
(MBMNABC-Ma + ODF(RFE) achieved an accuracy of
80.98% which is more as compared to the BMNABC
+ ODF(RFE) result of 77.21% published by Pradhan et
al. [23]. For instance, methodologies employing mean
imputation and Naive Bayes reported by Mousa et al.
[36] with an accuracy of 85.00% and Chang et al. [21]
with an accuracy of 79.13% it yields lower accuracies.
In the PIMA dataset, an existing technique varying
from 72.90% to 79.13%, the MBMNABC-Ma + ODF(RFE)
method shows a competitive advantage. The results
show that the proposed methodology, MBMNABC-Ma,
is flexible and robust in different datasets: the Merged
Dataset (130 US and PIMA), the Iranian Ministry of
Health, the Questionnaire dataset, the Hospital of Syl-
het, and the PIMA datasets. Although the proposed
methodology falls short of the existing benchmarks, its
strength lies in its flexibility, capability, and robustness
in detecting diabetes.

Table 16. Comparative result analysis between
Conventional BMNABC and MBMNABC-Ma for the
PIMA Dataset

Dataset Authors Methods Accuracy (%)
Mousa et al. [36] L‘STM + Mean 85.00
imputation
Rajni et al. [37] RB-Bayes + Mean 72.90
imputation
™
?,-;‘ Chang et al. [21] Naive Bayes + PCA 79.13
g )
< Sisodiaetal3g]  alve Bayes +Mean 76.30
s imputation
o
Pradhan et al.[23] BMNABC + ODF(RFE) 77.21
Proposed MBMNABC-Ma + 80.98

ODF(RFE)

115



Actual
Diabetic

Non-Diabetic

Confusion Matrix - Merged (130-US + PIMA)

Non-Diabetic

1
Diabetic
Predicted

Fig 7. Confusion matrix for the Merged Dataset
showing the classification performance of the
proposed MBMNABC-Ma+ ODF(RFE) model
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Fig 8. Confusion matrix for the Iranian Ministry
of Health Dataset showing the classification
performance of the proposed MBMNABC-Ma+
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Fig 9. Confusion matrix model for the

Questionnaire Dataset showing the classification
performance of the proposed MBMNABC-Ma +
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Fig 10. Confusion matrix for the Sylhet Diabetes
Hospital Dataset showing the classification
performance of the proposed MBMNABC-Ma +
ODF(RFE) model
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Fig 11. Confusion matrix model for the PIMA
Dataset showing the classification performance of
the proposed MBMNABC-Ma + ODF(RFE) model

4. CONCLUSION

Diabetes remains a significant public health concern,
particularly among adults and elderly individuals, where
early detection plays a vital role in reducing the risk of
severe complications. This study explored the effective-
ness of a novel meta-heuristic feature selection approach
for diabetes detection by leveraging five diverse data-
sets containing a rich set of clinical and demographic
variables. Through comprehensive experimentation, the
proposed MBMNABC-Ma combined with the Optimized
Decision Forest (RFE) framework demonstrated supe-
rior performance in terms of accuracy, sensitivity, and
specificity compared to traditional methods. These find-
ings not only confirm the robustness of the proposed
approach but also underscore its potential for practical
implementation in real-world clinical settings.

Moreover, this research emphasizes the importance
of advanced feature selection techniques in improving
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model precision and reducing redundancy. Looking
ahead, future work may incorporate explainability tech-
niques such as SHAP (SHapley Additive exPlanations)
and LIME (Local Interpretable Model-Agnostic Explana-
tions) to better understand the predictions made by
complex models like ODF, thereby enhancing interpret-
ability and trust in healthcare applications. Additionally,
integrating deep learning architectures such as Convo-
lutional Neural Networks (CNNs) may further refine de-
tection capabilities by capturing deeper and more ab-
stract patterns in high-dimensional medical data.
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