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Abstract – Employee turnover is a serious challenge for organizations and companies. Thus, the prediction of employee turnover is 
a vital issue in all organizations and companies. The present work proposes prediction models for predicting the turnover intentions 
of workers during the recruitment process. The proposed models are based on k-nearest neighbors (KNN) and random forests (RF) 
machine learning algorithms. The models use the dataset of employee turnover created by IBM.  The used dataset includes the most 
essential features, which are considered during the recruitment process of the employee and may lead to turnover. These features 
are salary, age, distance from home, marital status, and gender.   The KNN-based model exhibited better performance in terms of 
accuracy, precision, F-score, specificity (SP), and false-positive rate (FPR) in comparison to the RF-based model. The models predict the 
average probability percentage of turnover intentions of the workers.   Therefore, the models can be used to aid the human resource 
managers to make precautionary decisions; whether the candidate employee is likely to stay or leave the job, depending on the given 
relevant information about the candidate employee. 
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1. INTRODUCTION

Employee turnover can be defined as the rate of em-
ployees who quit an organization and are substituted 
by new employees.  A high employee turnover rate 
represents a potentially fatal problem for organizations 
due to the high costs of separation, vacancy, recruit-
ment, training, and replacement. Moreover, an orga-
nization with a high turnover rate eventually becomes 
understaffed, consequently non-productive and its 
growth stagnates [1]. Thus, the prediction of employee 
turnover is a vital procedure for any sustainable orga-
nization, where acquiring early information regarding 
employee turnover status helps organizations to take 
precautions to such a status.

Volume 13, Number 2, 2022

Artificial intelligence (AI) can be defined as the utili-
zation of the machine instead of human brains to ac-
complish a required goal or carry out a certain task. 
Recently, there is an increasing tendency to apply AI in 
human resource (HR) management [2-3] because using 
the computational and processing powers of the ma-
chine is faster and more accurate than the human brain 
[4-6]. Nowadays, the AI field is an important aspect and 
a rapidly growing trend of the technology-driven econ-
omy. AI starts to run deeply on the organizational level, 
affecting some of its structures in some countries. The 
field of HR has steadily shown interest in the AI technol-
ogy through baby-steps across the world. An AI-driven 
HR management will put back the routine jobs and 
complicated tasks of the human resource personnel; 
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thus, conserving substantial amounts of time, money, 
and manpower [7-9].  

The literature provides a set of recommendations on 
how the AI tools and practices could be applied for spe-
cific HR management tasks like using machine learning 
techniques in employee selection [10] and recruitment 
by information extraction techniques [11, 12]. 

One of the main branches of artificial intelligence 
(AI) is machine learning; a scientific development of 
computer machines, where the machine can learn and 
adapt based on provided data and experience, without 
necessarily following programmed instructions.  The 
learning process starts with data analysis of recurring 
patterns in a dataset.  Then, the observed patterns are 
used to extrapolate a decision or predict an outcome. 
Various machine learning algorithms can be utilized for 
turnover prediction such as neural networks, apriori, 
KNN, extreme gradient boosting, RF, decision tree, lo-
gistic regression, support vector machines, etc. [13-17]. 

Accordingly, the aim of the present research is to con-
struct data-driven prediction models based on machine 
learning algorithms to predict the likelihood of a candi-
date quitting his/her job in the future. This would help 
the organization managers with taking the necessary 
precautions to diminish the turnover rate.  The impor-
tance of the present research from a practical stand-
point is that as mentioned before, employee turnover is 
a huge problem, which causes quite a lot of drawbacks. 
The present work could be a step in diminishing the 
drawbacks of employee turnover by predicting whether 
employees will leave the organizations or not before 
recruitment to help the managers make decisions to 
diminish the turnover rate.   The importance of the pres-
ent research from an academic point of view is that to 
the best of our knowledge, there are some studies in the 
open literature, dealing with the turnover prediction by 
using machine learning algorithms.  But, no academic 
research attempts have been conducted to tackle the is-
sue at hand, from the same angle, by predicting employ-
ee turnover during the recruitment process. The present 
work’s methodology of data-based predictions uniquely 
stands out amongst several open-literature studies ad-
dressing turnover concerns via machine learning.  To 
achieve this goal, the dataset created by IBM was used 
in the present work.  The data was carefully studied and 
selected to include only the essential features, which 
should be considered during the recruitment process of 
the employee and may lead to turnover.  The selected 
features are salary, age, distance from home, marital sta-
tus, and gender.  Models have been built based on KNN 
and RF algorithms to predict the probability percentage 
of turnover intention of candidates before recruitment. 

2. RELATED WORk 

A comparative study involving accuracy and mem-
ory utilization of selected algorithms for predicting 
employee turnover was conducted by Rohit Punnoose 

et al. [18]. The authors collected the data from the in-
formation system used by the human resource depart-
ment of a retailer with global operations and data from 
the Bureau of Labor Statistics. Several classification 
algorithms were applied, namely, extreme gradient 
boosting (XGBoost), logistic regression, Naïve Bayes-
ian, RF, linear support vector machine, linear discrimi-
nant analysis and KNN. The authors have found that 
XGBoost exhibits the best performance regarding the 
accuracy and memory utilization.

Jain et al. [19] have carried out research to predict 
turnover rate using XGBoost. They have found that age, 
gender, marital status, years at the company, job sat-
isfaction, and distance from home have the most sig-
nificant effects on turnover among all attributes in the 
dataset.

Numerous algorithms; namely, logistic regression, 
gradient boosting classifier, support vector machine, 
and RF were applied to the IBM dataset prepared by 
IBM data scientists [20, 21]. After applying the RF classi-
fier, fifteen features were found to be more significant 
in deciding whether employees quit their jobs or not. 
Out of the fifteen features, overtime and monthly in-
come exhibit the highest influence on employees to 
leave their jobs or not. XGBoost was found to have the 
highest performance (with an AUC of 0.84596) among 
all the applied algorithms. 

Zhao et al. [13] have evaluated the performance of 
ten supervised machine learning algorithms; namely, 
RF, gradient boosting trees, XGBoost, support vector 
machines, decision tree, neural networks, linear dis-
criminant analysis, Naïve Bayesian, logistic regression, 
support vector machines and KNN on numerous HR 
datasets. The authors have found that XGBoost is the 
most reliable algorithm among all the applied algo-
rithms.

Zhang et al. [22] have attempted to find out the most 
important factors that lead to employee turnover.  The 
authors have found an essential correlation between 
department and work. Also, they have found that the 
gender of employees significantly affects turnover. A 
logistic regression algorithm was applied for predicting 
the turnover with an accuracy of 87.2%. 

Sisodia et al. [23] have carried out an investigation to 
find out the reasons causing the employee turnover by 
building models using machine learning algorithms to 
forecast employee turnover. They used the dataset on 
Kaggle with ten features. They have found that the main 
reasons causing high employee turnover rates are time 
spent with the company, workload, and promotion.  
The used machine learning algorithms for building the 
models were decision tree, support vector machine, 
Naïve Bayesian, KNN, and RF. The accuracy, precision, 
F-score, recall, specificity, and FPR of the models were 
compared. In terms of accuracy, F-score, and precision, 
RF performed better and in terms of recall, the decision 
tree was better.  
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3. RESEARCh METhODOLOgy 

3.1 RESEARCh FRAMEWORk

The turnover prediction framework is presented in 
Fig.1. The used methodology comprises several phases; 
namely, data collection, data cleaning, data selection, 
data preprocessing, benchmarking the algorithms, and 
evaluating the predicted outcome.

3.3 DATA PREPROCESSIng

Machine Learning algorithms can typically process 
only numerical input. Hence, the qualitative variables 
(gender and marital status) were encoded into quanti-
tative variables (One-Hot Encoding) to input an accept-
able format for the machine. 

Based on the scientific literature [24-26] and logical rea-
soning, the features in the employee dataset that are es-
sential for the prediction of turnover before recruitment 
were cherry-picked.  This means that the features were 
selected based on the information provided by the can-
didates for the jobs and before they are put to work.  For 
example, features such as job involvement, job satisfac-
tion, job level, overtime, relationship satisfaction, and so 
on cannot be considered during the recruitment process 
because the candidates for the jobs have not yet been put 
to work.   To fulfill the aim of the present work, all other 
features were excluded and solely considered salary, dis-
tance from home, marital status, age, and gender, which 
should be considered during the recruiting process of the 
employee and may lead to turnover in organizations. 

3.4 APPLIED MAChInE LEARnIng  
 ALgORIThMS

The two machine learning algorithms applied in the 
present work are RF and KNN algorithms. The two algo-
rithms were chosen because most of the open litera-

3.2 DATASET 

The dataset was obtained from the Kaggle website 
(IBM, 2020). The IBM dataset comprises 1470 records 
with 34 features (6 categorical and 27 numeric), such as 
monthly salary, experience, distance from home, skills, 
nature of work, position etc. 

Fig. 1. Turnover prediction framework

ture vouch for their reliability and accuracy [13,15, 27-
28].   For example, Badillo et al. [27] have reported that 
RF and KNN algorithms demonstrate the best combi-
nation of performance and interpretability. Zhao et al. 
[13] have proved that KNN is accurate and reliable with 
a small number of features. The novelty of the pres-
ent work lies within the hybridization technique used 
to tailor the parameters to better represent the model 
features in a realistic manner. Moreover, the trial-and-
error process in the KNN algorithm was carried out on 
the cross-K validation rather than the algorithm itself 
to find the optimal K value for the given dataset as 
opposed to finding the optimal K for a particular trial 
and error process. In the case of the RF algorithm, the 
Random Search algorithm was utilized to narrow down 
the range of each parameter, then the Grid Search al-
gorithm was applied on the relevant set of parameters 
only, introducing more novelty to the work.

4. RESULTS AnD DISCUSSIOnS 

4.1 DESCRIPTIvE AnALySIS

The descriptive analyses were performed on the IBM 
employee turnover dataset, including the selected fea-
tures that significantly affect the turnover; namely, age, 
distance from home, marital status, gender, and monthly 
income. The HR employee turnover dataset was loaded 
into MySQL workbench, which is a database manage-



138 International Journal of Electrical and Computer Engineering Systems

ment system, and MS Excel and then preprocessed. The 
gender was converted to 0 and 1 for male and female, 
respectively. The marital status was converted to 0, 1, 
and 2 for single, married, and divorced, respectively. The 
distance unit was converted from a mile to km. Then, the 
relationships between the employee turnover and the 
selected features were generated by using MySQL and 
MS excel.  The distributions of the target variable (em-
ployee turnover) related to the selected features; name-
ly, age, distance from home, marital status, gender, and 
monthly income within the dataset are presented in Figs. 
2-6. In the IBM dataset, the total number of employees is 
1470, from which 237 employees (16%) left the job. Fig. 
2 presents the relationship between age and percent-
age of employee turnover. It can be observed that as the 
age increases the total turnover percentage or the turn-
over percentage in the cluster almost linearly decreases. 
The highest turnover percentage lies within the cluster 
of 18-24 years (43.7%) meanwhile, the lowest turnover 
percentage lies within the cluster of 43-48 years (9.1%). 
Concerning the percentage of total turnover, the high-
est turnover percentage lies within the cluster of 31-36 
years (29.1%) and the lowest turnover percentage lies 
within the cluster of 55-60 years (4.6%). These findings 
indicate that younger employees have a more propen-
sity to leave the job. 

Fig. 3 reveals the influence of distance from home 
on the percentage of employee turnover. The highest 
turnover percentage lies within the clusters of 21 – 30 
and 31 – 40 km. Unexpectedly, the highest percentage 
(36.7%) of the total turnover lies within the cluster of 
0-10 km and the lowest turnover percentage lies within 
the cluster of 0-10 km. The turnover percentage of em-
ployees as a function of salary is presented in Fig.4. The 
percentage of employee turnover is inversely propor-
tional to the salary with the highest value of the lowest 

Fig. 2. Age versus percentage of the total turnover 
and percentage of turnover in the cluster

Fig. 3. Influence of distance from home on the 
percentage of the total turnover and percentage of 

turnover in the cluster

Fig. 4. Influence of monthly income on percentage 
of the total turnover and percentage of turnover in 

the cluster

Fig. 5. Martial status versus percentage of the total 
turnover and percentage of turnover in the cluster

Fig. 6. Gender versus percentage of the total turn-
over and percentage of turnover in the cluster
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salary cluster (1500-3000 L.E). The employees with sala-
ries between 15000 and 18000 L.E. do not likely show a 
tendency to leave the job. Fig.5 shows the distribution 
of turnover percentage related to marital status. Single 
employees have a higher desire to leave, but divorced 
employees are more likely to stay in the job as indicat-
ed by the highest turnover percentage occurred with 
the single employees, whereas the lowest turnover 
percentage with the divorced employees. Fig. 6 reveals 
the relation between turnover and gender. It is worth 
noting that female employees show a higher tendency 
to stay in the job. However, male employees have a 
strong propensity to leave as they represent 63.3% of 
the total employee turnover in the dataset. 

4.2 FEATURE IMPORTAnCE

After analyzing the dataset, the RF algorithm was ap-
plied to find the feature importance score, Fig.7.

Fig. 7. Feature importance

From Fig. 7, it can be observed that salary exhibits the 
highest feature affecting the employee turnover and 
gender has the lowest effect. 

4.3 hEATMAP

The heatmap uses a warm-to-cool color spectrum to 
show the correlations between variables.  For obtain-
ing the heatmap, pyplot, pandas, and seaborn libraries 
were imported and employed. The heat map, demon-
strating the correlations between features and target 
variable (turnover), is presented in Fig. 8. A negative 
correlation indicates that the alteration of a feature or 
the target variable is inversely influenced by the other.  
However, a positive correlation indicates that the varia-
tion of a feature or the target variable is directly influ-
enced by the other. The heatmap displays that there is 
no correlation higher than 0.5, which is between age 
and salary. The positive correlation between age and 
salary indicates that as the age increases, the salary in-
creases.  The correlation between distance from home 
and turnover is also positive, indicating that as the 
distance from home increases, the turnover increases. 
Moreover, the heatmap reveals a negative correlation 
between age and turnover, as well as salary and turn-

over, signifying that as age and salary decrease, the 
turnover increases (employees are more likely to leave 
the job). 

Fig. 8. Correlation heatmap

4.4 BUILDIng OF ThE MODEL 

4.4.1 knn-based model

The idea of KNN is to determine the K data points in 
the training data that are closest to the new instance 
and categorizes this new instance by a majority vote of 
its K neighbors.  The KNN algorithm is usually denoted 
as K- Nearest Neighbor classification because it takes 
more than one neighbor into account.  The dataset 
present in the CSV data was loaded into a DataFrame, 
which was split into the feature’s matrix and the tar-
get values vector. Then, the categorical features were 
one- hot-encoded (OHE) by mapping each categorical 
feature to a vector basis in the n-space, where n is the 
cardinality of the feature set. OHE is essential for the 
machine to interpret the categorical data. 

Sklearn implemented the model selection class, the 
K- Nearest neighbor classifier class, and the score ma-
trix class. The model selection class was used for split-
ting the dataset into two sets; the training set and the 
testing set.

Moreover, the Sklearn library defined cross K-vali-
dation and grid search classes, which were used for 
K-folding and hyperparameter tuning. The K -Nearest 
neighbor classifier class carried out the KNN algo-
rithm by using the training and testing sets. The score 
metrics class generated the algorithm’s classification 
report and calculated the confusion matrix with the 
accuracy score per model training instance. The data 
was randomly split into two sets, X and Y, where X rep-
resented the feature matrix and Y was the target vari-
able (turnover); the size of the training set was α, and 
the testing set was 1- α, where α was kept at 0.84.  It 
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should be mentioned that the target variable (turn-
over) is a binary representation of No (84%) and Yes 
(16%) outcomes.  Thus, the dataset was split and kept 
at 84% and 16% for training and test datasets, respec-
tively.  Random splitting percentages were avoided 
because it can change the percentages of the classes 
present in the training and test datasets from that in 
the original to conform to the original distribution.  
Each set was further split into two sets where X was 
split into X-train, X-test, and Y was split into Y-train, 
Y-test. Before running the algorithm, the sets must 
be normalized to minimize the outlier effect on the 
dataset. In other words, feature scaling was employed 
to eliminate biases towards the outlier feature values. 
The feature scaler used for standardization on this 
data was the z-score method. It should be here men-
tioned that data normalization is one of the crucial 
issues in ML because unnormalized data allows one 
feature to entirely dominate the other features. The 
most common techniques for normalization are Min-
max and Z-score.  Min-max normalization ensures that 
all features will have an equal influence on that data 
despite the outliers. The Z-score technique handles 
outliers but does not generate normalized data with 
the same scale. Thus, in the present work, Z-score nor-
malization was selected to be applied to the dataset. 

The grid search algorithm was used for obtaining the 
optimal K value by performing the cross K-validation 
algorithm on the original standardized dataset. Fi-
nally, the model based on the KNN algorithm ran on 
the training and testing sets with the chosen K value, 
generating the classification report, confusion matrix, 
and accuracy score.  The model based on the KNN al-
gorithm ran several times to obtain the mean accuracy 
and graphs, which were generated based on the clas-
sification report, correspondingly. 

Cross-validation is considered the most used tech-
nique to evade overfitting, diminish the bias of sam-
pling data and guarantee model error randomness; 
thus, in the present work, ten-fold cross-validation was 
applied. Cross-validation randomly divided the dataset 
into ten-fold subsets, where each subset was used as 
a training dataset once and as a testing dataset nine 
times. This process was repeated iteratively ten times to 
ensure that each subdivision is used as the training set 
once. In each repetition, a different part was selected 
as the training set. Finally, the average prediction error 
was obtained by measuring the mean accuracy of the 
ten iterations performed on each validation set. 

The Cross-validation result performed above was 
used for the grid search algorithm’s parameters to 
determine the optimal K value; this process is known 
as hyperparameter tuning. The grid search algorithm 
exhaustively searched for the hyperparameters on all 
the datasets using cross-validation as a metric. Unlike 
the mean error method used to obtain the K value as 
conducted above, grid search guarantees a distinct K 
value relative to the cv metric. For instance, a cv value 

of 5 consistently provided an optimal K value of 13, 
meanwhile, a cv value of 10 provided an optimal K val-
ue of 12. As expected, the cross-validation results for 
each subset revealed low variance in its accuracy score, 
compared with the other subsets’ accuracy scores, sig-
nifying a low bias of sampling data; hence, the effect 
of overfitting was diminished. It should be mentioned 
that the algorithm runs iteratively using the features 
(salary, age, distance from home, gender, and marital 
status) of the candidate employee before recruitment 
to predict the turnover intentions of the candidate 
by obtaining the average probability percentage of 
whether the candidate employee is likely to stay or 
leave the job, depending on the given features of the 
candidate employee. It is crucial to run the algorithm 
several times because a single run is susceptible to 
false positives or false negatives, which should be miti-
gated. An independent optimal K value was calculated 
for each run on the randomly split datasets. However, 
in the case of the full dataset being used as a training 
set for the prediction during the recruitment process, 
the optimal K is calculated only once.

4.4.2 RF algorithm-based model

The basic methodology of RF algorithm is to merge 
numerous algorithms, which is known as ensemble 
learning, to resolve a complex problem and enhance 
the model’s performance. RF is based on tree algo-
rithms, where it generates a set of decision trees 
from a subset of training data and collectively takes 
the prediction of all the trees instead of one decision 
tree. Then, a vote is conducted from each tree to con-
clude a prediction based on the most voted for the 
outcome. The final output is the prediction, which has 
the most votes. RF utilizes so-called “Bagging”, which 
means that the consecutive forthcoming trees do not 
depend on the preceding trees.  The accuracy and per-
formance of a model based on RF could be enhanced 
by increasing the number of trees. This helps subside 
the effect of data overfitting. RF is a robust algorithm 
because each node is split depending on some pre-
diction variables and probability functions, where the 
best subset of trees is split.  Like the model based on 
the KNN algorithm, the CSV data was loaded into a 
DataFrame, which was split into the feature’s matrix 
and the target values vector. Then, One-Hot-Encoding 
(OHE) was applied to the categorical features, where 
each feature was mapped to a vector basis in the n-
space. In order to avoid feature bias, where a feature 
value prominently influences the data, feature scaling 
(Z-score normalization) was applied to the dataset.

The model selection class, the RF classifier class, and 
the score metrics class are implemented by Sklearn.  
The dataset was split into the training and testing sets 
by the model selection class. The dataset was split into 
the X-set with a size of α% and the Y-set with a size of 
100% - α%, representing the feature matrix and the tar-
get variable (turnover), respectively.
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The grid search algorithm is typically used to obtain 
the optimal hyperparameters, which yield the best per-
formance for a model.   Alternatively, a random search 
algorithm would find parameters yielding accurate 
results on average at risk of occasional non-optimal 
parameters. Hence, the random search algorithm has 
a high variance. Improving the random search algo-
rithm results would require several iterations at least 
proportional to the set’s cardinality, which could be 
inefficient on a set of a large size. On the other hand, 
the grid search requires a certain range of parameters 
to exhaustively search for the parameters yielding the 
most accurate results. Hypothetically, the range of pa-
rameters provided to the grid search algorithm could 
be impractically large. Taking advantage of both al-
gorithms, multiple iterations of the random search 
algorithm on the dataset were used to prune the pa-
rameter ranges later provided to the grid search algo-
rithm. Thus, eliminating the random search algorithm’s 
high variance while maintaining efficiency for the grid 
search algorithm. 

The cross-validation class and grid search class for K-
folding and hyperparameter tuning were then applied 
to the dataset. The K-folding further divided each X- set 
and Y-set into K training and K testing sets, respective-
ly. Then, the RF classifier was fit using the training and 
testing sets. Finally, the classification report, the confu-
sion matrix, and the accuracy score were generated per 
model training instance using the score metrics class. 
Unlike the model based on the KNN algorithm, the grid 
search for hyperparameters of the RF algorithm is less 
methodical since the RF parameters should be tailored 
for a given dataset to obtain optimal results. Thus, a 
process of trial and error was necessary to narrow 
down the grid search range for each parameter. It is im-
portant to maintain a balance between the algorithm’s 
efficiency and precision by keeping each parameter 
range concise. It follows that running the grid search 
for each RF iteration is inefficient since it increases the 
algorithm’s runtime exponentially. In other words, the 
grid search of the RF algorithm was applied only once. 
In order to achieve an accurate prediction without 
sample bias, the RF algorithm should be applied mul-
tiple times with random data splits, where the predic-
tion is the mean prediction probability of all iterations. 

4.5 EvALUATIOn OF ThE ALgORIThMS

For evaluating the performance of the present 
trained models, including accuracy, recall, precision, 
the area under the curve (AUC) of the receiver oper-
ating characteristics curve (ROC) and F-score, ‘metrics’ 
module from ‘Sklearn’ was used.  Accuracies of the al-
gorithms by ten-fold cross-validation are given in Table 
1 and results of the KNN and RF-based models are pre-
sented in Table 2. The AUC-ROC curves are presented in 
Fig. 9. The AUC under the ROC is used to compare the 
accuracies of the models, where a higher AUC indicates 
better performance of the model.

Table 1. Prediction accuracies of KNN and RF-based 
models by 10-fold cross-validation

Accuracy knn RF

Fold1 0.823 0.728

Fold2 0.857 0.782

Fold3 0.81  0.803

Fold4 0.844 0.776

Fold5 0.816 0.789

Fold6 0.823 0.789

Fold7 0.837 0.776

Fold8 0.837 0.789

Fold9 0.837 0.796

Fold10 0.864 0.81

Average 0.835 0.784

Table 2. Results of KNN (a) and RF(b) based models

Average Confusion matrix values: [[193  5]   [33    5]]

Average accuracy score : 0.84

Average precision score: [ No :0.853, Yes:  0.481]

Average recall score: [ No: 0.973, Yes:  0.126]

Average F1 score: [ No: 0.909, Yes:  0.196]

Average support score: [ No: 198, Yes:  38]

(a)

Average Confusion matrix values: [[179 19]   [29   9]]

Average accuracy score: 0.8

Average precision score: [ No: 0.861, Yes:  0.333]

Average recall score: [ No: 0.903, Yes: 0.249]

Average F1 score: [ No:0.882, Yes: 0.281]

Average support score: [ No: 198, Yes: 38]

(b)

The present study shows that the KNN-based model 
exhibits better prediction performance in terms of pre-
cision, accuracy, F-score, FPR, and SP in comparison to 
the RF-based model, Table 2. Table 3 presents a com-
parison between KNN- and RF-based models devel-
oped in the present work and those reported in the lit-
erature using the same dataset. It should be mentioned 
that the number of selected features (5) is low, which 
could have a negative effect on the performance of 
the model. Despite that, the developed models in the 
present work show comparable performance in terms 
of accuracy or better performance in terms of AUC 
and F-score when compared with those reported in 
the literature using a much higher number of features. 
This can be attributed to the fact that the methodol-
ogy present in the current research is unprecedented 
due to the hybridization technique used to tailor the 
parameters to better represent the model features in 
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a realistic manner. Typically, the KNN algorithm’s op-
timal parameters are obtained through the iteration 
yielding the least margin of error from multiple trial 
and error processes. In this paper’s KNN algorithm, the 
trial-and-error process was carried out on the cross-K 
validation rather than the algorithm itself. This tech-
nique consistently finds the optimal K value for a given 
dataset as opposed to finding the optimal K for a trial 
and error process Similarly, the RF algorithm conceptu-
ally requires a wider span of trial-and-error processes 
for each parameter. Unlike the typical RF method, this 
research paper employs the Random Search algorithm 
to narrow down the range of each parameter, then ap-
plies the Grid Search algorithm on the relevant set of 
parameters only. The conclusion inferred via this meth-
odology is supported by the empirical observations 
from various experiments on the parameters, especial-
ly for the RF, given the specific set of features fulfilling 
the objective of this research. 

Finally, the constructed model based on the KNN al-
gorithm developed in the present work to predict the 
turnover probability of employees before recruitment 
could be a useful decision support tool to help the HR 
managers of the organizations during the recruitment 
process. This is because the constructed model based 
on the KNN algorithm reveals high performance to be 
implemented for a real-life business.

(a)

(b)

Fig. 9 AUC-ROC of KNN algorithm (a) and RF 
algorithm (b) based models

Algorithm Accuracy AUC Precision Recall F-score FPR SP Ref. 

KNN 0.84 0.79 0.47 0.12 0.187 0.025 0.974 present work

RF 0.80 0.82 0.333 0.249 0.281 0.095 0.904 present work

KNN 0.867 - 0.38 0.23 - - - [29]

RF 0.879 - 0.45 0.22 - - - [29]

KNN 0.852 - 0.551 0.09 0.15 - 0.994 [30]

RF 0.861 - 0.658 0.132 0.194 - 0.991 [30]

KNN 0.832 0.52 0.070 0.384 0.119 - - [14]

RF 0.85 0.58 0.183 0.619 0.282 - - [14]

Table 3. Comparison between the KNN and the RF-based model in the present work and those reported in 
the literature

5. CONClUsIONs

There is a positive correlation between distance from 
home and employee turnover, signifying that as the 
distance from home increases, the employee turnover 
increases.  However, there is a negative correlation be-
tween age and employee turnover, indicating that as 
age decreases, employees are more likely to leave the 
job. The percentage of employee turnover is inversely 
proportional to the salary. Single employees show a 
higher desire to leave, but divorced employees are 
more likely to stay in the job, where the highest turn-
over percentage occurs in the single employees and 
the lowest turnover percentage occurs in the divorced 
employees. Female employees have more tendency to 

stay in the job. However, male employees have a strong 
propensity to leave. Salary exhibits the highest feature 
affecting the turnover of employees and gender has 
the lowest effect. 

The KNN-based model exhibits better prediction per-
formance in terms of accuracy, precision, F-score, FPR, 
and SP in comparison to the RF-based model. 

A data-driven prediction model of the turnover prob-
ability of employees before recruitment is constructed 
to predict the probability percentage of the likelihood 
of an employee quitting or staying. The constructed 
model could be a useful decision support tool to help 
the HR managers during the recruitment process.
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