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Abstract – This article proposes a data mining framework to predict the significant explanations of employee turn-over problems. 
Using Support vector machine, decision tree, deep learning, random forest, and other classification algorithms, the authors propose 
features prediction framework to determine the influencing factors of employee turn-over problem. The proposed framework 
categorizes a set of historical behavior such as years at company, over time, performance rating, years since last promotion, and 
total working years. The proposed framework also classifies demographics features such as Age, Monthly Income, and Distance from 
Home, Marital Status, Education, and Gender. It also uses attitudinal employee characteristics to determine the reasons for employee 
turnover in the information technology sector. It has been found that the monthly rate, overtime, and employee age are the most 
significant factors which cause employee turnover.

Keywords – Data Mining Techniques, Prediction, Classification, Employees satisfactions and turnover

1. INTRODUCTION

Despite the efforts made by the organization to de-
velop and improve investments, employee turnover will 
remain one of the most hazardous challenges facing the 
organization’s return on investments. A lot is spent on 
employees by the organizations in which they work in 
terms of orientation, training, development, and mainte-
nance in their organizations. Therefore, managers should 
at any cost reduce staff turnover [1]. Although there is 
no specific approach for addressing the Employee attri-
tion problem as a whole, a wide variety of variables have 
been found to be effective in describing employee turn-
over. The turnover problem requires more investigating 

and understanding of causes why employees leave their 
working organization. The factors that influence em-
ployee performance, the consequences, and methods 
can be placed in place by managers to reduce employee 
turnover. Organizations must continue to develop tan-
gible products and provide services based on the strate-
gies staff have developed [2].

In any organization, decision-makers should find out 
the significant factors that might lead to employee turn-
over in favor of organization sustainability. To find out 
these factors, managers used different methodologies 
and techniques. Some managers use interviews and an-
other use questionnaire to determine turn over causes. 
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On other hand, some managers use mathematical or 
statistical models to find out why skillful employees may 
leave work. Also, decision-makers use some advanced 
machine learning and classification techniques. The last 
two approaches are preferable for some decision-mak-
ers because they are not biased to human interference. 
In this research, we will propose a classification model 
that helps decision-makers to illustrate the most signifi-
cant factors affecting employee turnover [3].

As the employee turnover problem has not one di-
rect and obvious reason, data mining has been consid-
ered a promising approach for information and knowl-
edge discovery [4]. This discovered knowledge can be 
extracted and accessed through a large amount of data 
using well define mining algorithms [5]. The data min-
ing approach comprises a set of techniques that can 
be used to extract relevant information and interesting 
knowledge from data which might provide a solution 
to any business problem.

Data mining explores and analyses large blocks of 
information to glean significant patterns and trends. 
It can be used in a variety of ways, such as database 
marketing, credit risk management, fraud detection, 
spam Email filtering, or even to discern the sentiment 
or opinion of users. Data mining includes different data 
analysis techniques such as classification, forecasting, 
prediction, and clustering [6], [7].

Classification is a supervised learning technique to 
find hidden patterns using learning by example ap-
proach. 

Clustering is the process of grouping the data us-
ing unsupervised learning techniques such as k-mean, 
nearest neighbour algorithm and other. On other hand, 
classification is supervised learning techniques that 
classify the data element to known labels using differ-
ent algorithms such as decision tree. Despite the min-
ing technique the main aim is to find the most inter-
ested pattern which solve problem [8]. 

This research paper has been divided into parts. The 
second part illustrates a set of previous studies that 
focused on employee turnover reasons prediction us-
ing data mining techniques. The third part discusses 
the proposed model and data pre-processing, experi-
ments, and results that have been achieved. The re-
search summary and conclusions have been presented 
in the last part.

2. LITERATURE REVIEW

A lot of Researchers have been tried to find users’ sat-
isfaction reasons in many perspectives such as in [9], 
[10] and [11]. The following section discussed a num-
ber of published articles that illustrate some benefits 
of datamining techniques in the employee turnover 
problems briefly. 

Classification technique has been used to predict 
employee performance rates [12],[13]. Their proposed 

model monitors employee performance, by knowing 
the most influential attributes, and through the appli-
cation of classification algorithms. As a conclusion of 
that research,  they found that job title, type, and rela-
tively little impact. The Age attribute showed no obvi-
ous effect during the social status. In some of the per-
formed experiments, gender attributes showed some 
effect on employee performance prediction. Also, Job 
satisfaction, salary, number of years of experience, and 
previous companies for each of these attributes have 
a degree of predictability of performance. In the end, 
the authors recommended that the model can be used 
to forecast new employee performance and help make 
the necessary decisions when hiring new employees to 
avoid recruiting a poor-performing employee. 

Adaptation is one of the key elements in employee 
satisfaction which has been confirmed in many types 
of research such as in [14].The classification technique 
has been used to predict employee attrition rates. The 
researchers proposed employee attrition models which 
analyzing employee data to reduce the organization’s 
future losses. The focus of their research was to provide a 
friendly graphical user interface to facilitate the work of 
a department of Human resources. They concluded that 
working experience, age, and technical skills, have the 
most significant impact on employee turnover. Different 
methods of data mining have been compared based on 
their precision, calculation time, and Ease of use [15]. 

Automated learning algorithms have been used 
to predict employee turnover factors. The main chal-
lenge in their study was noise-filled data from (Human 
Resource Information System (HRIS) [16]. The authors 
compared the results of their classifier against six other 
classifiers. Their proposed classifier has been achieved 
excellent results in terms of accuracy, time consump-
tion, and memory allocation for predicting attrition. 
The proposed classifier confirmed that it was effective 
in solving the problem of data noise than HRIS than 
other classifiers. In the end, the article concluded that 
human resource management (HRM) has been over-
come this challenge.

Classification methods has been used to estimate the 
turnover of employees and evaluating the number of 
attritions [17]. They took three mining algorithms  Na-
ïve Bayes, J48 (C4.5), and Random Tree, respectively. 
The authors analyzed the Employees attrition rate by 
classifying the data into two labels “Yes” and “No”. the 
“Yes” label clarified the employees who leave the orga-
nization and the” No” label illustrated the employee’s 
continuity in the organization. The research concluded 
that the percentage of employees leaving companies is 
20.70% by Naïve Bayes, 31% by J48, and 100% by Ran-
dom Tree. The retention ratio is 79.3% by Naïve Bayes, 
69% by J48, and 0% by random tree. According to their 
assumption, the Naïve region performs better rather 
than two other algorithms.

As in [18],[19] the researchers proposed a classifica-
tion model to find out the factor affecting employee 
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turnover. A predictive decision tree has been used. 
Their model has been used R language Environment to 
build the model. The proposed model used the c5.0 al-
gorithm, decision tree algorithm, and Rap algorithm to 
determine these factors. This proposed model proofed 
that continuous communications between the em-
ployee and their managers might reduce the turnover 
problem. Table 1 illustrates a summary of related data 
mining algorithms which has been used in this paper’s 
literature review.

RESEARCH DATA MINING 
TECHNIQUE ALGORITHMS

[1] Classification Decision Tree and Naïve Bayes

[2] Classification Naive Bayes, decision trees and SVM.

[3] Classification Neural network

[4] Classification Random tree, naive Bayes, J48.

[5] Classification Random forest, decision tree

Table 1. A summary of the datamining algorithms 
used in the previously related work

3. PROPOSED METHODOLOGY 

The proposed framework can be divided into three 
phases input, processing and output, respectively . The 
Specification of the framework is as follows: 

•	 Phase1: Input 

At first, the IT department collects the dataset which 
provides behavioral, demographic and attitudinal to 
help you predict Employee turnover according to HR 
department guidelines. Organization is concerned 
about the number of workers leaving their company 
for their rivals. The data are then put into another level 
which is the preprocessing where data is transformed 
and cleaned in such a way as that enables it to be used.

•	 Phase2: Processing 

In this phase Data Mining algorithms will be tested 
to find out the optimal algorithm for prediction. Using 
these algorithms, the prediction model discovers hid-
den features from the collected datasets. Finally, the 
proposed model performs a comparison between the 
discovered features and determines which one affects 
the process of employee turnover.

•	 Phase3: Output 

The output from the framework can be viewed as the 
way the result can be visualized to the decision- makers 
who are the practitioners in a form of, Reports and al-
lows them to make the right decision at the right time. 
(Fig.1)shows the proposed framework.

Fig. 1. The proposed framework

4. CASE STUDy

This study aims to create a model for predicting the 
turnover of employees using data mining techniques, 
in pursuit of a strong solution that can help and sup-
port decision-makers in organizations, so that they can 
make the right decisions when necessary, which helps 
to reduce the turnover rate and reduce it. Recognizing 
the turnover before making the necessary precautions 
and decisions to retain employees contributes effec-
tively to increasing the organization’s profit rate.

•	 Data selection and pre-processing

The first step in this model is data selection and 
cleaning.

In this step, we utilize to predict employee attrition 
by using the HR Employee Attrition dataset provided 
by IBM. Table 2 illustrates a brief summary of the da-
taset features. The dataset   contains employee infor-
mation, the factors on which the Employee turnover 
depends upon are:  Behavioral such as:

•	 Years at Company 
•	 Over Time 
•	 Performance Rating 
•	 Years since Last Promotion 
•	 Total Working Years 
Demographics such as:

•	 Age 
•	 Monthly Income 
•	 Distance from Home 
•	 Marital Status 
•	 Education 
•	 Gender
Attitudinal such as:

•	 Environment Satisfaction 
•	 Job Satisfaction 
•	 Work-Life Balance 
•	 Number of Companies Worked 
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Table 2. The dataset features description

Attribute Values

Age 18 To 60

Daily Rate 102 To 1499

Distance from Home 1 To 29

Hourly Rate 30 To 100

Monthly Income 1009 To 19973

Monthly Rate 2044 To 26999

Number of Companies Worked 0 To 9

Percent Salary Hike 11 To 25

Total Working Years 0 To 40

Training Times Last Year 0 To 6

Years at Company 0 To 36

Years in Current Role 0 To 17

Years since Last Promotion 0 To 15

Years with Current Manager 0 To 17

Department H.R, Research &Development, 
Sales, IT

Education 1 To 5

Gender Male , Female

Environment Satisfaction 1To 4

Job Involvement 1 To 4

Job Level 1 To 5

Job Role

Manager, Sales Executive, 
Laboratory Technician, Research 

Director, Human Recourses, 
Healthcare Representative, 

Manufacturing Director.

Job Satisfaction 1 To 4

Marital Status Single, Married, Divorced

Over Time Yes, No

Performance Rating 3, 4

Work Life Balance 1 To 4

Relationship Satisfaction 1 To 4

•	 Classification

It is the task of data analysis, that is, the process of 
finding the model that represents and characterizes 
layers and concepts of the data [6]. Classification is the 
question of defining each class category based on the 
data set of training that includes notes and determines 
class membership.

Classification depends on machine learning, where 
each entity is categorized into one of a predefined set 
of categories or groups within a collection of data The 
system is built in such a way that data classification data 
elements into groups. The classification, for example, can 
be extended to records of workers who have left the firm, 
In this case, the employee records are divided into two 
categories called “leave” and “the rest,” and then the Data 

Fig. 2. The classification algorithms accuracy 
summary

Mining techniques will identify the employees into those 
two predefined classes. Various algorithms were used to 
test the data. The Generalized Linear Model, Deep learn-
ing, Logistic Regression, logistic slope, and support vec-
tor machine. In this research, the test was carried out by 
applying a set of classification algorithms such as logis-
tic regression, random forest, Fast Large Margin, Gradi-
ent Boosted Trees. These algorithms were implemented 
through data mining software (Rapid Miner).

•	 Prediction

Prediction or expectation of Data Mining techniques 
that expose the relationship between independent 
and non-independent variables; In other words, if we 
want to use sales forecasting approaches to estimate 
future earnings, if we find revenue to be an indepen-
dent variable, then that may be a dependent variable. 
Prediction is similar to classification, except that we are 
trying to predict the value of a numerical variable (e.g., 
amount of purchase) rather than a class (e.g. Purchaser 
or no purchaser). Of course, in classification, we seek to 
forecast a class, but the term prediction refers to fore-
cast the value of a continuous variable [7]. 

5. RESULTS

In this part, we have used classification algorithms 
to know the most suitable algorithms in the process of 
predicting employee turnover, and the most influential 
algorithms have been monitored that have achieved 
the highest percentage of accuracy such as:

Generalized Linear Model Achieved accuracy by 
87.9%, Deep learning Achieved accuracy by 86.2%, Lo-
gistic Regression Achieved accuracy by 85.5%, Naive 
Bayes Achieved accuracy by 85.2%, Gradient Boost-
ed Trees Achieved accuracy by 85%, Random Forest 
Achieved accuracy by 83.1%, Support Vector Machine 
Achieved accuracy by 83.1%%, Fast Large Margin 
Achieved accuracy by 83.1%. The results have been 
summarized in figure 2 for all the algorithms used and 
from the application and the results are summarized. 
The most appropriate classification algorithms have 
been known in the prediction process.
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•	 Detailed Accuracy

The accuracy of the details for each algorithm in-
cludes precision and Recall and F-measure. Table 3 
shows the Detailed Accuracy.

Table 3. Classification algorithms accuracy, 
precision, recall and F-Measure

Algorithm Accuracy Precision Recall F-Measure

Generalized 
Linear Model 87.9% 88.4% 98.3% 93.1%

Deep learning 86.2% 85.9% 99.7% 92.3%

Logistic 
Regression 85.5% 85.6% 99.5% 92.0%

Naive Bayes 85.2% 85.1% 99.7% 91.8%

Gradient 
Boosted Trees 85% 84.9% 99.7% 91.7%

Support Vector 
Machine 83.1% 83.1 100% 90.8%

Fast Large 
Margin 83.1% 83.1 100% 90.8%

Random Forest 83.1% 83.1 100% 90.8%

Decision Tree 83.1% 83.4% 99.4% 90.7%

•	 Important factors by weights

This section contains the most important factors 
affecting the employee turnover process for each al-
gorithm by weight. They are in the order of age, Over 
Time, Monthly Income, Total Working years, Years At a 
company as shown in Table 4, Training Time last year, 
Department, Job Satisfaction, Job involvement, Envi-
ronment Satisfaction as shown in Table 5 and Stock Op-
tion Level, Hourly Rate, Daily Rate, Job Role, Job Level 
as shown in Table 6. 
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Generalized 
Linear Model 0.152 0.619 0.073 0.038 0.003

Deep learning 0.078 0.480 0.058 0.079 0.020

Logistic 
Regression 0.136 0.287 0.027 0.120 0.024

Naive Bayes 0.199 0.371 0.232 0.217 0.165

Gradient 
Boosted Trees 0.077 0.515 0.247 0.042 0.025

Support Vector 
Machine 0.014 0.015 0.011 0.013 0.012

Fast Large 
Margin 0.091 0.001 0.777 0.090 0.157

Table 4. Significant features with weights

•	 Age

As shown in table 4 the age is one of the most im-
portant factors affecting employee turnover, where the 
average age of employees is 37 years as shown in the 
figure., and the higher the employee’s age than this 
average, the less likely the employee will leave work. 
(Fig.3) illustrates the significant employee age for em-
ployee turnover.

Fig. 3. the significant age for employee turnover

•	 Overtime

The more overtime is calculated and added to the 
employee, the less likely the employee will be left to 
work. The overtime description is shown in the (Fig.4).

Fig. 4. Overtime impacts in the employee turnover

•	 Monthly Income

One of the most important factors affecting employ-
ee turnover is the monthly income of an employee. The 
higher the employee’s monthly income, the more likely 
he will be left to work. Describe the monthly income as 
shown in the (Fig.5).

Random Forest 0.150 0.085 0.288 0.039 0.145

Decision Tree 0.094 0.018 0.067 0.011 0.021
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•	 years at a company 

The years in a company are one of the most impor-
tant factors that affect employee turnover. The average 
number of years in a company is about 7 years, and the 
longer the number of years exceeds the expected, the 
less likely the employee will leave the organization and 
the description of work years as shown in (Fig.7). 

Fig. 6. working years significant value in employee 
turning over

Fig.7. the significant working years at the same 
company value

Table 5. Significant features with weights
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Generalized 
Linear Model 0.161 0.105 0.135 0.101 0.146

Deep learning 0.104 0.070 0.139 0.040 0.083

Logistic 
Regression 0.073 0.010 0.145 0.007 0.029

Naive Bayes 0.051 0.056 0.030 0.038 0.013

Gradient 
Boosted Trees 0.053 0.036 0.033 0.043 0.061

Support Vector 
Machine 0.010 0.013 0.009 0.015 0.008

Fast Large 
Margin 0.011 0.026 0.122 0.119 0.004

Random Forest 0.036 0.025 0.034 0.054 0.014

Decision Tree 0.068 0.040 0.013 0.015 0.013

•	 Training time last year

Continuous employee training increases his skills 
and efficiency, and therefore, the higher the employ-
ee’s training, the less likely they are to leave the job. De-
scribe the training times as shown (Fig.8).

Fig.8. the significant training time last year value

•	 Departments

Regarding the departments, the Research and De-
velopment Department has the largest number of em-
ployees, as shown in the (Fig.9).

Fig. 5. Monthly Income description

•	 Total Working year

Working years is one of the most important factors af-
fecting employee turnover. The more years an employee 
has worked in the organization, the less likely he will 
leave. Description of working years as shown in (Fig.6).
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Fig.9. Departments Description

•	 Job Satisfaction

Undoubtedly, job satisfaction is one of the most im-
portant factors for employees and its job performance. 
The higher the job satisfaction rate for an employee, the 
more related to the institution and not leaving it to work. 
The job Satisfaction description is shown in the (Fig.10).

Fig.10. Job Satisfaction significant turnover value

•	 Job involvement

Job involvement is one of the most important fac-
tors that affect employee turnover, so the higher the 
employee’s job participation rate, the less likely he will 
leave the job. Job involvement description as shown in 
the (Fig.11).

Fig.11. Job involvement significant  employee 
turnover value

•	 Environment Satisfaction

The higher the degree of satisfaction with the work 
environment in terms of capabilities and workplace, 
the more employee is attached to the organization and 
a difficult legacy of work. Add satisfaction to the envi-
ronment shown in (Fig.12).

Volume 12, Number 2, 2021

Table 6. Significant features with weights
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Generalized 
Linear Model 0.169 0.117 0.058 0.045 0.074

Deep learning 0.104 0.077 0.043 0.050 0.059

Logistic 
Regression 0.087 0.051 0.002 0.069 0.022

Naive Bayes 0.119 0.053 0.034 0.069 0.102

Gradient 
Boosted Trees 0.123 0.052 0.009 0.059 0.055

Support Vector 
Machine 0.013 0.010 0.012 0.012 0.015

Fast Large 
Margin 0.004 0.180 0.001 0.002 0.011

Random Forest 0.057 0.035 0.102 0.039 0.040

Decision Tree 0.032 0.070 0.056 0.025 0.019

Fig.12. Environmental Satisfaction histogram
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•	 Hourly Rate

The Hourly rate contains values 30 to 100, on average 
65.5. As shown in (Fig.14).

Fig.14. Hourly Rate histogram

•	 Daily Rate

The Daily rate contains values 102 to 1499, on aver-
age 799. As shown in (Fig.15).

Fig.15. daily rate histogram 

•	 Job Role

Job roles contain a range of roles such as Sales Direc-
tor, Laboratory Technician Research Director (Fig.16) il-
lustrates a description of the job roles.

Fig.16. Job role histogram 

•	 Job Level

The job level contains values 1 to 5, on average 2.09.
As shown in the (Fig.17).The higher the employee’s ca-
reer level, the less likely the employee is to leave work.

Fig.17. Job level histogram 

6. CONCLUSION

This paper proposes a case study for predicting em-
ployee turnover features using data mining techniques 
that have effectively contributed to the accuracy of 
expected employee turnover. The proposed model 
performs classification using some of the well-known 
benchmark algorithms such as support vector ma-
chine, decision tree, linear regression, random forest, 
and deep learning with an average accuracy rate of 
88%. Also, the model defines the most important fac-
tors affecting employee turnover according to its sig-
nificant weights. Demographic features such as Age, 
Monthly Income and behavioral features such as Over 
Time, Years at Company, Total Working Years and atti-
tudinal factors such as Environment Satisfaction, Job 
Satisfaction have been found as the most significant 
factors affecting employee turnover.

International Journal of Electrical and Computer Engineering Systems

Fig.13. Stock option level significant value for 
employee turnover

•	 Stock Option Level

The stock option level contains values 1 to 3, on aver-
age 0.755.As shown in the (Fig.13).
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