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Abstract – With the great impact of vision and Artificial Intelligence (AI) technology in the fields of quality control, robotic assembly 
and robot navigation, the hardware implementation of object detection and classification algorithms on embedded platforms has 
got ever-increasing attention these days. The real-time performance with optimum resource utilization of the implementation and 
its reliability as well as the robustness of the underlying algorithm is the overarching challenges in this field. In this work, an approach 
employing a fast and accurate vision-based shape-detection algorithm has been proposed and its implementation in heterogeneous 
System on Chip (SoC) is discussed. The proposed system determines centroid distance and its Fourier Transform for the object feature 
vector extraction and is realized in the Zybo Z7 development board. The ARM processor is responsible for communication with 
the external systems as well as for writing data to the Block RAM (BRAM), the control signals for efficient execution of the memory 
operations are designed and implemented using Finite State Machine (FSM) in the Programmable Logic (PL) fabric. Shape feature 
vector determination has been accelerated using custom modules developed in Verilog, taking full advantage of the possible 
parallelization and pipeline stages. Meanwhile, industry-standard Advanced Extendable Interface (AXI) buses are adopted for 
encapsulating standardized IP cores and building high-speed data exchange bridges between units within Zynq-7000. The developed 
system processes images of size 32 × 64 in real-time and can generate feature descriptors at a clock rate of 62MHz. Moreover, the 
method yields a shape feature vector that is computationally light, scalable and rotation invariant. The hardware design is validated 
using MATLAB for comparative studies.
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1. INTRODUCTION

Machine Vision is one of the most frontiers and revo-
lutionary technology in computer science as a plethora 
of industrial activities has been potentially benefitted. 
It ensures consistent and continuous excellence in 
automating monotonous chores- visual inspection in 
manufacturing [1-3], localization and navigation for ro-
botic guidance [4], real-time measuring and sorting in 
factory floors and production lines [5-7]. Vision systems 
bring operational benefits by reducing human involve-
ment in a manufacturing process and excels in quan-
titative analysis of structured scenes because of their 
speed, accuracy and repeatability.

Volume 13, Number 2, 2022

Traditionally, visual inspection and quality control 
were accomplished by trained experts though it pro-
duces inconsistent results. Vision systems may effec-
tively replace human inspection in such demanding 
cases, so automation has become inevitable to improve 
precision and reliability. Machine vision systems reckon 
on cameras to acquire images so that computer hard-
ware and software can process, analyse and measure 
the various characteristics for decision making. Typical-
ly the initial step in such applications is to localize the 
object or feature of interest within the 2D images. In 
the past few years, various research activities have been 
carried out to propose intelligent systems for real-time 
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analysis of characteristic image features like colour, 
texture and regions. A machine vision assisted sorting 
has been achieved with colour image processing [8]. 
Classification based on texture analysis has been inves-
tigated in [9]. The paper also discusses the advantages 
and disadvantages of texture image descriptors and 
covers the discrimination performance, computational 
complexity and resistance to challenges such as noise, 
rotation etc. Automated visual-based defect detec-
tion approaches applicable to various materials such 
as metals, ceramics and textiles are discussed in [11]. A 
survey of textural defect detection based on statistical, 
structural and other approaches are considered. Sev-
eral efforts have been made in areas of image process-
ing to implement algorithms in hardware. Employing 
dedicated hardware structures accelerates these vision 
modules. The work [12] discusses the description of a 
simple fast shape detection algorithm and its imple-
mentation in hardware structures like FPGA. The detec-
tion algorithm is based on the concepts of Hu´s mo-
ments that are invariant to similarity transformations. 
[13- 19] describes the realization of standard edge de-
scriptors that are computationally intensive.

As the demand for computationally intensive algo-
rithms for real-time industrial applications is on a steep 
rise, a trend has been witnessed towards utilizing Field 
Programmable Gate Arrays (FPGAs) or Graphics Pro-
cessing Units (GPUs) for implementing the vision al-
gorithms instead of using CPUs, which are inherently 
sequential processing devices. Compared with gener-
al-purpose CPUs, realizing applications in FPGAs can 
act as hardware accelerators that can offload the com-
putational burden from the CPU and also help in devel-
oping a prototype system before ASIC implementation. 
Although modern FPGAs have excellent hardware ca-
pabilities, high development difficulty is the main dis-
advantage. Image processing systems realized in FPGAs 
involve the pipeline data processing approach, where 
the pixel stream passes through different computing 
elements. In addition, while handling significant quan-
tities of data, resource constraints often jeopardise the 
real-time performance of the system. To address these 
challenges, modern FPGA chips usually embed micro-
processor cores to achieve the convenience and flex-
ibility of software. 

This paper presents a shape-based feature extraction 
system and adopts the Zynq SoC platform launched 
by Xilinx where it integrates the software programma-
bility of an ARM-based processor with the hardware 
programmability of an FPGA, enabling hardware accel-
eration on a single device. Through this combination, 
Zynq has the advantages of having ARM and FPGA. The 
ARM core eases interfacing the peripherals while FPGA 
performs parallel processing as well as dynamic recon-
figuration. The work discusses the hardware realiza-
tion of the algorithm on Zynq architecture [20] so that 
the unit acts as a standalone shape feature extractor. 
Feature extraction algorithms generally employed in-

clude steps like pre-processing, feature detection and 
feature descriptor building. In the current work, Cen-
troid Distance calculation and Fast Fourier Transform 
(FFT) are employed for feature building and the output 
obtained is in the form of feature descriptors. The pro-
posed method effectively determines the shape Fou-
rier descriptors by tackling the problems related to the 
hardware implementation, such as the requirement of 
nonlinear operations. These descriptors which unique-
ly characterises the object based on its shape is later 
utilized by classification algorithms. Although hard-
ware realization of different features is reported, a com-
putationally efficient algorithm is proposed, which em-
ploys custom modules developed using Verilog along 
with the Xilinx IP cores.  However, hardware realization 
of the algorithm using a reconfigurable platform is a 
complex task that needs validation of the proposed 
methods in a simulation. The results of the proposed 
work are also validated by implementing the algorithm 
in MATLAB. The main contributions of the paper can be 
summarised as follows:

1) A vision system on Zynq heterogeneous platform is 
built, which covers shape-based feature detection, 
and process images of size 32 × 64 and generates 
feature descriptors/vectors at a clock rate of 62MHz 

2) Shape feature using FFT offers translation, rotation 
and scale-invariant attributes and ensures less ded-
icated hardware resource utilization, thus making 
the robotic vision module compact.

Robotic systems with an embedded camera can 
make decisions based on the observations of the in-
puts around them. The proposed vision-enabled shape 
feature extraction technique integrated with robotic 
systems can be widely used in industrial sectors for 
automation by intelligent sensing of production lines. 
Hardware realization in FPGA ensures real-time pro-
cessing of the captured images with sufficient speed 
and accuracy that satisfy ever-increasing production 
and quality requirements, consequently aiding in the 
development of totally automated processes. In addi-
tion, such systems can also be trained to work in ex-
treme environments without involving human inter-
vention. 

The rest of the paper is organized as follows. Section 
2 explains the overall structure of the algorithm used in 
the proposed shape detection. Section 3 explains the 
details of the proposed hardware implementation. Sec-
tion 4 and 5 report the results obtained and conclude 
by discussing the future scope.

2. SYSTEM OVERVIEW 

The proposed vision engine for shape feature deter-
mination includes the following: acceleration module 
for pixel stream processing and analysis, storage mod-
ules and associated interfaces. The ZYNQ-based image 
processing system establishes a connection with the 
host computer through the UART communication pro-
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tocol, which enables data communication between the 
platform and the host computer. The feature extrac-
tion system is the core of the developed system. The 
working process for the entire system is described as 
follows:  First, the robotic system is allocated the work-
bench where the industrial camera captures the scene 
with the aid of lens and associated light source. The 
camera image is processed and loaded into the Block 
RAM. Then, object boundaries, as well as the features, 
are extracted. Finally, these features are used for their 
classification. The overall architecture of the work is il-
lustrated in Fig. 1.

2.1 AlgorIthMS for EffICIENt 
 CoMputAtIoN of fEAturE 
 DESCrIptorS

Fourier descriptors are derived by applying Fourier 
Transform on a 1D Shape Signature. A shape signature 
z(t) is a 1D function representing 2D areas or boundar-
ies [21]. A shape signature usually captures the percep-
tual feature of the shape. In the following, we assume 
that the shape boundary coordinates (x(t), y(t)), t= 
0,1,2,……, N-1 has been extracted in the preprocessing 
stage where t usually represents the arc length. 

The position function of an object from its 2D view 
is derived from the boundary coordinates using the 
equation

(1)z(t) = |x(t) -xc | + i|y(t) -yc|
where (xc, yc) is the centroid of the shape, which is 

the mean of the boundary coordinates. For a sequence 
(x1, y1), (x2, y2), . . . , (xN, yN) of uniform contour points 
in order, where N refers to the sampling points on the 
contour, the centroid point of these contour points has 
to be calculated first. The centroid coordinates corre-
sponding to the object in a binary image is the arith-
metic mean of all boundary coordinates as described 
in the equation (2) and (3) where xi and yi are the x and 
y coordinates along the boundary of the object and N 
is the total number of boundary coordinates.  

(2)

(3)

z(t) represents the shape boundary which is also 
translation invariant. Rotation causes z(t) circular shift 
and scaling of shape only introduces linear changes 
in z(t). Employing position function (complex coordi-
nates) as shape signature involves little computation 
and is calculated using Centroid Contour Distance 
(CCD).

The CCD function is the distance of the boundary 
points to the centroid (xc, yc) of the shape and r(t) is 
translation invariant.

r(t) = ((xt-xc)
2+(yt-yc)

2 )1/2 (4)

Rotation introduces circular shift while the scaling of 
shape only changes r(t) linearly.

The CCD feature is a distance sequence that describes 
the contour feature of the object by using the vector 
composed of the distance from the shape centroid to 
the contour point. The coordinates of the traversing 
point along the contour can be represented as a func-
tion whose period is defined by the perimeter of the 
shape boundary. This period function is represented by 
the Fourier series expansion. 

This 1D signature which is derived from 2D shape 
boundary coordinates is subjected to discrete Fourier 
Transform of M points (centroid-distance points) and is 
given by the equation  

For u=0,1,...,M-1

(5)

The results are a set of Fourier coefficients, which repre-
sents the shape using the feature vectors and these nor-
malized Fourier coefficients are used as shape descriptors. 

3. DESIGN OF PROPOSED VISION MODULE 

3.1 ZYNQ hArDwArE plAtforM

The proposed image processing system is realized 
with Xilinx fully programmable SoC chip ZYNQ-7000 
7z010clg400-1 and is integrated with a high-perfor-
mance dual-core ARM Cortex-A9 processor. It provides 
a wealth of peripheral interfaces and general expan-
sion pins, and can generate the required processing 
and computing performance for high-end embedded 
system applications such as industrial control, machine 
vision, image and video processing and automotive 
driving assistance. The corresponding hardware block 
design for the module developed is shown in Fig. 2.

3.2 VISIoN MoDulE for thE ShApE  
 fEAturE ExtrACtIoN

Image processor block forms the core of the architec-
ture where real-time implementation of feature extrac-
tion algorithm of objects in 2D images is carried out. The 
proposed block determines the centroid as well as com-
putes the Fourier descriptors. To compute the feature, 
a pipeline process is carried out for each frame and the 
digital machine for the feature extractor is shown in Fig. 3.  
In the first stage, the conversion from gray to binary is car-
ried out and stored in Block RAM (referred to as BRAM1). 
In the second stage, contour coordinates (row, column in-
dexes) of the region of interest are calculated and stored 
in another Block RAM (referred to as BRAM2). In the third 
stage, the indices are averaged to determine the x and y 
coordinates of the centroid (xc, yc). The centroid contour 
distance is determined using equation (4) in the fourth 
stage. Finally, the FFT of the centroid distance is deter-
mined which yields the shape feature descriptors. Start-
ing from the next frame, the feature is obtained in each 
subsequent frame. BRAM1 is for storing the images which 

F
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are captured using the cameras from the processor side. 
BRAM2 is for storing the indexes of the boundary pixels 
of the object. The feature vector can be stored in a BRAM 
that is subsequently accessed for classification.

Following are the main steps involved in the imple-
mentation of the image processor block:

1) Initialize row and column counters for reading each 
row of the binary 2D image stored in BRAM1.

2) Identify pixels (equal to 1) from each row that cor-
responds to the boundary; the position of row and 
column index is stored in BRAM2. 

3) Average the row and column index to determine 
the centroid coordinates.

4) CCD distance is calculated by finding the square 
root of distances between each index position and 

centroid coordinates, which is the 1D shape signa-
ture of the object.

5) Determine the Fourier descriptors by applying FFT 
on the shape signature

The finite state machine is used to implement BRAM 
reading and writing, while square root and FFT opera-
tions are performed using the Xilinx IP Cores. The ef-
ficient data transfer between the BRAM IP core and 
ZYNQ hard core is very important as the image pixels 
are stored in the BRAM initially and it is configured in 
BRAM controller mode. The data is passed through AXI 
interconnect from the processor/ Processing System 
(PS) and read out again using custom controller mod-
ule for further processing developed using Verilog HDL 
and the state diagram for exchange of data between 
BRAM is shown in Fig. 4.

fig. 1. The overall architecture of the proposed feature extraction module 

fig. 2. Hardware Block Design of the proposed shape feature extraction module in Vivado
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fig. 3. Digital Machine for CCD –FD feature extractor

The image pixels are written to BRAM from the PS 
side and the access to the contents of the BRAM1 (con-
figured in BRAM controller mode) is done using the 
Finite State Machine technique. The memory size of 
BRAM is initially calculated based on the standard im-
age size from the camera interface. Four states are used 
to manipulate the pixels and the output of the state 
machine gives the position of the boundary pixels in 
terms of row and column index. In the IDlE state, all 
the signal initialisation for the data fetches is done. This 
state resets the row and column position counters for 
identifying the pixels on the object shape contour. The 
address is initialized to read the image data from the 
storage element. In the rD_BrAM1 state, enable is 
made high while the read signal is tied low for its read-
ing. The pixel value is checked if it is in object periph-
ery, in such cases, its coordinates like row and column 
have to be stored which is done in wr_BrAM2 state. 
Another BRAM2 (in standalone mode) is configured for 
storing the row and column index for each contour pix-
el. The process is repeated until the entire image frame 
is processed when it enters the DoNE state. Likewise, 
another state machine is maintained to read the con-
tents from the standalone BRAM for further processing.

fig. 4. State diagram showing the pixel 
manipulation of images

3.2.1 Centroid Calculator

It is necessary to identify the object's boundary pix-
els to obtain the (xc, yc) values for equations (2) and (3). 
It is determined by averaging up the row_index_sum 
and column_index_sum separately each time the clock 
changes. 

3.2.2 CorDIC Ip Core Configuration

Characterization of IP cores is important while con-
cerning the timing for various configurations. This in-
formation is critical in the design flow and it affects all 
stages, from IP core selection to the synthesis of inter-
faces to calculation of latency and throughput. CORDIC 
IP Core is for determining the square root operation 
while calculating CCD distance. For the CORDIC IP core 
to be used as the square root calculator block parame-
ters like pipelining mode, data format, input width and 
round mode has to be properly configured.

Not all configurable parameters will be available for all 
functions supported by the Xilinx CORDIC IP core. At the 
same time, some parameters cannot be configured when 
a particular parameter is selected. For instance, when con-
figured for square root operation with 32-bit unsigned in-
teger input, the output width is automatically set to 17 in 
the core and the architectural configuration is set to paral-
lel. The square root of the distance between the boundary 
and centroid coordinates has to be computed for which 
CORDIC (6.0) IP core is employed and is optimized for 
FPGA fabrics. The data format chosen is unsigned integer, 
truncate rounding mode has opted. 

3.2.3 fft Ip Core Mode Selection

 The Xilinx FFT core (9.1) supports four architectures 
-Pipelined, Radix-4, Radix-2 and Radix-2 Lite and for the 
proposed image processing work, a pipeline architec-
ture is adopted. The FFT core is configured to a trans-
form length with the target of 50Millions of Floating-
point operations per second (MPS) throughput. Input 
ports are connected to input source block through 
appropriate blocks keeping the data and signal in-
tegrity issues in mind. Out ports of the FFT processor 
are terminated, and only the output data such as real, 
imaginary and index values are captured. The outputs 
(real and imaginary components) of the FFT IP core are 
captured from the port m_axis_data (TDATA) by using 
the configuration settings. The real part of the FFT IP 
core is obtained by concatenating the bits {m_axis_
data_tdata[20],m_tdata[14:0]}. The imaginary part is 
identified using the bits configuration {m_axis_data_
tdata[44], m_axis_data_tdata[38:24]}. The index of the 
FFT Core is identified by m_axis_data_tuser[3:0].



114 International Journal of Electrical and Computer Engineering Systems

The designed hardware architecture was function-
ally correct, simulation was performed with the image 
(rows) used for feature extraction and was evaluated to 
improve the simulation time of the design. Simulation 
of the algorithm is also done in MATLAB.Then the test-
bench results of the algorithm stages are compared to 
their counterpart implementation to ensure that the 
implemented hardware architecture has correct func-
tionality.

The verilog implementation considers the image as a 
continuous stream of pixel values. The simulation and 
MATLAB results for the CCD step are almost identical 
even if the rounding errors associated with square root 
operations are considered. While performing FFT op-
erations, suitable rearrangement of the output bits and 
conversion is performed to make the results compara-
ble with software simulation. By performing proper bit 
alignment to get the real and imaginary components 
of Fourier descriptors, the implemented hardware ar-
chitecture for the algorithm can be proved functioning 
correctly.

4. SIMULATION AND ANALYSIS RESULTS OF THE 
PROPOSED VISION MODULE

To evaluate the performance of the proposed shape 
feature extraction algorithm, it is tested on the KTH 
dataset [22] of hand tools and was collected using the 
Yumi pedestral robot platform under vision setup. Data 
set consists of handtools of category- hammer, plier 
and screwdriver that are taken under different illumi-
nation and background as in Fig. 5

fig. 5. Sample images of the KTH database 
captured under the Vision Setup

The shape feature vectors determined are tested us-
ing eight different objects: two hammer variants, three 
distinct pliers and three different screwdrivers. The 
evaluation used a total of 640 images divided into 8 
different classes with 40 images per class. Each of the 
datasets is captured under artificial and cloudy back-
ground. The feature vectors so calculated for the hand 
tools of the KTH database under different illumination 
and background setting are translation, rotation and 
scale-invariant.

To test the robustness of the proposed scheme, we 
determine the Fourier coefficients of rotated and trans-
lated postures of a sample object. The accuracy plot is 
drawn to prove the feasibility and effectiveness of the 
proposed algorithm, as shown in Fig. 6

The accuracy was around 86% with 10 feature points 
(descriptors) and was chosen as the optimum number 
of points for the classification. Fig. 7a and 7b show the 
processed binary images and the extracted shape sig-
natures respectively. Taking the Fourier Transform of 
each of the shifted signatures produced the same nor-
malized Fourier coefficients and can be shown that our 
implementation is invariant to translation and rotation 
as shown in Fig. 8. 

fig. 6. Accuracy plot using SVM classifier

The hardware implementation of the proposed ar-
chitecture is synthesized for the Zybo board using 
Xilinx Vivado Design Suite 2019.2. Simulation is done to 
verify the functionality of the shape-based feature ex-
traction algorithm. The implementation was also done 
in MATLAB and both the results were evaluated with 
the same frames. The results obtained from the simula-
tor are validated by converting the fixed-point output 
to integer format and are almost identical. 

The operations were performed on a 32 × 64 image 
and the proposed hardware acceleration module com-
putes the feature vectors within 16.13ns(62 MHz). In 
this context, it can be recalled that the software imple-
mentation of the technique requires 26.3 ms to extract 
the features. The simulator results of the feature extrac-
tor are shown in Fig. 9. The output lines u_ila_0_o_tda-
ta_re_tmp[15:0] and u_ila_0_o_tdata_im_tmp[15:0] 
are the user defined signals from the ILA (Integrated 
Logic Analyser) corresponding to real and imaginary 
components of the FFT IP Core. 
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fig. 8. The initial normalized Fourier coefficients of the shifted shape signatures

These signals correspond to o_tdata_re_tmp[15:0] 
and o_tdata_im_tmp[15:0] (of the block fftProcess_0 
of the hardware block design). u_ila_0_o_tdata_usink_
tmp[3:0] in the simulated waveform provides the index 
of the Fourier coefficients. The hardware utilization after 
the place & route of the implemented algorithm is giv-
en in Table 1. The FPGA essentially consists of hardware 
resources such as memory, slice registers, slice LUTs, 
LUT flip flop pairs and DSP blocks. A full post-synthesis 
and post-routing test-bench simulation are performed 
to measure the frame processing time. Here, it is shown 
that 21.08% of LUTs and 25% of available BRAM is used 
and this utilisation includes image processing, centroid 
determination and feature extractor.

(a)

(b)

fig. 7. Translation and rotation invariance of objects 
(a) Hand tools for extracting feature vectors  (b) The 

shape signatures of the images with the starting 
points shifted.

table 1. Resource Utilisation of the proposed shape 
feature extraction architecture

resource utilisation Available utilization (%)

LUT 3710 17600 21.08

LUTRAM 605 6000 10.08

FF 5025 35200 14.28

BRAM 15 60 25.0

DSP 6 80 7.50

BUFG 2 32 6.25

fig. 9. Simulated results of the proposed Shape Fourier descriptor
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5. CONCLUSION

This paper has presented a real-time shape feature 
extraction algorithm for embedded platforms. This algo-
rithm combines the centroid distance and Fast Fourier 
Transform for determining the feature descriptors. These 
are accelerated by using Field Programmable Gate Arrays, 
which satisfies the real-time performance of the algo-
rithm in embedded platforms. Algorithms for the shape 
feature extraction have been implemented and tested by 
hardware modules developed using Verilog language.

Hardware implementation of shape feature vector 
has been demonstrated using a  sample image where 
processing was done at a speed of 16.13ns as com-
pared to software implementation. The interaction us-
ing standard AXI4 interfaces allows different modules 
in the system to be exchanged or configured easily. 
Direct Memory Access (DMA) will be investigated for 
carrying out image transfer for future study.
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