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Welcome to the inaugural issue of the International 
Journal of Electrical and Computer Engineering Systems 
(IJECES). The journal is published by the Faculty of 
Electrical Engineering, Josip Juraj Strossmayer University 
of Osijek. Through synergy, over the past 30 years of 
scientific, professional and educational activities, Faculty 
of Electrical Engineering in Osijek has been a significant 
institution in the field of research and higher education 
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90 researchers, more than 20 associates, and more than 
2300 students enrolled in 8 courses of study in the 
fields of electrical and computer engineering, including 
Bachelor and Master level study programs, postgraduate 
specialist study programs, and PhD study programs. 
Participation in numerous scientific and professional 
research activities and projects, international 
cooperation with about 25 scientific and research 
institutions in Croatia and abroad, and the knowledge 
that, in addition to application, publication of research 
results plays a very important role in scientific-research 
work, were the reasons taken into consideration in the 
establishment of our journal.          

The International Journal of Electrical and Computer 
Engineering Systems publishes original scientific 
research in the form of full papers, case studies, reviews 
and surveys. It covers theory and application of electrical 
and computer engineering, synergy of computer 
systems and computational methods with electrical and 
electronic systems, as well as interdisciplinary research. 
Topics of interest include, but are not limited to: Power 
systems, Renewable electricity production, Power 
electronics, Electrical drives, Industrial electronics, 
Communication systems, Advanced modulation 
techniques, RFID devices and systems, Signal and data 
processing, Image processing, Multimedia systems, 
Microelectronics, Instrumentation and measurement, 
Control systems, Robotics, Modeling and simulation, 
Modern computer architectures, Computer networks, 
Embedded systems, High-performance computing, 
Parallel and distributed computer systems, Human-
computer systems, Intelligent systems, Multi-agent 
and holonic systems, Real-time systems, Software 
engineering, Internet and web applications and systems, 
Applications of computer systems in engineering and 
related disciplines, Mathematical models of engineering 
systems, Engineering management, and Engineering 
education. 

With the inaugural issue and our first five articles 
therein, we encompassed many different topics in the 

field of electrical and computer engineering systems. 
The first article, by S. Didas, G. Steidl and J. Weickert, 
investigates the relations between wavelet shrinkage and 
integro-differential equations for image simplification 
and denoising in a discrete case. Authors extend 
ideas that a wavelet transform can be understood as a 
derivative operator in connection with convolution with 
a smoothing kernel. By using tensor product wavelets 
and special shrinkage rules, this approach is extended 
to more than one spatial dimension. The second article, 
by D. Vučinić, addresses scientific visualization and 
corresponding tools which, by combined use, eliminate 
many well known problems of sharing, accessing and 
exchanging design models and the related information 
content. It is shown that object-oriented methodology 
is a well adapted approach to stream the software 
development process of future engineering applications. 
In the third article, by S. Rupčić, V. Mandrić and D. Vinko, 
the radiation pattern of two experimental models of 
circular waveguide antenna arrays on spherical surface is 
obtained experimentally and compared with theoretical 
patterns. Analysis was made by means of the developed 
moment method (MoM) program. The fourth article, 
by S. Janos, G. Martinović and I. Matijevics, describes 
a wireless sensor networks system in greenhouse 
environment. Developed and optimized autonomous 
measuring robot system and algorithms enable 
monitoring of all necessary parameters for creating 
optimal environment in the greenhouse. The fifth article, 
by C. Govindaraju and K. Baskaran, discusses a power 
loss minimization technique for a cascaded multilevel 
inverter using a hybrid carrier based space vector 
modulation. This article combines the features of carrier 
based space vector modulation and the fundamental 
frequency modulation strategy and this is implemented 
by using a DSP and a CPLD. The inverter offers lower 
harmonic distortion and operates with equal thermal 
stress among the power devices. 

Finally, I would like to thank the authors for their 
valuable contributions and the reviewers for their time 
and efforts in providing many valuable suggestions and 
comments. We believe that with the joint efforts IJECES 
will become a recognizable point of reference when it 
comes to publication of research results.   

This inaugural issue of IJECES is dedicated to the 32nd 
anniversary of the Faculty of Electrical Engineering, a 
constituent part of Josip Juraj Strossmayer University 
of Osijek.
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Abstract – We investigate the relations between wavelet shrinkage and integrodifferential equations for image simplification 
and denoising in the discrete case. Previous investigations in the continuous one-dimensional setting are transferred to the discrete 
multidimentional case. The key observation is that a wavelet transform can be understood as a derivative operator in connection 
with convolution with a smoothing kernel. In this paper, we extend these ideas to a practically relevant discrete formulation with 
both orthogonal and biorthogonal wavelets. In the discrete setting, the behaviour of smoothing kernels for different scales is more 
complicated than in the continuous setting and of special interest for the understanding of the filters. With the help of tensor product 
wavelets and special shrinkage rules, the approach is extended to more than one spatial dimension. The results of wavelet shrinkage 
and related integrodifferential equations are compared in terms of quality by numerical experiments. 

Integrodifferential Equations for Multiscale 
Wavelet Shrinkage: The Discrete Case

Stephan Didas
 Fraunhofer-Institut für Techno- und Wirtschaftsmathematik (ITWM) 
Abteilung Bildverar-beitung, D-67663 Kaiserslautern, Germany 
stephan.didas@itwm.fraunhofer.de

Gabriele Steidl
Faculty of Mathematics and Computer Science 
University of Mannheim, D-68131 Mannheim, Germany
steidl@math.uni-mannheim.de

Joachim Weickert
Mathematical Image Analysis Group, Department of Mathematics and Computer Science
Saarland University, D-66041 Saarbrücken, Germany 
weickert@mia.uni-saarland.de

Keywords – Image denoising, wavelet shrinkage, integrodifferential equations

1. INTRODUCTION

Since the beginning of the 1990s, wavelet shrinkage 
and nonlinear diffusion filtering are two established 
classes of methods for signal and image simplication 
and denoising [36, 12, 27, 38].

The idea behind wavelet shrinkage is to denoise an 
image by performing very simple pointwise opera-
tions in a suitable multiresolution representation of the 
data [36]. This representation is obtained by using the 
wavelet transform. Depending on the application, the 
use of different types of wavelets might be suitable. Via 
the concept of multiresolution analysis [19, 20, 22] the 
shrinkage technique is closely related to earlier signal 
processing methods like filter banks and subband cod-
ing [5, 6, 23, 29, 34, 33].

Nonlinear diffusion filtering simplifies and denoises 
an image by solving a partial dierential equation which 
is typically done without changing the spatial repre-
sentation of the image. In this setting, first or higher 

order derivatives of the image are used to formalise the 
desired smoothness and to detect and eliminate the 
noise [27, 38, 18, 10].

The close relationship between both methods is em-
phasized, for example, by the fact that wavelet shrink-
age can also be understood as energy minimisation [3, 
4, 2]. This fact already relates it to the context of scale-
spaces [16, 40, 27, 1] and methods based on partial 
differential equations (PDEs). In the discrete setting, 
translationally invariant wavelet shrinkage on the fin-
est scale is even equivalent to total variation regulariza-
tion and diffusion [30].

The connections between multiscale wavelet shrink-
age and corresponding integrodifferential equations in 
the continuous one-dimensional setting have been the 
topic of an earlier publication by the authors [9]. The 
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goal of this paper is to transfer the ideas and results from 
the continuous to the practically relevant discrete set-
ting. Since the dilation operation on the wavelets can 
only be approximated on a discrete grid, the formulation 
is slightly more technical here. Moreover, we will not re-
strict ourselves to orthogonal wavelets, but also have a 
look at biorthogonal ones allowing for more general in-
tegrodifferential equations. Preliminary results concern-
ing this transfer have been presented at a conference [8]. 
In addition, we will transfer the one-dimensional case 
to two dimensions using tensor product wavelets and 
special shrinkage rules to increase rotational invariance. 
We also discuss in detail the behavior of the appearing 
smoothing kernels at different scales. Numerical experi-
ments will be shown to compare the resulting methods 
in terms of denoising quality.

This paper is organised as follows: Section 2 intro-
duces some notations used throughout the paper. Sec-
tions 3 and 4 describe classical wavelet shrinkage and 
nonlinear diffusion filtering in a discrete setting. The 
factorisation of a discrete wavelet into a convolution 
kernel and a derivative approximation is derived in Sec-
tion 5. In Section 6, this idea is used to derive relations 
between discrete wavelet shrinkage and integrodif-
ferential equations. Section 7 shows how these ideas 
can be generalised two higher dimensions. Numerical 
experiments in Section 8 display the behaviour of the 
presented filters in practice. The paper is concluded 
with a summary in Section 9.

2. PRELIMINARIES AND NOTATIONS

Let us start with the notations used throughout this 
paper. Let

(1)

be a real signal of infinite length. Then

denote the  Fourier- and  the z-transform of f, respec-
tively. The importance of the z-transform in this context 
results from the fact that it allows for an easy formula-
tion of convolutions as multiplications of formal Lau-
rent series. More precisely, the k-th component of the  
convolution a * f given by

(2)

(3)

corresponds to the coefficient of z-k in A(z)F(z).

In practice, we will work with signals of finite length N 
and assume N-periodic extensions of the signals. Then 
the k-th component of the cyclic convolution a * f of 
vectors                         given by a,f RN!

(4)

corresponds to the coefficient of z-k in A(z)F(z) mod 
zN - 1. On the other hand, the cyclic convolution of 
                     can be expressed as multiplication of f with 
the circulant matrix corresponding to a [15]:
a,f RN!

(5)

Each circulant matrix can be written as

(6)

denotes the so-called basic circulant permutation ma-
trix. Multiplication with C performs a periodic left-shift 
of a vector.

In the following we will often use some vector 
a RN!  in connection with its corresponding N-di-
mensional circulant matrix A a C

j 0

N 1

j

j
=

=

-/  and its z-
transform A(z) a z

j 0

N 1

j

j
=

=

- -/ . Circulant N x N-matrices 
can be diagonalised by the same matrix, namely the 
N-th Fourier matrix. Hence, multiplication of circulant 
matrices is commutative.

3. DISCRETE WAVELET SHRINKAGE

In this section, we review the three steps of wavelet 
shrinkage in the discrete setting [36]: Figure 1 shows 
the corresponding filter bank for wavelet shrinkage on 
the finest scale, where the z-transform notation of the 
filters is used.

Fig. 1. Filter bank for wavelet shrinkage on the 
finest scale.
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1. Analysis: In the analysis step, the initial sig-
nal is transferred to a wavelet coefficient representa-
tion. This decomposition is done with the help of the 
analysis filters h0 and h1 which can be obtained as scal-
ing coefficients of the corresponding scaling function. 
Filters h0 and h1 play the role of a low-pass filter and 
the corresponding high-pass filter, respectively. In ad-
dition, both channels are sampled down by leaving out 
all components with an odd index. This is indicated in 
the filter bank with the symbol .2. 

2. Shrinkage: The wavelet coefficients of the 
signal are shrunken towards zero in this step while the 
low-frequency components are kept. This is modelled 
as applying a nonlinear  shrinkage function S:R R"  
to each of the wavelet coefficients. 

3. Synthesis: In this step, the resulting signal is 
synthesised from the wavelet coefficients. First, upsam-
pling is used by introducing zeros between each pair of 
neighbouring signal components. This is written as -2 
here. For the synthesis, the filter pair g0 and g1 is used.

We note that the analysis filters h0 and h1 are mirrored 
in our notation. To ensure a perfect reconstruction of 
the signal, the analysis and the synthesis filters have to 
satisfy the following properties, [35, 31, 21]:

(7)

(8)

For filters of finite length, one can further show (see 
[35, p. 120] or [21, Theorem 7.9], for example) that there 
are numbers  and k Z!  such that

(9)

For simplicity, without loss of generality, we assume 
that 2=a  and k = 0. This gives us simple relations be-
tween analysis and synthesis filters:

(10)

It immediately follows that

(11)

 These equations hold for the general biorthogonal 
case with filters of finite length. In order to have ortho-
normal filters, we have an additional requirement that

(12)

which allows us to determine all four filters with one 
prototype.

To make wavelet methods compatible to PDE ap-
proaches we need a translation invariant wavelet 
shrinkage process. This can be obtained by skipping 
the down- and up-sampling procedure as shown in 
Figure 1. For the synthesis, the result has to be multi-
plied by 1/2 at each scale. This is also known as  algo-
rithme à trous, cf. Holschneider et al. [14, 21]. We see 
that the analysis and synthesis filters are widened by 
inserting zeros into the filters

Fig. 2. Filter bank for translational invariant 
wavelet shrinkage with multiple scales using the 

algorithme  à trous
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goal of this paper is to transfer the ideas and results from 
the continuous to the practically relevant discrete set-
ting. Since the dilation operation on the wavelets can 
only be approximated on a discrete grid, the formulation 
is slightly more technical here. Moreover, we will not re-
strict ourselves to orthogonal wavelets, but also have a 
look at biorthogonal ones allowing for more general in-
tegrodifferential equations. Preliminary results concern-
ing this transfer have been presented at a conference [8]. 
In addition, we will transfer the one-dimensional case 
to two dimensions using tensor product wavelets and 
special shrinkage rules to increase rotational invariance. 
We also discuss in detail the behavior of the appearing 
smoothing kernels at different scales. Numerical experi-
ments will be shown to compare the resulting methods 
in terms of denoising quality.

This paper is organised as follows: Section 2 intro-
duces some notations used throughout the paper. Sec-
tions 3 and 4 describe classical wavelet shrinkage and 
nonlinear diffusion filtering in a discrete setting. The 
factorisation of a discrete wavelet into a convolution 
kernel and a derivative approximation is derived in Sec-
tion 5. In Section 6, this idea is used to derive relations 
between discrete wavelet shrinkage and integrodif-
ferential equations. Section 7 shows how these ideas 
can be generalised two higher dimensions. Numerical 
experiments in Section 8 display the behaviour of the 
presented filters in practice. The paper is concluded 
with a summary in Section 9.

2. PRELIMINARIES AND NOTATIONS

Let us start with the notations used throughout this 
paper. Let

(1)

be a real signal of infinite length. Then

denote the  Fourier- and  the z-transform of f, respec-
tively. The importance of the z-transform in this context 
results from the fact that it allows for an easy formula-
tion of convolutions as multiplications of formal Lau-
rent series. More precisely, the k-th component of the  
convolution a * f given by

(2)

(3)

corresponds to the coefficient of z-k in A(z)F(z).

In practice, we will work with signals of finite length N 
and assume N-periodic extensions of the signals. Then 
the k-th component of the cyclic convolution a * f of 
vectors                         given by a,f RN!

(4)

corresponds to the coefficient of z-k in A(z)F(z) mod 
zN - 1. On the other hand, the cyclic convolution of 
                     can be expressed as multiplication of f with 
the circulant matrix corresponding to a [15]:
a,f RN!

(5)

Each circulant matrix can be written as

(6)

denotes the so-called basic circulant permutation ma-
trix. Multiplication with C performs a periodic left-shift 
of a vector.

In the following we will often use some vector 
a RN!  in connection with its corresponding N-di-
mensional circulant matrix A a C

j 0

N 1

j

j
=

=

-/  and its z-
transform A(z) a z

j 0

N 1

j

j
=

=

- -/ . Circulant N x N-matrices 
can be diagonalised by the same matrix, namely the 
N-th Fourier matrix. Hence, multiplication of circulant 
matrices is commutative.

3. DISCRETE WAVELET SHRINKAGE

In this section, we review the three steps of wavelet 
shrinkage in the discrete setting [36]: Figure 1 shows 
the corresponding filter bank for wavelet shrinkage on 
the finest scale, where the z-transform notation of the 
filters is used.

Fig. 1. Filter bank for wavelet shrinkage on the 
finest scale.
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1. Analysis: In the analysis step, the initial sig-
nal is transferred to a wavelet coefficient representa-
tion. This decomposition is done with the help of the 
analysis filters h0 and h1 which can be obtained as scal-
ing coefficients of the corresponding scaling function. 
Filters h0 and h1 play the role of a low-pass filter and 
the corresponding high-pass filter, respectively. In ad-
dition, both channels are sampled down by leaving out 
all components with an odd index. This is indicated in 
the filter bank with the symbol .2. 

2. Shrinkage: The wavelet coefficients of the 
signal are shrunken towards zero in this step while the 
low-frequency components are kept. This is modelled 
as applying a nonlinear  shrinkage function S:R R"  
to each of the wavelet coefficients. 

3. Synthesis: In this step, the resulting signal is 
synthesised from the wavelet coefficients. First, upsam-
pling is used by introducing zeros between each pair of 
neighbouring signal components. This is written as -2 
here. For the synthesis, the filter pair g0 and g1 is used.

We note that the analysis filters h0 and h1 are mirrored 
in our notation. To ensure a perfect reconstruction of 
the signal, the analysis and the synthesis filters have to 
satisfy the following properties, [35, 31, 21]:

(7)

(8)

For filters of finite length, one can further show (see 
[35, p. 120] or [21, Theorem 7.9], for example) that there 
are numbers  and k Z!  such that

(9)

For simplicity, without loss of generality, we assume 
that 2=a  and k = 0. This gives us simple relations be-
tween analysis and synthesis filters:

(10)

It immediately follows that

(11)

 These equations hold for the general biorthogonal 
case with filters of finite length. In order to have ortho-
normal filters, we have an additional requirement that

(12)

which allows us to determine all four filters with one 
prototype.

To make wavelet methods compatible to PDE ap-
proaches we need a translation invariant wavelet 
shrinkage process. This can be obtained by skipping 
the down- and up-sampling procedure as shown in 
Figure 1. For the synthesis, the result has to be multi-
plied by 1/2 at each scale. This is also known as  algo-
rithme à trous, cf. Holschneider et al. [14, 21]. We see 
that the analysis and synthesis filters are widened by 
inserting zeros into the filters

Fig. 2. Filter bank for translational invariant 
wavelet shrinkage with multiple scales using the 

algorithme  à trous

4. DISCRETE HIGHER ORDER NONLINEAR 
DIFFUSION

Next, let us have a look at discretisations of nonlinear 
diffusion which we will need in this section.

Here we use a discretisation of the nonlinear higher 
order diffusion equation

(13)

 with initial condition u( ,0) f$ =  as described in 
[10, 11], for example. Here, x

p2  denotes the partial de-
rivative of order p with respect to the variable x.

We restrict our attention to N-periodic signals on the 
interval [0, N - 1]. To discretise this equation, we consid-
er the sampled version u RN!  of u at an equidistant 
grid {jh : j = 0, ..., N - 1} with spatial step size h = 1.

To approximate the spatial derivatives in (13), we 
use a forward difference as approximation of the first 
derivative. It can be expressed in matrix-vector form 
as Dux2 + , where

(14)

and in terms of the z-transform as D(z)u(z)mod(zN - 

1) with D(z)=z-1 - 1. Then the transposed matrix DT cor-

responds to the z-transform DT(z) = z - 1 and yields an 

approximation of the negated first derivative with a
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backward difference. Further Dp and (DT)pserve as 
approximations of p-th derivatives with an appropri-
ate sign. For time discretisation we use a simple Euler 
forward scheme. Then the discrete iterative scheme 
can be written as

The diagonal matrix 
(u ): diag(| (D u ) |)D

k p k
j j 0,N 1p =U = -  stands for mul-

tiplication by the nonlinear diffusivity function. In 
our computations we use the Perona-Malik function 
[27] defined as

(16)

See for example [26] for a list of other possible dif-
fusivity functions.

5. DISCRETE WAVELETS AND CONVOLUTION 
KERNELS

In this section, we formulate the key idea of factoriz-
ing discrete wavelets into derivative approximations of 
smoothing kernels. We make the assumption that the 
wavelet has p vanishing moments to relate the wavelet 
transform to an approximation of the p-th derivative. 
In the discrete setting, this condition reads: A signal 
f (Z)2,!  is said to have p N!  vanishing moments if

(17)

Let us now factorise the z-transform of a wavelet with 
p vanishing moments such that we obtain a derivative 
approximation filter and a convolution or smoothing 
kernel. Since the number of vanishing moments is di-
rectly connected with regularity properties, such fac-
torizations are often used in the design of wavelets (see 
[7, 31, 21, 17], for example). It should also be noticed 
that the number of vanishing moments of the filter 
coefficients is the same as the number of (continuous) 
vanishing moments of the continuous wavelet func-
tion; see [21, Theorem 7.4].

Proposition 5.1  (Wavelet Filter Factorisation) 

Let f (Z)2,!  be a filter of finite length and p vanish-
ing moments. Then its z-transform can be decomposed as

 where K is the z-transform of the corresponding filter k 
which will be understood as a smoothing kernel. 

Although it is standard in wavelet analysis, we at-
tach a simple proof in order to make the paper more 
self-contained:

(18)

(19)

which is the j-th moment of f times the nonzero con-
stant (-i)j. Our assumption about f then reads f 0(j)

=t  
for j {0,p 1}! - . This means the Fourier transform 
of f is a trigonometric polynomial which has a zero of 
order p in 0. Thus it can be factorised as

with a suitable (Laurent-) polynomial K. Replacing 
exp(i )p  by z directly yields the desired factorisation  
F(z) = (z - 1)pK(z) of the z-transform.

With the help of this proposition, we can understand 
the convolution with a wavelet as a derivative approxi-
mation of a presmoothed signal. We remember that 
z - 1 is the z-transform of the finite difference matrix DT 
approximating the negated first derivative. Thus (z - 1)p 
can be used as approximation of (-1)p times the p-th de-
rivative. This reasoning of understanding the wavelet as 
a derivative of a smoothing kernel is in accordance with 
the approach in the previous section and the continu-
ous considerations in [9]. For details on such factoriza-
tions, see [21, Section 7.2] for orthogonal wavelets and 
[21, Section 7.4.2] for the biorthogonal case, for exam-
ple. Let p and q be the number of vanishing moments 
of our analysis and synthesis highpass filters H1 and G1. 
Then Proposition 5.1 allows us to write the filters as

(20)

where KH and KG are the z-transforms of two smoothing 
kernels kH and kG of the synthesis and analysis wavelet. 
For orthogonal wavelets, we simply have KH(z) = KG(z) 
and p = q. With the two relations (10) and (11) between 
low- and highpass we see that for the lowpass filters H0 
and G0, the following relations hold:

(22)
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(21)
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To make these formulae a bit more intuitive, let us 
now give some examples of kernels KH and KG for com-
monly used orthogonal wavelets on the finest scale:

Example 5.2 (Discrete Wavelets and Convolution Kernels) 

(a) Haar Wavelet: For the discrete Haar wavelet, we 

have H (z)
2

1 (z 1)1 = - . The kernel on the finest scale is 

in this case just a scalar factor K (z)
2

1H
= .

( ) ( )

( ) ( ) .

z z z

K z K z

1 1 ( )q p p

r

r p q
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r

H

1 2 1 1
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1 1

1
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v
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^ `h j

%
/

 which can be factorised as  
leading to

(24)

(25)

Let us briefly say a few words about the differences 
between our idea and previous approaches to relations 
between shrinkage on the finest scale and nonlinear 
diffusion. In contrast to the idea in this paper, Weick-
ert et al. [39] have directly considered the wavelet fil-
ter H1 as stencil for a derivative approximation. With a 
Taylor expansion, one can directly prove that any filter 
with p vanishing moments yields an approximation of 
the p-th derivative up to a constant factor. This works 
well as long as only the finest scale is considered, but 
it does not help to explain what happens on coarser 
scales. Here, we try to model coarser scales by separat-
ing the derivative approximation from the smoothing 
kernel which yields a coarse scale approximation of our 
signal. In the continuous setting considered in [9], the 
smoothing kernel is a function for which the scaling 
operation is invertible without loss of information. In 
contrast to this, the discrete wavelets on coarser scales 
treated in this paper can change their appearance due 
to discretisation effects.

Following [35, Section 3.3], we introduce wavelets on 
coarser scales: starting from the filters G0 and G1 on the 
finest scale, we define the wavelet filters G ( )

0
v  and G ( )

1
v  

on coarser scales N!v  as

(26)

and use the same formulae for H ( )
0
v  and H ( )

1
v .

The exponents 2r come from the fact that the algo-

Fig. 3. Filter bank for translation invariant wavelet 
shrinkage, written with multiple channels.

Now we are interested in the changes of the shape 
of the convolution kernels corresponding to the wave-
lets when the scale increases. Our starting point are the 
relations (26), and we firstly consider the scaling coef-
ficients using the factorisation (23):

(27)

We see that the scaling filter on larger scales can be 
decomposed into four parts: The sign given by ( 1) p

-
v  

and the pure shift z( )2 1-
v

 do not change the shape of the 
convolution kernel. This shape is determined by the right-
most two factors: The second one is a product of the ker-
nels kH with alternating signs and with inserted zeros. This 
is actually the wavelet-dependent part. The first factor is 
independent of the wavelet: It is the p times convolution 
of a box filter of width 2v  with itself. This can be under-
stood as a discrete B-spline kernel of order p.

Let us see how this decomposition looks for the 
wavelet coefficients:

(28)

(29)

(30)

(31)

(b) Daubechies Wavelets: The Daubechies wavelet 
[7] with p = 2 is represented by the filter
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rithme à trous inserts the corresponding number of 
zeros between two samples of the filter at scale r. In ad-
dition, we have to multiply the z-transforms of all filters 
lying on the path from the input to the middle of the 
filter bank for Hi in Figure 1, or from the middle to the 
output for Gi, i = 0,1.

Having these formulae at hand we can rewrite the 
filter bank in Figure 1 with m + 1 different paths as 
shown in Figure 3.

and
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backward difference. Further Dp and (DT)pserve as 
approximations of p-th derivatives with an appropri-
ate sign. For time discretisation we use a simple Euler 
forward scheme. Then the discrete iterative scheme 
can be written as

The diagonal matrix 
(u ): diag(| (D u ) |)D

k p k
j j 0,N 1p =U = -  stands for mul-

tiplication by the nonlinear diffusivity function. In 
our computations we use the Perona-Malik function 
[27] defined as

(16)

See for example [26] for a list of other possible dif-
fusivity functions.

5. DISCRETE WAVELETS AND CONVOLUTION 
KERNELS

In this section, we formulate the key idea of factoriz-
ing discrete wavelets into derivative approximations of 
smoothing kernels. We make the assumption that the 
wavelet has p vanishing moments to relate the wavelet 
transform to an approximation of the p-th derivative. 
In the discrete setting, this condition reads: A signal 
f (Z)2,!  is said to have p N!  vanishing moments if

(17)

Let us now factorise the z-transform of a wavelet with 
p vanishing moments such that we obtain a derivative 
approximation filter and a convolution or smoothing 
kernel. Since the number of vanishing moments is di-
rectly connected with regularity properties, such fac-
torizations are often used in the design of wavelets (see 
[7, 31, 21, 17], for example). It should also be noticed 
that the number of vanishing moments of the filter 
coefficients is the same as the number of (continuous) 
vanishing moments of the continuous wavelet func-
tion; see [21, Theorem 7.4].

Proposition 5.1  (Wavelet Filter Factorisation) 

Let f (Z)2,!  be a filter of finite length and p vanish-
ing moments. Then its z-transform can be decomposed as

 where K is the z-transform of the corresponding filter k 
which will be understood as a smoothing kernel. 

Although it is standard in wavelet analysis, we at-
tach a simple proof in order to make the paper more 
self-contained:

(18)

(19)

which is the j-th moment of f times the nonzero con-
stant (-i)j. Our assumption about f then reads f 0(j)

=t  
for j {0,p 1}! - . This means the Fourier transform 
of f is a trigonometric polynomial which has a zero of 
order p in 0. Thus it can be factorised as

with a suitable (Laurent-) polynomial K. Replacing 
exp(i )p  by z directly yields the desired factorisation  
F(z) = (z - 1)pK(z) of the z-transform.

With the help of this proposition, we can understand 
the convolution with a wavelet as a derivative approxi-
mation of a presmoothed signal. We remember that 
z - 1 is the z-transform of the finite difference matrix DT 
approximating the negated first derivative. Thus (z - 1)p 
can be used as approximation of (-1)p times the p-th de-
rivative. This reasoning of understanding the wavelet as 
a derivative of a smoothing kernel is in accordance with 
the approach in the previous section and the continu-
ous considerations in [9]. For details on such factoriza-
tions, see [21, Section 7.2] for orthogonal wavelets and 
[21, Section 7.4.2] for the biorthogonal case, for exam-
ple. Let p and q be the number of vanishing moments 
of our analysis and synthesis highpass filters H1 and G1. 
Then Proposition 5.1 allows us to write the filters as

(20)

where KH and KG are the z-transforms of two smoothing 
kernels kH and kG of the synthesis and analysis wavelet. 
For orthogonal wavelets, we simply have KH(z) = KG(z) 
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low- and highpass we see that for the lowpass filters H0 
and G0, the following relations hold:
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To make these formulae a bit more intuitive, let us 
now give some examples of kernels KH and KG for com-
monly used orthogonal wavelets on the finest scale:

Example 5.2 (Discrete Wavelets and Convolution Kernels) 

(a) Haar Wavelet: For the discrete Haar wavelet, we 

have H (z)
2

1 (z 1)1 = - . The kernel on the finest scale is 

in this case just a scalar factor K (z)
2
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 which can be factorised as  
leading to

(24)

(25)

Let us briefly say a few words about the differences 
between our idea and previous approaches to relations 
between shrinkage on the finest scale and nonlinear 
diffusion. In contrast to the idea in this paper, Weick-
ert et al. [39] have directly considered the wavelet fil-
ter H1 as stencil for a derivative approximation. With a 
Taylor expansion, one can directly prove that any filter 
with p vanishing moments yields an approximation of 
the p-th derivative up to a constant factor. This works 
well as long as only the finest scale is considered, but 
it does not help to explain what happens on coarser 
scales. Here, we try to model coarser scales by separat-
ing the derivative approximation from the smoothing 
kernel which yields a coarse scale approximation of our 
signal. In the continuous setting considered in [9], the 
smoothing kernel is a function for which the scaling 
operation is invertible without loss of information. In 
contrast to this, the discrete wavelets on coarser scales 
treated in this paper can change their appearance due 
to discretisation effects.

Following [35, Section 3.3], we introduce wavelets on 
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finest scale, we define the wavelet filters G ( )

0
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on coarser scales N!v  as

(26)

and use the same formulae for H ( )
0
v  and H ( )

1
v .

The exponents 2r come from the fact that the algo-

Fig. 3. Filter bank for translation invariant wavelet 
shrinkage, written with multiple channels.

Now we are interested in the changes of the shape 
of the convolution kernels corresponding to the wave-
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relations (26), and we firstly consider the scaling coef-
ficients using the factorisation (23):
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 do not change the shape of the 
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is actually the wavelet-dependent part. The first factor is 
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stood as a discrete B-spline kernel of order p.

Let us see how this decomposition looks for the 
wavelet coefficients:
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rithme à trous inserts the corresponding number of 
zeros between two samples of the filter at scale r. In ad-
dition, we have to multiply the z-transforms of all filters 
lying on the path from the input to the middle of the 
filter bank for Hi in Figure 1, or from the middle to the 
output for Gi, i = 0,1.

Having these formulae at hand we can rewrite the 
filter bank in Figure 1 with m + 1 different paths as 
shown in Figure 3.

and
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Example 5.3 (Haar Wavelet on Coarser Scales) 

We have already seen that for a Haar wavelet we have 

p = q = 1 and the kernels ( ) ( )K z K z
2

1G H
= =  are just 

constants. Thus the wavelet on scale v  can be seen as

(32)

 This means that in complete analogy to the continu-
ous case, the discrete Haar wavelet is the derivative 
approximation of a hat function. This hat is created by 
multiplying a box filter by itself. An example for the 
scale 8v =  is shown in Figure 4.
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Fig. 4. Convolution kernel corresponding to the Haar 
wavelet. a) Haar wavelet on scale 8.  b) Corresponding 

smoothing kernel: a hat function.
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 Let us also analyse the ingredients of this product: 
The first factor (z - 1)q tells us that the wavelet can be 
understood as an approximation of the q-th derivative 
(with sign (- 1)q). It is the z-transform of the finite dif-
ference matrix (DT)q defined above. Again, the sign and 
the shift do not change the shape of the convolution 
kernel. As for the scaling function, we also find a spline 
kernel of order p + q and a wavelet-dependent part.

Let us now give some examples of commonly used 
wavelets to see how the related convolution kernels 
look like:

Example 5.4 (Daubechies Wavelets on Coarser Scales) 

For some representatives of the family of Daubechies 
wavelets [7], we display the corresponding kernels ob-

tained by numerical calculations in Figure 4. One can 
see that the smoothing kernels have a shape similar to a 
Gaussian kernel with a perturbation at the right side where 
they even change the sign. Daubechies has proven that 
the Haar wavelets are the only symmetric or antisymmet-
ric orthonormal wavelets with compact support [7], and 
so it is clear that the corresponding kernels of Daubechies 
wavelets of higher order cannot be symmetric.
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 Let us also analyse the ingredients of this product: 
The first factor (z - 1)q tells us that the wavelet can be 
understood as an approximation of the q-th derivative 
(with sign (- 1)q). It is the z-transform of the finite dif-
ference matrix (DT)q defined above. Again, the sign and 
the shift do not change the shape of the convolution 
kernel. As for the scaling function, we also find a spline 
kernel of order p + q and a wavelet-dependent part.

Let us now give some examples of commonly used 
wavelets to see how the related convolution kernels 
look like:

Example 5.4 (Daubechies Wavelets on Coarser Scales) 

For some representatives of the family of Daubechies 
wavelets [7], we display the corresponding kernels ob-

tained by numerical calculations in Figure 4. One can 
see that the smoothing kernels have a shape similar to a 
Gaussian kernel with a perturbation at the right side where 
they even change the sign. Daubechies has proven that 
the Haar wavelets are the only symmetric or antisymmet-
ric orthonormal wavelets with compact support [7], and 
so it is clear that the corresponding kernels of Daubechies 
wavelets of higher order cannot be symmetric.
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Fig. 5. Convolution kernels corresponding to 
Daubechies wavelets on larger scales. a), b), c), d): 
Daubechies wavelets of orders 4 and 6 on scales 2 

and 8. e), f ), g), h) Corresponding smoothing kernels. 
The scaling comes from the fact that wavelets are 

normalised with respect to the 
2, -norm.

The following two examples consider the convo-
lution kernels corresponding to biorthogonal filter 
pairs. These filters can be symmetric or antisymmet-
ric with compact support. Hence, the convolution 
kernels can be symmetric.

Example 5.5 (Compactly Supported Spline Wavelets) 

Figure 5 presents the compactly supported spline 
wavelet filters h1 and g1 with 3 and 7 vanishing mo-
ments. Details on these filters can be found in [21, 
p.~271], for example. We see that the corresponding 
kernel to h1 has negative parts while the kernel derived 
from g1 is positive and resembles a Gaussian kernel.
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Fig. 6. Convolution kernels corresponding to 
compactly supported spline wavelets on scale 8.  
a) Filter h1 with 3 vanishing moments.  b) Filter g1 
with 7 vanishing moments.  c), d) Corresponding 

smoothing kernels. 
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Example 5.6 (Perfect Reconstruction Filters of Most 
Similar Length) 

These biorthogonal filters are displayed in Figure 6 
and details can be found in [21, p.~273], for example. The 
filter corresponding to g1 has some small negative parts.
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Fig. 7. Convolution kernels corresponding to perfect 
reconstruction filters of most similar length on scale 8.  
a), b) Analysis and synthesis filter. c), d) Corresponding 

smoothing kernels.

Regardless of the shape of convolution kernels, it will be 
important for our considerations in the next section that 
we can write the analysis and the synthesis wavelet as

(33)

We use notions K ,( )G v  and K ,( )H v  to denote the cor-
responding convolution kernels on scale v . With the 
finite difference matrices introduced in (14), we can re-
write (33) in matrix notation as

(34)

We will use these equations in the next section to re-
write iterated wavelet shrinkage as discretisation of an 
integrodifferential equation.

6. RELATIONS BETWEEN BOTH METHODS

In this section, let ,f u RN!  be vectors and 
, , 0,1H G i( ) ( )

i i =
v v  denote the N x N circulant ma-

trices corresponding to the filters ( ), ( )H z G z( ) ( )
i i
v v  

modulo   zN - 1. Then we can rewrite wavelet shrink-
age according to Figure 3 as

(35)

 Analysis matrices are transposed to reflect the fact 
that we have used Hi(z-1) for i = 0,1 for the analysis part 
of our filter banks in Figures 1, 2, and 3. The function S 
is meant to act componentwise on the vector entries.

Without shrinking the coefficients, the filter bank will 
allow for a perfect reconstruction, which means that

(36)

for all f RN! . Similarly to [26, 9], we use

(37)

to rewrite our shrinkage function with the help of a 
function g which will play the role of diffusivity later 
on. This leads to pairs of shrinkage functions and dif-
fusivities which are studied in detail in [26]. Inserting 
(37) into (35) we obtain
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filter corresponding to g1 has some small negative parts.

 0  200  400  600  800  1000 1200 1400 1600

Wavelet, sigma=8

 0  200  400  600  800  1000 1200 1400 1600

Kernel, sigma=8

 0  200  400  600  800 1000 1200 1400 1600 1800

Wavelet, sigma=8

 0  200  400  600  800 1000 1200 1400 1600 1800

Kernel, sigma=8

Fig. 7. Convolution kernels corresponding to perfect 
reconstruction filters of most similar length on scale 8.  
a), b) Analysis and synthesis filter. c), d) Corresponding 

smoothing kernels.

Regardless of the shape of convolution kernels, it will be 
important for our considerations in the next section that 
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We use notions K ,( )G v  and K ,( )H v  to denote the cor-
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that we have used Hi(z-1) for i = 0,1 for the analysis part 
of our filter banks in Figures 1, 2, and 3. The function S 
is meant to act componentwise on the vector entries.

Without shrinking the coefficients, the filter bank will 
allow for a perfect reconstruction, which means that
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for all f RN! . Similarly to [26, 9], we use
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to rewrite our shrinkage function with the help of a 
function g which will play the role of diffusivity later 
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(38)

where U  is a diagonal matrix such that 
( ): (| | )v diag vj j J

2U = ! . By property (36) the first part 
is just a reconstruction of the initial signal f, and we obtain

(39)

for one multilevel shrinkage step. Iterating these multi-
level shrinkage steps leads to the scheme 

(40)

which has a similar structure as the discretisation of the 
nonlinear diffusion equation (15). Using (34), the itera-
tion rule can be written as

(41)

A continuous equivalent, the integrodifferential 
equation 

(42)
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with a smoothing kernel iv  and its mirrored version ivu  
has been derived in [9]. It becomes evident that (41) 
can be considered as a discrete version of this integro-
differential equation. As in the continuous case, in our 
discrete setting we also see two differences between 
discrete wavelet shrinkage (41) and nonlinear diffusion 
filtering (15); namely, all derivatives are presmoothed 
and we sum over all scales v . In contrast to continuous 
considerations, we have worked with two different ker-
nels to allow for biorthogonal wavelets. This can lead 
to partial differential equations with different orders of 
the inner and the outer derivative.

In the PDE-based image processing context, similar 
ideas, but without presmoothing, have been used in 
the filters of Tumblin and Turk [32] and Wei [37]. They 
proposed to use evolution equations of the form

(43)

where m is the squared gradient norm or the squared 
Frobenius norm of the Hessian matrix of u. In this respect 
these approaches even go one step further: They do not 
only allow the derivative orders in front of the nonlinear 
function and behind to be different, but the argument 
can also be a third order one, while m depends on first 
or second order derivatives. By the construction (41) this 
is not included in our framework since the argument of 
diffusivity is always the same as its multiplier.

Remark 6.1 (Orthogonal Wavelets) 

In the case of orthogonal wavelets, (41) simplifies to 

(44)

Besides smoothing kernels and the sum over all 
scales, this is identical to an explicit discretisation of 
a higher order nonlinear diffusion equation. Since the 
outer matrices are the adjoints of the inner ones, this 
approach can be understood as arising from an energy 
function of the form

(45)

with ' ( ) ( )s g s2 2W = . Continuous analoga to this 
equation can be found in [9, 4], for example. For bior-
thogonal wavelets such a formulation does not exist. 

( ( ) )u div g m ut dD=-

*

* .

u u

D K D K u

D K u

2
1 ,( ) ,( )

,( )

k k

m p T H p H T k

p H T k

1

1
x U

=

- vv

v v

v

+

=
] ]]

]

g g g

g

/

7. GENERALISATION TO HIGHER DIMENSIONS

So far, the ideas in this paper have been considered 

in one spatial dimension only. Let us turn to the two-

dimensional case. For one single scale of Haar wavelet 

shrinkage, relations to nonlinear diffusion equations 

have been discussed by Mrázek and Weickert [25]. Here 

we follow the strategy sketched in [25], but apply it not 

only to one scale of Haar wavelet shrinkage, but to mul-

tiple ones with general biorthogonal filters.

It is common to use tensor product wavelets for pro-

cessing of two-dimensional images; see [21, Subsec-

tions 7.7.2 and 7.7.3] or [13, Section 7.5], for example. 

With the one-dimensional analysis scaling coefficients 

h0 and wavelet coefficients h1, the tensor product anal-

ysis filters hs, hh, hv, and hd  in 2-D read 

.
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horizontal and vertical coefficients in the argument of 
the shrinkage function and not to shrink the diagonal 
ones at all. Let wh, wv, and wd  stand for wavelet coeffi-
cients in horizontal, vertical and diagonal direction at a 
given scale and position. The corresponding shrinkage 
functions applied to the horizontal, vertical and diago-
nal coefficients can be written as: 

(49)

(50)

In contrast to [24], we avoid the additional factor 4 
in front of the function g here. This factor can be ex-
plained as a compensation of the factor 1/4 appearing 
in (47) and (48) together with the fact that only the fin-
est scale is considered in [24]. We avoid the factor here 
since we work on multiple scales and prefer to use the 
same shrinkage function on all scales.

With these shrinkage functions and the perfect re-
construction property (47), wavelet shrinkage (48) can 
be transformed into 

(51)

Here, ( )
hU
v  and ( )

vU
v  represent a pointwise multiplica-

tion of the wavelet coefficients in horizontal and verti-
cal direction on scale v  with diffusivity g in (49) and 
(50). Note that this diffusivity depends on the sum of 
the squared horizontal and vertical wavelet coefficients 
at the corresponding position and scale. Understood 
as discretisation of an integrodifferential equation, one 
would use it iteratively yielding

(52)

This is a 2-D analogue of (41).

Example 7.1 (Orthogonal Wavelets in 2-D) 

Let us consider the case of orthogonal wavelets, i. e., 
Gh = Hh and Gv = Hv , with p vanishing moments. If we 
neglect presmoothing introduced by the wavelets, the 
shrinkage process is obviously connected to a continu-
ous equation of the form

(53)

(46)

Here, the subscript s stands for a scaling function, h 
for the horizontal, v for the vertical, and d for the diago-
nal wavelet. The same definition applies for the synthe-
sis coefficients with g instead of h. It is a classical result 
that these filters on multiple scales yield a biorthogonal 
family in 2-D. In analogy to (36), the perfect reconstruc-
tion property for m scales in 2-D can be formulated as 

(47)

Then one step of shrinkage reads

 with shrinkage functions Sh, Sv, and Sd applied to the 
corresponding wavelet coefficients.

To give a motivation for using different shrinkage 
functions Sd  in the three directions, we have a look 
at the approximation properties of the wavelet coeffi-
cients in 2-D. Convolution of an image with the filters 
given above can also be understood as a derivative 
approximation with presmoothing where the deriva-
tive order and the smoothing kernel depend on h1 and 
h0. For example, let p be the number of vanishing mo-
ments of h1. Convolution of a discrete image u with hh 
and hv approximates presmoothed p-th derivatives of 
u with shrinkage functions Sh, Sv, and Sd applied to the 
corresponding wavelet coefficients.
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h0. For example, let p be the number of vanishing mo-
ments of h1. Convolution of a discrete image u with hh 
and hv approximates presmoothed p-th derivatives of u 
in x- and y-direction. The filter hd yields the approxima-
tion of the derivative ux
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p2 2  with additional smooth-

ing. That means this derivative in diagonal direction 
has twice the order than the other ones. This fact sug-
gests to follow the shrinkage rule described in [24] to 
improve rotational invariance. Inspired by nonlinear 
diffusion filtering, it is suggested in [24] to couple the 
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which only considers the derivatives with respect to 
the coordinate axes. For p = 1, this is the classical Per-
ona-Malik equation. For higher derivative orders p > 1, 
it only involves the derivatives of order p in coordinate 
directions and no mixed derivatives.

8. NUMERICAL ExPERIMENTS

In this section we want to investigate experimental-
ly the differences between nonlinear diffusion filter-
ing and our discrete version of the integrodifferential 
equations related to wavelet shrinkage described in 
this paper. These experiments should help to under-
stand the meaning of larger scales for the iterative de-
noising process. As a reference we use nonlinear dif-
fusion filtering since it is equivalent to the integrodif-
ferential equation on the finest scale only, and succes-
sively add larger scales. In 1-D, we perform detailed 
qualitative comparisons for denoising of a signal with 
additive Gaussian noise. Experiments for image sim-
plification in 2-D show that the same effects appear 
for higher spatial dimensions. All implementations 
have been written in C.

Let us first describe our experiments in 1-D: Figure 7 
shows our test signal piecepoly taken from the Wave-
lab library1 and its noisy version with additive Gauss-
ian noise of standard deviation 20.

1 Wavelab is available at http://www-stat.stan-
ford.edu/wavelab/.
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Fig. 8. Test signals. a) Piecewise polynomials signal 
with 1024 pixels. b) With additive Gaussian noise, 

standard deviation 20. .

In our first experiment, we compare the quality of 
presmoothed iterative denoising methods on a single 
scale v  given by the equation

(54)

In our experiments, we have used the order p = 1 
and the hat function as kernel in the matrices KH. As 
we have seen in Section 5, this corresponds to Haar 
wavelets. The kernel length is 2l v= . Moreover, we 
have applied the Perona-Malik diffusivity in the diago-
nal matrix U . Notice that 1v =  corresponds to clas-
sical diffusion filtering. We have used one single scale 
for presmoothing, and thus in contrast to (41), there is 
no sum and no weight factor on the right-hand side. 
The parameters have been optimised in order to obtain 
minimal errors in both the 1, - and 2, -norms. The opti-
mal parameters and the corresponding mimimal error 
measures can be found in Table 0. We see that the mini-
mal errors are obtained for classical nonlinear diffusion 
filters without presmoothing.
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Table 1: Error norms for denoising results with 
presmoothed diffusion and one single scale.

Scale σ l1-error per pixel 

error λ iterations 

1 2.740 1.02 4593 

2 5.087 0.10 247000 

3 6.515 0.10 351000 

To visualise the differences some of the correspond-
ing signals are displayed in Figure 8. It is clearly visible 
that using single-scale presmoothing kernels for all de-
rivatives leads to artefacts. The process is not able to re-
move the noise on the small scales which leads to oscil-
lations. Only the general shape of the signal is restored 
for larger scales. This is in accordance with the results 
reported by Scherzer and Weickert [28].

Scale σ l2-error per pixel 

error λ iterations 

1 0.141 1.67 1265 

2 0.227 0.10 233000 

3 0.285 0.10 263000 

a)

b)
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horizontal and vertical coefficients in the argument of 
the shrinkage function and not to shrink the diagonal 
ones at all. Let wh, wv, and wd  stand for wavelet coeffi-
cients in horizontal, vertical and diagonal direction at a 
given scale and position. The corresponding shrinkage 
functions applied to the horizontal, vertical and diago-
nal coefficients can be written as: 

(49)

(50)

In contrast to [24], we avoid the additional factor 4 
in front of the function g here. This factor can be ex-
plained as a compensation of the factor 1/4 appearing 
in (47) and (48) together with the fact that only the fin-
est scale is considered in [24]. We avoid the factor here 
since we work on multiple scales and prefer to use the 
same shrinkage function on all scales.

With these shrinkage functions and the perfect re-
construction property (47), wavelet shrinkage (48) can 
be transformed into 
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Here, ( )
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vU
v  represent a pointwise multiplica-

tion of the wavelet coefficients in horizontal and verti-
cal direction on scale v  with diffusivity g in (49) and 
(50). Note that this diffusivity depends on the sum of 
the squared horizontal and vertical wavelet coefficients 
at the corresponding position and scale. Understood 
as discretisation of an integrodifferential equation, one 
would use it iteratively yielding
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This is a 2-D analogue of (41).

Example 7.1 (Orthogonal Wavelets in 2-D) 

Let us consider the case of orthogonal wavelets, i. e., 
Gh = Hh and Gv = Hv , with p vanishing moments. If we 
neglect presmoothing introduced by the wavelets, the 
shrinkage process is obviously connected to a continu-
ous equation of the form
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Here, the subscript s stands for a scaling function, h 
for the horizontal, v for the vertical, and d for the diago-
nal wavelet. The same definition applies for the synthe-
sis coefficients with g instead of h. It is a classical result 
that these filters on multiple scales yield a biorthogonal 
family in 2-D. In analogy to (36), the perfect reconstruc-
tion property for m scales in 2-D can be formulated as 
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corresponding wavelet coefficients.
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given above can also be understood as a derivative 
approximation with presmoothing where the deriva-
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which only considers the derivatives with respect to 
the coordinate axes. For p = 1, this is the classical Per-
ona-Malik equation. For higher derivative orders p > 1, 
it only involves the derivatives of order p in coordinate 
directions and no mixed derivatives.

8. NUMERICAL ExPERIMENTS

In this section we want to investigate experimental-
ly the differences between nonlinear diffusion filter-
ing and our discrete version of the integrodifferential 
equations related to wavelet shrinkage described in 
this paper. These experiments should help to under-
stand the meaning of larger scales for the iterative de-
noising process. As a reference we use nonlinear dif-
fusion filtering since it is equivalent to the integrodif-
ferential equation on the finest scale only, and succes-
sively add larger scales. In 1-D, we perform detailed 
qualitative comparisons for denoising of a signal with 
additive Gaussian noise. Experiments for image sim-
plification in 2-D show that the same effects appear 
for higher spatial dimensions. All implementations 
have been written in C.

Let us first describe our experiments in 1-D: Figure 7 
shows our test signal piecepoly taken from the Wave-
lab library1 and its noisy version with additive Gauss-
ian noise of standard deviation 20.

1 Wavelab is available at http://www-stat.stan-
ford.edu/wavelab/.
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Fig. 8. Test signals. a) Piecewise polynomials signal 
with 1024 pixels. b) With additive Gaussian noise, 

standard deviation 20. .

In our first experiment, we compare the quality of 
presmoothed iterative denoising methods on a single 
scale v  given by the equation

(54)

In our experiments, we have used the order p = 1 
and the hat function as kernel in the matrices KH. As 
we have seen in Section 5, this corresponds to Haar 
wavelets. The kernel length is 2l v= . Moreover, we 
have applied the Perona-Malik diffusivity in the diago-
nal matrix U . Notice that 1v =  corresponds to clas-
sical diffusion filtering. We have used one single scale 
for presmoothing, and thus in contrast to (41), there is 
no sum and no weight factor on the right-hand side. 
The parameters have been optimised in order to obtain 
minimal errors in both the 1, - and 2, -norms. The opti-
mal parameters and the corresponding mimimal error 
measures can be found in Table 0. We see that the mini-
mal errors are obtained for classical nonlinear diffusion 
filters without presmoothing.
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Table 1: Error norms for denoising results with 
presmoothed diffusion and one single scale.

Scale σ l1-error per pixel 

error λ iterations 

1 2.740 1.02 4593 

2 5.087 0.10 247000 

3 6.515 0.10 351000 

To visualise the differences some of the correspond-
ing signals are displayed in Figure 8. It is clearly visible 
that using single-scale presmoothing kernels for all de-
rivatives leads to artefacts. The process is not able to re-
move the noise on the small scales which leads to oscil-
lations. Only the general shape of the signal is restored 
for larger scales. This is in accordance with the results 
reported by Scherzer and Weickert [28].

Scale σ l2-error per pixel 

error λ iterations 

1 0.141 1.67 1265 

2 0.227 0.10 233000 

3 0.285 0.10 263000 

a)

b)
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Fig. 9.b Denoising results with presmoothed diffusion 
and one single scale σ. Results with optimal 2, -error.  

a) σ = 1.  b) σ = 2.  c) σ = 3.

In our second experiment, we do not only filter with 
one larger scale, but involve all dyadic scales 2lv =  for 
l = 0, ... , k and use (44) for filtering. The corresponding 
optimal error measures are shown in Table 1. We have 
used a time step size 1/2x = . We see that involving 
larger scales does not influence the minimal error as 
severly as in the first experiment. For the 1, -error, it is 
even possible to obtain better values by using k = 2. We 
notice that using only the finest scale requires half the 
number of iterations than in the first experiment: This is 
caused by the additional factor 1/2 in (44) on the finest 
scale which was not present in the last experiment. The 
necessary number of iterations reduces by two orders 
of magnitude by involving larger scales. This can be 
understood as an approximative numerical method for 
speeding up the process.

Table 2: Error norms for denoising results using 
presmoothed diffusion on dyadic scales. 

Largest scale l1-error per pixel 

2kv =  error λ iterations 

k = 0 2.740 1.02  9197 

k = 1 2.824 1.47  1904 

k = 2 2.717 2.39   495 

k = 3 2.791 4.02  153 

k = 4 3.000 6.36  53 

k = 5 3.184 8.95  27 

Fig. 9.a Denoising results with presmoothed diffusion 
and one single scale σ. Results with optimal 1, -error. 

a) σ = 1.  b) σ = 2.  c) σ = 3.

Largest scale l2-error per pixel 

2kv =  error λ iterations 

k = 0 0.140 1.67 2604

k = 1 0.142 2.11 677

k = 2 145.03 3.57 200

k = 3 0.143 4.95 95

k = 4 0.146 5.84 61

k = 5 0.150 6.47 48

a)

b)

c)

a)

b)

c)
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The corresponding signals are shown in Figure 10. We 
see that for larger scales, some smaller artefacts appear. 
Nevertheless, it seems that the presence of smaller scales 
on the right-hand side can help to suppress most of them. 
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Fig. 10.a Denoising results with presmoothed 
diffusion and dyadic scale up to 2kv = .  Results with 

optimal 1, -error. a) k = 0. b) k = 1.  c) k = 2.  d) k = 5. 

Fig. 10.b Denoising results with presmoothed 
diffusion and dyadic scale up to 2kv = . Results with 

optimal 2, -error.  a) k = 0. b) k = 1.  c) k = 2.  d) k = 5. 

In our 2-D experiment, we also display results for 
smoothing on one larger scale and on all dyadic scales. 
For one larger scale, we use the filter
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Fig. 9.b Denoising results with presmoothed diffusion 
and one single scale σ. Results with optimal 2, -error.  

a) σ = 1.  b) σ = 2.  c) σ = 3.

In our second experiment, we do not only filter with 
one larger scale, but involve all dyadic scales 2lv =  for 
l = 0, ... , k and use (44) for filtering. The corresponding 
optimal error measures are shown in Table 1. We have 
used a time step size 1/2x = . We see that involving 
larger scales does not influence the minimal error as 
severly as in the first experiment. For the 1, -error, it is 
even possible to obtain better values by using k = 2. We 
notice that using only the finest scale requires half the 
number of iterations than in the first experiment: This is 
caused by the additional factor 1/2 in (44) on the finest 
scale which was not present in the last experiment. The 
necessary number of iterations reduces by two orders 
of magnitude by involving larger scales. This can be 
understood as an approximative numerical method for 
speeding up the process.

Table 2: Error norms for denoising results using 
presmoothed diffusion on dyadic scales. 

Largest scale l1-error per pixel 

2kv =  error λ iterations 
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a) σ = 1.  b) σ = 2.  c) σ = 3.
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The corresponding signals are shown in Figure 10. We 
see that for larger scales, some smaller artefacts appear. 
Nevertheless, it seems that the presence of smaller scales 
on the right-hand side can help to suppress most of them. 
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Fig. 10.a Denoising results with presmoothed 
diffusion and dyadic scale up to 2kv = .  Results with 

optimal 1, -error. a) k = 0. b) k = 1.  c) k = 2.  d) k = 5. 

Fig. 10.b Denoising results with presmoothed 
diffusion and dyadic scale up to 2kv = . Results with 

optimal 2, -error.  a) k = 0. b) k = 1.  c) k = 2.  d) k = 5. 

In our 2-D experiment, we also display results for 
smoothing on one larger scale and on all dyadic scales. 
For one larger scale, we use the filter
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This corresponds to (52) where the factor and the 
sum on the right-hand side are left out. We use p = 1  
and hat functions in the directions of the derivative 
and box filters in the other direction which implements 
tensor product Haar wavelets. Figure 11 shows the re-
sulting images if we fix all parameters and only vary the 
scale. We see that using larger scales only introduces 
artefacts in the image which can be compared to those 
appearing also in a 1-D case.

For involving all scales we directly use (52). Some re-
sults for involving all dyadic scales up to a certain order 
are displayed in Figure 12. Here we see that more and 
more small details are removed by using larger scales 
while the artefacts are suppressed.

Fig. 11. Image simplification results with 
presmoothed diffusion and one single scale σ, Perona-

Malik diffusivity ( ) 1/(1 / )g s s2 2 2m= +  with  
10m = , and stopping time t = 5.  a) Original image, 

512 x 512 pixels.  b) 1v = , c) 2v = ,  d) 3v = .

For involving all scales we directly use (52). Some re-
sults for involving all dyadic scales up to a certain order 
are displayed in Figure 12. Here we see that more and 
more small details are removed by using larger scales 
while the artefacts are suppressed. 
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Fig. 12. Image simplification results with 
presmoothed diffusion, ( ) (1 / )g s s2 2 2 1m= + -  for 

10m = , stopping time t = 20, and dyadic scales up to 
2kv = . a) Original image, 512 x 512 pixels, b) k = 0,  

c) k = 1, d) k = 5. 

9. CONCLUSION

In this paper, we have investigated the relation be-
tween discrete multiscale wavelet shrinkage on the 
one hand and discretised nonlinear diffusion filters of 
arbitrary order and their variational counterparts on 
the other. To this end, we exploited the fact that the 
wavelet transform using wavelets with a finite number 
of vanishing moments represents smoothed derivative 
operators. The resulting discrete integrodifferential 
equations differ from their nonlinear diffusion coun-
terparts by additional presmoothing of derivatives and 
integration over a larger number of scales. The shape 
of the corresponding convolution kernels changes for 
coarser scales in the discrete setting due to sampling. 
We have extended considerations from orthogonal 
to biorthogonal wavelets: Here, the corresponding 
discrete versions of integrodifferential equations are 
no longer related to diffusion equations, but to more 
general PDE models like the methods by Tumblin and 
Turk [32] or Wei [37]. Using tensor product wavelets 
and special shrinkage rules to improve the rotation 
invariance, the relations have been carried over to the 
2-D setting. Numerical experiments have shown that 
presmoothed nonlinear diffusion on one single larger 
scale gives worse results than classical nonlinear diffu-
sion. However, involving all dyadic scales up to a cer-
tain order, as done in wavelet shrinkage, almost keeps 
the good quality and significantly reduces the number 
of required iterations. In this sense, discrete multiscale 
wavelet shrinkage can be understood as a numerical 
method for discrete integrodifferential equations.
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Fig. 12. Image simplification results with 
presmoothed diffusion, ( ) (1 / )g s s2 2 2 1m= + -  for 

10m = , stopping time t = 20, and dyadic scales up to 
2kv = . a) Original image, 512 x 512 pixels, b) k = 0,  

c) k = 1, d) k = 5. 
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one hand and discretised nonlinear diffusion filters of 
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wavelet transform using wavelets with a finite number 
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operators. The resulting discrete integrodifferential 
equations differ from their nonlinear diffusion coun-
terparts by additional presmoothing of derivatives and 
integration over a larger number of scales. The shape 
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to biorthogonal wavelets: Here, the corresponding 
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no longer related to diffusion equations, but to more 
general PDE models like the methods by Tumblin and 
Turk [32] or Wei [37]. Using tensor product wavelets 
and special shrinkage rules to improve the rotation 
invariance, the relations have been carried over to the 
2-D setting. Numerical experiments have shown that 
presmoothed nonlinear diffusion on one single larger 
scale gives worse results than classical nonlinear diffu-
sion. However, involving all dyadic scales up to a cer-
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Abstract – Today’s visualization tools are equipped with highly interactive visual aids, which allow analysis and inspection of 
complex numerical data generated from high-bandwidth data sources such as simulation software, experimental rigs, satellites, 
scanners, etc. Such tools help scientists and engineers in data extraction, visualization, interpretation and analysis tasks, enabling 
them to experience a high degree of interaction and effectiveness in solving their design problems, which become more and more 
complex day by day. As the variety of today’s visualization tools is diversifying, there is a need for their simultaneous use within different 
engineering software when solving multidisciplinary engineering problems. It is evident that such tools have to be available for a 
combined use, in order to eliminate many well known problems of sharing, accessing and exchanging design models and the related 
information content. It is shown that Object-Oriented methodology is a well adapted approach to stream the software development 
process of future engineering applications. The three European projects ALICE, LASCOT and SERKET are given as examples in which 
the evolving computer software technologies have been researched and demonstrated to address the evolution of the visualization 
software in engineering and for information visualization in general.

Advanced Scientific Visualization, a 
Multidisciplinary Technology Based on 
Engineering and Computer Science

Dean Vucinic
Department of Mechanical Engineering, Vrije Universiteit Brussel
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1. VISUALIZATION SOFTWARE

Scientific visualization (SV) [1] is performed through 
specialized software [2], which combines visualization 
techniques to display and analyze scientific data. The 
scientific visualization methodology defines methods 
to manipulate and convert data into comprehensible 
images [3]. The scientific visualization process starts 
with transformation of data sets into geometric ab-
stractions, which are further processed in displayable 
images, created by computer graphics algorithms [4]. 
Finally, human vision, possessing the highest band-
width of human’s information input, is exploited to un-
derstand the computer generated images.

In order to develop SV Software it is necessary to 
combine advanced Computer Graphics (CG) and User 
Interface (UI) technologies with engineering content. 
Thus, we need to consider and integrate the men-
tioned methodical domains, when addressing the soft-
ware development of SV tools, as part of an integrated 
computational environment, see Figure 1, in order to 
efficiently support scientists/engineers at their work 
in the research laboratories and industry. In industry, 
visualization is used to gain a more quantitative under-
standing of the simulated phenomena (ex aerospace 
product design). The results of visualization are also 
used in management and commercial presentations. 
In contrast to industry, in a research laboratory, scien-

tists develop codes and try to understand qualitatively 
how simulation algorithms behave. In this context, 
they tend to use SV as a debugging tool. In both cases, 
the computational environment includes software that 
supports a geometrical definition (as in CAD systems), 
mesh generation (pre-processing), supervision of the 
simulation (co-processing) and display and/or analysis 
of results (post-processing).

Interactive visualization accelerates the problem 
solving design cycle by allowing the user to ‘jump’ at 
will between the various phases, so as to optimize his/
her analysis tasks. The user conducts an investigation in 
a highly interactive manner; he/she can easily compare 
variants of a simulation/analysis and may intuitively 
develop a deep understanding of the simulation and 
of calculation details. An example of an integrated en-
vironment application is the ‘Virtual Wind Tunnel’ [5], 
which reproduces a laboratory experiment in a virtual 
reality environment, where a virtual model can be cre-
ated and put to test with dramatic cost and time sav-
ings compared to what is done in the ‘real’ laboratory.

SV software has progressed enormously during the 
past two decades. One reason is the exponential in-
crease of the computer processing power, which has 
led to today’s low-cost PCs clusters, providing as much 
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supports a geometrical definition (as in CAD systems), 
mesh generation (pre-processing), supervision of the 
simulation (co-processing) and display and/or analysis 
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variants of a simulation/analysis and may intuitively 
develop a deep understanding of the simulation and 
of calculation details. An example of an integrated en-
vironment application is the ‘Virtual Wind Tunnel’ [5], 
which reproduces a laboratory experiment in a virtual 
reality environment, where a virtual model can be cre-
ated and put to test with dramatic cost and time sav-
ings compared to what is done in the ‘real’ laboratory.

SV software has progressed enormously during the 
past two decades. One reason is the exponential in-
crease of the computer processing power, which has 
led to today’s low-cost PCs clusters, providing as much 
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power as the high-end mainframes of some years ago. 
Development of advanced SV tools is no longer the 
prerogative of specialized labs with costly computer 
equipment. Yet, there is an undiminished demand for 
new visualization-enabled software, driven by continu-
ous hardware changes and the emergence of new soft-
ware platforms. Interactive visualization remains a key 
element of advanced engineering/scientific software, 
and their design must account for this fact. There are 
presently many commercial interactive visualization 
products on the market which provide SV functionality 
with increasing success. Such visualization systems are 
widely used in application areas as diverse as nuclear 
energy exploration and atmospheric research. In the 
field of engineering, such products are commonly used 
to visualize flow patterns and stress fields, and gener-
ally to study large multi-dimensional data sets. SV ap-
plications are used in many industries including aero-
space, medicine, power production, shipbuilding, geo-
physics, automotive, electronics, oil, agriculture, food 
production, etc. SV applications are now ubiquitous in 
engineering and science, be it in:

•	 Fluid Mechanics,

•	 Structural Analysis,

•	 Electromagnetics,

•	 Thermodynamics,

•	 Nuclear Physics, etc.

For the sake of completeness, let us mention that SV 
has been (and is) instrumental in advancing the state 
of the art in industrial applications involving fluid flow 
modeling, such as:

•	 Aerodynamics of trains, cars and airplanes.

•	 Hydrodynamics of ships and floating structures.

•	 Flow in turbo-machinery and torque converters.

•	 Cryogenic rockets, combustion chambers simu-
lations.

Fig. 1. Integrated Computational Environment

•	 Flow in manifold, pipes and machinery.

•	 Medical researches, circulation of blood in veins.

It is evident that advances in engineering software 
are driven by demands from many application areas, 
which in turn places requirements on the associated 
visualization software. Today, visualization software so-
lutions with interactive 3D graphics capabilities can be 
categorized into four groups:

1. Visualization Applications

2. Modular Visualization Environments

3. Visualization Toolkits

4. Integrated Modeling Environments

A. Visualization Applications

Stand-alone visualization applications are software 
solutions, which offer direct functionality to the user, 
who is responsible for defining the data set required to 
be loaded for performing the visualization task. Some 
of the well known visualization software tools for the 
CFD and Finite Elements Analysis (FEA) are given in the 
following list:

•	 EnSight from CEI [6],

•	 FieldView from Intelligent Light’s [7, 8],

•	 TecPlot from Amtec Engineering Inc. [9],

•	 CFView from NUMECA [10],

•	 PLOT 3D, NASA [11],

•	 VISUAL2-3 from MIT [12],

•	 ParaView from VTK [13],

•	 VisIt from Lawrence Livermore National Lab [14]

Fig. 2.: CFView the scientific visualization system
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Such programs are appropriate for users who need 
off-the-shelf visualization functionality. Such software 
implements the ‘event-driven’ programming paradigm 
which is suitable where all functions are launched by 
the user interacting with the Graphical User Interface 
(GUI). This is the case for CFView [2]; see Figure 2, a sci-
entific visualization application developed by the au-
thor over the 1988-98 period. CFView started as an aca-
demic application in 1988 and it was continuously up-
graded in the following years. In the mid 90’s, CFView 
was taken over by the VUB spin-off company NUMECA 
and integrated in ‘FINE’, that nicely illustrates the vari-
ety of visualization tasks that need to be performed to 
solve an engineering problem.

B. Modular Visualization Environments

Modular Visualization Environments (MVE) are pro-
grams often known as ‘visualization programming en-
vironments’. Examples are [15]:

•	 Advanced Visual Systems AVS [16],

•	 Iris Data Explorer from Silicon Graphics [15, 17],

•	 OpenDX, the IBM’s Data Explorer [18],

•	 PV Wave from Visual Numeric [19].

Fig. 3. The OpenDX Application Builder

Their most significant characteristic is the visual 
programming paradigm. Visual programming intends 
to give users an intuitive GUI for them to build cus-
tomized visualization applications. The user graphi-
cally manipulates programming modules displayed as 
boxes, which encapsulate the available functionality. 
By interconnecting boxes, the user defines the data 
stream from one module to another, creating thereby 
the application. The MVE can be viewed as a ‘visualiza-
tion network’ with predefined building blocks, which 
often needs to be quite elaborate in order to be useful 
to the user. The freedom given to the users to design 
their own visualization applications is the strength of 

so-called ‘application builders’. This class of software 
implements the ‘data flow paradigm’, with a drawback 
that iterative and conditional constructs are difficult 
to implement. For example, PV Wave uses an interac-
tive fourth-generation programming language (4GL) 
for application development, which supports condi-
tional logic, data sub-setting and advanced numerical 
functionality in an attempt to simplify the use of such 
constructs in a visual programming environment. The 
interactive approach is usually combined with a script-
oriented interface, and such products are not easy to 
use ‘right out of the box’ and have a longer learning 
curve than stand-alone applications.

There is an ongoing debate on whether the ‘best’ way 
to procure visualization software is to use stand-alone 
applications or to build applications using MVEs. Time 
has shown that both approaches are equally accepted 
as there is no alternative. The suggested visualization 
solution is a compromise between the previous and this 
one. For example, the GUI of CFView looks very much 
like the one of a stand-alone visualization application; 
internally though, CFView is an object-oriented system 
which has a flexible, modular architecture of the appli-
cation builder. This is to say that a new component can 
be integrated in the core application structure with a 
minimum coding effort; also, the resulting effects from 
the modification propagation are kept limited.

A. Visualization Toolkits

Visualization Toolkits are general-purpose object-
oriented visualization libraries, usually present as back-
ground components of SV applications. They emerged 
in the mid 1990’s, and the two representative examples 
are VTK[20] and VisAD[21]:

The Visualization ToolKit (VTK) is an open-source soft-
ware system for 3D computer graphics, image processing 
and visualization, now used by thousands of researchers 
and developers in the world. VTK consists of a C++ class 
library and several interpreted interface layers including 
Tcl/Tk, Java, and Python. VTK supports a wide variety of 
visualization algorithms (including scalar, vector, tensor, 
texture and volumetric methods), advanced modeling 
techniques (such as implicit modeling, polygon reduc-
tion, and mesh smoothing, cutting, contouring and De-
launay triangulation). In addition, dozens of imaging al-
gorithms have been directly integrated to allow the user 
to mix 2D imaging / 3D graphics algorithms and data.

The VISualization for Algorithm Development (VisAD) 
is a Java component library for interactive and collabora-
tive visualization and analysis of numerical data. VisAD is 
implemented in Java and supports distributed comput-
ing at the lowest system levels using Java RMI distributed 
objects. VisAD’s general mathematical data model can 
be adapted to virtually any numerical data that supports 
data sharing among different users, different data sources 
and different scientific disciplines, and that provides trans-
parent access to data independent of storage format and 
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location (i.e. memory, disk or remote). A general display 
model supports interactive 3D, see Figure 4, data fusion, 
multiple data views, direct manipulation, collaboration, 
and virtual reality. The display model has been adapted to 
Java3D and Java2D, and virtual reality displays.

Fig. 4. VisAD application example

B. Integrated Modeling Environments

Integrated Modeling Environments (IME) is software 
that combines two or more engineering applications 
and visualization systems to solve a multi-disciplinary 
problem. For example, the naval architect shapes the 
ship hull in order to reduce the ship’s hydrodynamic 
drag, while the stress engineer calculates the ship’s steel 
structure. Both use visualization to analyze the data gen-
erated by the hydrodynamics and stress calculation solv-
ers. The visualization software may be able to process 
the CFD flow-field solver data and the FEA stress-field 
solver data in a unified manner, giving the two engineers 
the possibility to work in a compatible way, interfacing 
simultaneously 3D representations of hydrodynamic 
and structural problems. An example of such integration 
is the Product Life-cycle Modeling (PLM) developed by 
Dassault Systèmes and the CFD solver technology devel-
oped by ANSYS, Inc., where the FLUENT CFD flow model-
ing approach is integrated in CATIA CAD tools through-
out the whole product lifecycle [22].

Fig. 5. The integrated modeling environment from 
Dassault Systèmes and ANSYS, Inc.

2. OBJECT ORIENTED METHODOLOGy

Computer hardware has improved drastically in quali-
ty and performance in the last 30 years, much faster than 
software quality and complexity. The trend is drawn 
qualitatively in Figure 6. The main reason for this situa-
tion is to be found in the reusability of hardware com-
ponents (chips), which are the cheap and reliable build-
ing blocks of hardware systems, small and large. To date, 
software components with similar properties simply do 
not exist, and reusable software ‘chips’ are not commer-
cially available. The effort to design and produce such 
software would be too large, and standardization is not 
pursued by software makers who keep customers cap-
tive with proprietary software and computer platforms. 
As a result, software production cannot keep pace with 
hardware technology, a situation often recognized as 
symptomatic of a ‘software crisis’. The key idea is to try 
and produce visualization software that could intrinsi-
cally evolve as fast and as cheaply as hardware.

Fig. 6. Comparison of Hardware/Software 
productivity

In this respect Object Oriented Methodology (OOM) for 
constructing software components is a well adopted 
approach to be considered, as it is a fairly universal ap-
proach that can be applied to solve many types of com-
plex problems. The goal of OOM is to reduce the system 
complexity by decomposing it in manageable compo-
nents called objects.  Experience has shown that solv-
ing problems in a piece-wise manner leads to better 
quality and easily scalable solutions. The system is ‘cut’ 
into component pieces represented by ‘objects’ that in-
teract through well-defined interfaces, by exchanging 
information through messages. An interesting feature 
of OOM is that objects can be created and developed 
independently, even with no a priori knowledge of the 
application in which the objects will be used. The exis-
tence of an object is independent of any specific applica-
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tion. An interesting consequence of having many reus-
able software objects would be that it would then make 
sense to get hardware designed to fit the available soft-
ware (and not the reverse as is the case today). The prin-
ciples of software reusability and portability are funda-
mental to foster software productivity. Reusability is an 
intrinsic feature of all OO software and their efficient ex-
ploitation promotes the computer network to become a 
commercial market place, as the Internet, in which such 
general-purpose and specialized software components 
need to be available, validated and marketed [23].

The OO approach has led to the emergence of Object 
Oriented Programming (OOP) with specialized OO pro-
gramming languages, such as Smalltalk [24], CLOS, Ei-
ffel [25-27], Objective C [28], C++ [29], Java, C# and other 
derivatives, which apply encapsulation and inheritance 
mechanisms to enhance software modularity and im-
prove component reusability. It is important to stress 
that the greatest benefit of OOM is obtained when OOM 
covers the full software life-cycle, from the requirements 
specification phase to the software delivery phase. 
When an application is created applying OOM, reusabil-
ity in different development phases can be expected. 
First, the OOP brings in object-oriented libraries, which 
provide components validated in previously developed 
applications. Second, software design of previously 
modeled software could be reused through the estab-
lished design patterns. Previously developed compo-
nents may be reused for a new application which does 
not need to be designed from scratch, which is an ob-
vious advantage. Improvements that could be brought 
to the existing, re-used objects would also improve the 
‘older’ applications that use the same objects.

It is interesting to note that the OOP paradigm has 
shifted the emphasis of software design from algo-
rithms to data (object, class) definitions [30-32]. The 
object-oriented approach can be summarized in three 
steps. The system is first decomposed into a num-
ber of objects characterizing the problem space. The 
properties of each object are then defined by a set of 
methods. Possibly, the commonality between objects 
is established through inheritance. Actions on these 
objects and access to encapsulated data can be done 
randomly rather than in a sequential order. Moreover, 
reusable and extensible class libraries can be created 
for general use. These are the features which make OOP 
very attractive for the development of software, in par-
ticular for interactive software.

Fig. 7. Graphics Engine as a combined software/
hardware solution

It should be mentioned that OOM does not directly 
reduce the cost of software development; however, it 
markedly improves the quality of the code by assuring 
consistent object interfaces across different applications. 
Estimated software construction times are often incor-
rect. Time and resource allocation tend to be largely un-
derestimated in software projects, not uncommonly by 
factors of 2 to 5, especially where innovative features are 
to be developed. Unfortunately, for software construc-
tion planning we do not have an underlying engineering, 
scientific or mathematical model to calculate the soft-
ware development time required, when starting a new 
software development process. The theoretical basis of 
how to best construct software does not exist. The ability 
to plan project costs, schedule milestones, and diagnose 
risk is ultimately based on experience, and could be only 
valid for a very similar application done in the past and 
applying the same development environment. 

It is also important to ensure the production of por-
table code, i.e. a code that can run without need of ad-
aptation on computing platforms other than its ‘native’ 
platform. Porting, adapting software to a computer sys-
tem other than the one for which it was originally de-
signed, can be a tedious and costly process. Portability 
can be improved by adopting standards supported by 
various hardware/system platforms. For example, one 
may adopt the OpenGL standard which is supported by 
graphic boards. This ensures that only a small kernel of 
code must be modified before recompilation for anoth-
er hardware platform. A graphics engine typically pro-
cesses floating-point input data to generate graphics. An 
example of graphics data models are lines and polygons. 
Hence, one assumes that line drawing and polygon fill-
ing are functions provided by the graphics engine, and 
one needs not be concerned with developing low-level 
graphics routines. One can therefore focus on generat-
ing the data sets needed to ‘feed’ the graphics engine.

To develop the visualization software, our approach 
must be ‘multi-disciplinary’ in the sense that it puts to-
gether an application engineer and a computer special-
ist in order to develop different application layers, as 
shown in Figure 8. The software development environ-
ment needs to enable evolution of the software under 
development and has to provide a framework for port-
ing applications across different hardware/operating 
systems/windowing systems. Also, it has to simplify the 
process of creating interactive graphical applications, 
enabling the application engineer to have the applica-
tion software layer under control and hide the lower 
software layers of the system, as depicted in Figure 8. 
Thus, the object-oriented approach is appropriate to in-
troduce necessary abstraction levels and for organizing 
the inherent complexity present in the development of 
the scientific visualization software.

The fundamental concept in OOM is the “object”; it 
is the elementary ‘building block’ for mapping scien-
tific and engineering concepts to their software equiva-
lents. The object is an abstract construct, which ap-
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proximates (in a simplified manner) the understanding 
of the real concept under consideration, which is often 
quite complex. Consider, for example, how physics of 
fluid flows is described in terms of numerical equations 
and how these equations are modeled by software ob-
jects. These objects are useful because they are identifi-
able elements with a well-defined purpose: each object 
performs a given function by encompassing a certain 
mathematical or physical ‘intelligence’ For example, an 
object modeling a second-order differential equation, 
or an object modeling the viscosity of a liquid at a given 
temperature, etc. such that it can be ‘reused’ by the soft-
ware engineer with no need to understand the internal 
working details of the object. The obvious reused ob-
ject in real life is a car. We need it to go from one place to 
another, but we do not need to know how it is built. We 
use it, and this is the way software engineers are sup-
posed to reuse objects.

The fundamental concept in OOM is the “object”; it is 
the elementary ‘building block’ for mapping scientific 
and engineering concepts to their software equiva-
lents. The object is an abstract construct, which ap-
proximates (in a simplified manner) the understanding 
of the real concept under consideration, which is often 
quite complex. Consider, for example, how physics of 
fluid flows is described in terms of numerical equations 
and how these equations are modeled by software ob-
jects. These objects are useful because they are iden-
tifiable elements with a well-defined purpose: each 
object performs a given function by encompassing a 
certain mathematical or physical ‘intelligence’ For ex-
ample, an object modeling a second-order differential 
equation, or an object modeling the viscosity of a liquid 
at a given temperature, etc. such that it can be ‘reused’ 
by the software engineer with no need to understand 
the internal working details of the object. The obvious 
reused object in real life is a car. We need it to go from 
one place to another, but we do not need to know how 
it is built. We use it, and this is the way software engi-
neers are supposed to reuse objects. 

The software model is a fundamental element in 
OOM software development. The model describes the 
knowledge mapped in the software in a formal, unam-
biguously defined manner. Such a precise specification 
is both a documentation and a communication tool be-

Fig. 8. Software components distribution

tween developers and users; recall that the term ‘devel-
oper’ includes application analysts, software designers 
and coding programmers (see Figure 9).

In the software development process, the analyst cre-
ates an abstract model that will be partially or fully imple-
mented. The designer uses that model as a basis to add 
specific classes and attributes to be mapped onto one or 
more OOP languages. The designer specifies the detailed 
data structure and functional operations/processes, 
which are required by the application specification

Fig. 9. Software model as communication media in 
the software development process

Finally, the programmer receives the analyst’s and 
the designer’s models for implementation into source 
code. The source code is compiled to produce the ex-
ecutable software. Software modeling is then an itera-
tive and incremental process which maps abstract con-
cepts into formal constructs that eventually become 
reusable software entities. 

In OOM, the object model comprises a data model and 
a functional model. Specification of an object includes a 
description of its behavior and the data necessary and 
sufficient to support its expected functionality. The data 
model describes pertinent data structures, relations be-
tween the objects and the constraints imposed on the 
objects. The functional model describes objects’ behav-
ior in terms of operations. From the data model point of 
view, the primary concern is to represent the structures 
of data items important to the scientific visualization 
process and the associated relationships.

3. THREE EUROPEAN PROJECTS

The three European projects ALICE, LASCOT and SER-
KET are given as examples in which the evolving com-
puter software technologies have been researched and 
demonstrated to address the evolution of the visualiza-
tion software in engineering and for information visu-
alization in general.

A. Alice – QFView – towards the transparent visual-
ization of numerical and experimental data sets
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The development of QFView in the ESPRIT-IV “ALICE” 
project (EP-28168) extended author’s research towards 
using the World Wide Web for designing and building 
up distributed, collaborative scientific environments 
[33, 34]. QFView was developed in a web-oriented cli-
ent-server architecture (e.g. Java, JDBC) which allowed 
openness and modularity, as well as improved flexibil-
ity and integration of visualization components (current 
and future). A core element was creation of a central da-
tabase where very large data sets were imported, clas-
sified and stored for re-use. The distributed nature of 
QFView allows the user to extract, visualize and compare 
data from the central database using World Wide Web 
access. QFView integrates experimental and compu-
tational data processing (e.g. flow field mappings with 
flow field visualization), see Figure 10.

Fig. 10. QFView Web Interface

B. LASCOT –Visualization as a decision-making aid

The LASCOT project [35] is part of the EUREKA/ITEA 
initiative. The Information Technology European Ad-
vancement (ITEA) program for research and develop-
ment in middleware is jointly promoted by the Public 
Authorities in all EU Members States and some large 
European industrial companies.

Fig. 11. LASCOT 3D graphical user interface

The goal of LASCOT was to design, develop and demon-
strate the potential benefits of distributed collaborative de-

cision-support technology to the “future cyber-enterprise in 
the global economy” demonstrating the following issues:

•	 Support access to traditional information systems and 
to Web data; 

•	 Enable situation assessment and provide decision-
support facilities as well as simulation and validation 
facilities to support business decisions;

•	 Include current, enhanced-as-required security tools; 

•	 Make use of visualization technology for critical tasks 
such as decision-making and knowledge management;

•	 Produce an online learning application to facilitate 
embedding of the platform by the users.

C. SERKET – Security situation awareness

The SERKET project [36] explored a solution to the is-
sue of security in public areas and events by develop-
ing an innovative system whereby dispersed data from a 
variety of different devices are automatically correlated, 
analyzed and presented to security personnel as ‘the 
right information at the right time’. The aim was to de-
sign and develop an open-software platform that can be 
deployed at low cost.3D software development in SER-
KET is centered on the visualization and presentation 
engine, with special attention placed on the application 
of X3D (eXtensible 3D) and XML (eXtensible Markup Lan-
guage) standards. The graphical middleware correlates, 
combines, annotates and visualizes sensor data and re-
lated metadata (the application context is security). Us-
ing sensor data analyzed by other processing and data 
fusion components, the graphical middleware builds 
3D scenes which represent the objects detected by the 
sensors and the operational status of sensors at their 
locations. Objects in the 3D scenes are annotated with 
metadata and/or with links to metadata describing the 
security context in relation to the displayed 3D objects. 
The 3D display of the situation removes ambiguous 
and provides a highly understandable overview of the 
situation to the security end-user, who is able to switch 
between different levels of viewing details and select 
desired viewpoints at each level (locations of video cam-
eras define the available viewpoints). The 3D model of 
situation-security awareness is parameterized in space 
and time as shown in Figure 13.

Fig. 12. The SERKET application
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Fig. 13. The SERKET architecture overview

Fig. 14. Example of an Integrated Modeling Environment [37]

4. TOWARDS INTEGRATED MULTI-DISCIPLINARy 
ENVIRONMENTS

Today’s trend in software development is towards 
more intelligent, multi-disciplinary systems. Such sys-
tems are expected to capture engineering intelligence 
and put in the hands of the engineer advanced tools for 
designing new products or performing investigations. 
The Integrated Modeling Environment (IME) [38] con-
cept is quite recent, yet its roots can be found in 1st-
generation CAD-CAM tools. An IME system attempts to 

offer to the engineer a homogeneous working environ-
ment with a single interface from which various simu-
lation codes and data sets can be accessed and used. 
In the fluid mechanics application area, an IME system 
needs to integrate the latest CFD and EFD ‘good work-
ing practice’; the system must be constantly updated 
so that at any time it runs on the most-recent software/
hardware platform, see Figure 14.

31Volume 1, Number 1, May 2010

An IME system consists of an Internet portal from 
which the investigator is able to access information/
knowledge /databases and processing functions, at any 
time and wherever they are located/stored. He/she has 
access to accurate and efficient simulation services, for 
example to several CFD solvers. Calculations can be per-
formed extremely fast and cheaply where solvers are 
implemented as parallel code, and grid computing re-
sources are available. Results obtained can be compared 
with separate experimental results and other computa-
tions; this can be done efficiently by accessing databases 
that manage large collections of archived results. The 
possibilities for benchmarking and exchanging knowl-
edge and opinions between investigators are virtually 
infinite in an IME environment. Clearly though, a pre-
requisite for an IME environment to work is its adoption 
by its user community, which agrees on a specific codex 
that enables and guarantees openness and collabora-
tion. Typically, an IME system will open Web-access to:

•	 Computational Services: selection of simulation 
software and access to processing and storage 
resources,

•	 Experimental Services: access to experimental 
databases with a possibility to request new 
measurements,

•	 Collaborative Services: chat and video-
conferencing, with usage of shared viewers (3D 
interactive collaboration).

Visualization is required to support many tasks in IME 
software. This poses the problem of building/selecting 
data models that can be used by visualization compo-
nents to present the information correctly to the users, 
whilst offering to them tools for real-time interaction 
in a natural, intuitive manner. The IME can include wall-
displays connected to high-performance, networked 
computing resources. Such systems and architectures 
are no longer a mere vision: they are becoming real-
ity, which opens new challenges for scientific visualiza-
tion software researchers and developers. In Figure 15 
and Figure 16 large multi-tiled display walls driven by 
a system for parallel rendering running on clusters of 
workstations (e.g. Chromium [39]) can adequately sat-
isfy the requirements of high resolution large-scale vi-
sualization systems. 

Fig. 15. Scientific visualization with Chromium

Fig. 16. NASA Space Station on display wall

5. CONCLUSION

Innovation in visualization systems poses simultane-
ous challenges of: building better, faster and cheaper 
computer-aided solutions to ever more complex scien-
tific, engineering and other multi-disciplinary problems; 
developing sophisticated methodologies and algo-
rithms; harnessing the power of upcoming technologies; 
re-using and leveraging the power of legacy systems and 
solutions; and working in increasingly shorter design and 
production cycles.

The paper addresses author’s research over many years, 
in which the continuous intention was to combine engi-
neering and computer science domains, trying to con-
tribute to the improvements in software development 
methodology for constructing scientific visualization 
software, whose role in the multidisciplinary engineering 
environment today has become an obvious prerequisite. 
The paper describes the problem of advancing the state-
of-the-art of scientific visualization systems using object-
oriented methodologies and programming techniques, 
which are found appropriate for designing and building 
interactive visualization systems that meet all the require-
ments placed on them by engineering disciplines: cor-
rectness, accuracy, flexibility, performance, as well as by 
computer science disciplines: compatibility, reusability, 
portability. In particular, we have shown the three Euro-
pean project examples whose high degree of interactivity 
and user-friendliness can be achieved with such software 
solutions. More importantly, we have provided evidence 
that scientific visualization has deeply changed the very 
nature of the investigative process itself by allowing the 
researcher to explore and view the physical world in an 
intuitive, interactive and deeply illuminating manner.

The next generation engineering visualization tools 
will more and more associate semantic information to 3D 
models. They will engage web-based software standards 
like X3D (eXtensible 3D) and Semantic Web, in order to 
enhance visualization and manipulation of the graphical 
content in a distributed engineering network. The envis-
aged software architecture will support ontologies: to 
interface knowledge-based systems, to promote a web-
based software solution and to enable automation of 
perpetual engineering tasks.
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Abstract – In this paper, the radiation pattern of two experimental models of circular waveguide antenna arrays on spherical surface 
is obtained experimentally and compared with theoretical patterns. We have omitted the phase delay of feed system signals because 
we have only compared measured and theoretical results in order to verify theoretical results, without trying to improve the best 
radiation characteristics of developed experimental models. Analysis was made with a developed moment method (MoM) program. 
The spectral-domain approach to the analysis of the spherical antenna arrays is briefly presented in the paper. Measurements were 
not performed in a well-defined anechoic environment.
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1. INTRODUCTION

An array of antennas disposed on the surface of a 
sphere is of importance because such an array provides 
wide hemispherical scan coverage with low grating 
lobe levels. Spherical array antennas combine the ca-
pabilities of array antennas with the optimal geometry 
to achieve omni-directional coverage.

Thus, spherical arrays are an attractive solution and 
an optimal choice for satellite tracking, telemetry and 
command applications. 

At the present time little information is available on 
the radiation characteristics of spherical antenna arrays. 

The array was modeled using a previously presented 
computer program based on the method of moments 
in spectral domain [8]. 

In the process of verifying theoretical results we built 
two experimental models and validated theoretical 
results by comparing the results to the measurements 
performed on the developed laboratory models.

We also discuss the results of an experimental inves-
tigation of two spherical arrays consisting of circular 
waveguide elements with apertures on a hemispheri-
cal ground plane. 

2. FAR FIELD CALCULATION

Conformal antennas and periodic structures are fre-
quently analyzed by means of the electric field integral 
equation and the moment method. The kernel of the 
integral operator is Green’s function, which is different 
for different structures. 

An electrical field radiated by the current shell on the 
spherical surface in homogeneous media is:
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where is a spectral domain dyadic Green’s 
function for a grounded spherical surface and  
is the kernel of the vector-Legendre transformation. 

is a spectral domain equivalent magnetic 
current placed at the open of each waveguide [5], [6].
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The appropriate spectral-domain Green’s function of 
a multilayer spherical structure is calculated using the 
G1DMULT algorithm [1], [2].

The radiation pattern of the array is obtained as a 
superposition of fields excited by each waveguide ap-
erture (placed on a spherical surface at the point with 
coordinate (αn,βn)) :
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where αn and βn are the θ and φ coordinate of each an-
tenna element in the global coordinate system [3], [4].
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where αn and βn are the θ and φ coordinate of each an-
tenna element in the global coordinate system [3], [4].
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We introduced local coordinate systems with the 
origin located at the center of each antenna element 
(shown in Fig.1).
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the open of each waveguide [5], [6]. 

The appropriate spectral-domain Green’s function of a multilayer spherical structure is calculated using the 
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where  n and  n are the   and   coordinate of each antenna element in the global coordinate system [3], [4]. 

We introduced local coordinate systems with the origin located at the center of each antenna element (shown in 

Fig.1). 

 
 

Fig. 1. Global and local coordinate system. 
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The complete pattern expression of the field pro-
duced by the array is given as:
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3. EXPERIMENTAL MODELS OF A SPHERICAL ARRAY

The considered antennas are designed with circular 
waveguides used as antenna elements placed on the 
spherical structure. The antenna elements are placed at 
equidistant position on the (grounded) surface of the 
icosahedron.

The first array (MODEL I – shown in Fig. 2.) design 
specifications are:

•	 first waveguide position: α1=0, β11=0;

•	 second waveguide position: α2=18°, β21=90°;

•	 radii: rs=69 cm and rw=6 cm.

The second array (MODEL II – shown in Fig. 3.) design 
specifications are:

•	 first waveguide position: α1=0, β11=0;

•	 second ring waveguide position: α2=56°, β21=36°, 
β22=108°, β23=180°, β24=252°, β25=324°

•	 radii: rs=30 cm and rw=6 cm.

Further, normalized free-space radiation patterns 
were calculated and measured at the frequency 
f  = 1.75 GHz .

Fig. 2. Spherical experimental model (MODEL I)
with two waveguides 

(α1=0 0, β11=0 0, α2=18 0, β21=90 0).

Fig. 3. Spherical experimental model (MODEL II) 
with six waveguides (α1=0 0, β11=0 0, α2=56 0, β21=36 0,  

β22=1080, β23=1800, β24=2520, β25=3240).

4. THEORETICAL AND MEASURED RESULTS

Consider an antenna arrays transmitting a wave into 
the far field region where strength of its field is to be 
measured. All the array elements (waveguides) are excit-
ed in same phase with uniform amplitude. The antenna 
arrays were oriented in a fixed position and both E- and 
H- plane patterns have been recorded. The radiation pat-
terns produced by two experimental models were mea-
sured over the azimuthal angle ranging from -900 to 900.
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Fig. 4.Normalized radiation pattern of two waveguide-fed aperture arrays on a spherical surface – MODEL I:  

a) H - plane; b ) E – plane;   ( 1=00,   11=00,  2=180,   21=900) [8]. 
 

As expected, the main beam peak of the radiation pattern is on a half value of the second waveguide position angle 
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(b)

Fig. 5. Normalized differential radiation pattern of 
two waveguide - fed aperture arrays on a spherical 

surface – MODEL II: 
a) E –plane;  

b ) H - plane.   (α1=00,  β11=00, α2=560,  β21=1800) [7].

      
  a)                       b) 

Fig. 6. Radiation pattern of a spherical array consisting of three waveguide-fed aperture arrays on a spherical surface – 
MODEL II: a) E - plane; b ) H – plane (excited waveguides on positions:  1=0 0,   11=0 0,  2=56 0,   21=108 0,  

 22=180 0) [8]. 
 

Moreover, we achieve a very good agreement between the theoretical and the measured normalized radiation pattern 

regarding the main beam and side lobes. What has to be mentioned here is that the grating lobe amplitude is lower than 

the main beam but not enough. The reason is that the antenna elements are not phased such that the pattern produced by 

an array has maximum along the direction θmax and φmax and the inter-element distances are not optimal. 

 
          

   a)                    b) 
Fig. 7. Radiation pattern of six waveguide-fed aperture arrays on a spherical surface – MODEL II: 

a) E - plane; b ) H – plane ( 1=0 0,   11=0 0,  2=56 0,  21=36 0,   22=108 0,  23=180 0,   24=252 0,  25=324 0). 
 

Prior to the statistical analysis the measurement interval (-90 ≤θ≤90) is dissected into two intervals: 

1. main beam (notch-peak) interval: maximum radiation direction angle (main beam)±300 (Figures 4., 6., 

and 7.) and notch peak angle±300 (Fig. 5.); 

2. other interval: outside of the main beam interval. 

(a)



33Volume 1, Number 1, June 201036 International Journal of Electrical and Computer Engineering Systems

We introduced local coordinate systems with the 
origin located at the center of each antenna element 
(shown in Fig.1).
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the open of each waveguide [5], [6]. 

The appropriate spectral-domain Green’s function of a multilayer spherical structure is calculated using the 

G1DMULT algorithm [1], [2].  
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5. CONCLUSION 

In this paper, we have shown the radiation pattern of 
two spherical antenna arrays. Analysis of the arrays was 
made with the developed moment method program.  

The results obtained from the theoretical investiga-
tion are verified by comparison with measured results. 

The errors in the measured results appear due to ex-
perimental model errors, diffraction from the edges of 
the semi-spherical surface and reflections inside the 
measurement room which is not a well-defined an-
echoic chamber.

Descriptive statistic parameters confirmed a very 
good agreement between theoretical and measured 
normalized radiation patterns.
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Fig.4a)

INTERVALS (deg) MEAN (dB) STD (dB) MEDIAN (dB) P25 (dB) P75 (dB)

-90≤θ≤+90 5.14954 4.95528 4.11 1.34 7.39

-39≤θ≤+27 1.99663 2.36085 1.04 0.35 3.24

-90≤θ<-39 and +27<θ≤+90 7.0687 5.16822 6.16 3 8.79

Fig.4b)

-90≤θ≤+90 2.29205 2.55099 1.41 0.51 3.18

-30≤θ≤+30 0.65217 0.45205 0.46 0.47 1.055

-90≤θ<-30 and +30<θ≤+90 3.0792 2.77085 2.14 1.96 4.34

Tab. 1. Descriptive statistics for the absolute difference of theoretical and measured results of a spherical ar-
ray consisting of two waveguide-fed apertures – MODEL I.

Fig.5a)

INTERVALS (deg) MEAN (dB) STD (dB) MEDIAN (dB) P25 (dB) P75 (dB)

-90≤θ≤+90 1.81386 2.02812 0.97 0.4 2.27

-58≤θ≤+2 1.37337 2.49723 0.525 0.21 0.82

-90≤θ<-58 and +2<θ≤+90 2.02742 1.76143 1.55 0.82 3.11

Fig.5b)

-90≤θ≤+90 4.16662 5.05019 2.97 0.91 4.47

-30≤θ≤+30 1.07933 0.94081 0.91 0.597 1.24

-90≤θ<-30 and +30<θ≤+90 5.90322 5.60351 4.08 1.7 6.7058

Tab. 2. Descriptive statistics for the absolute difference of theoretical and measured results of a spherical array 
consisting of two waveguide-fed apertures – MODEL II.
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Fig.6a)

INTERVALS (deg) MEAN (dB) STD (dB) MEDIAN (dB) P25 (dB) P75 (dB)

-90≤θ≤+90 3.41388 3.48686 2.14 1.02 5.3

-58≤θ≤+2 3.81063 3.43463 2.12 1.1 5.94

-90≤θ<-58 and +2<θ≤+90 3.22152 3.54834 2.44 0.76 4.99

Fig.6b)

-90≤θ≤+90 1.71 3.26349 1.71 0.99 5

-2≤θ≤+58 1.53875 1.60089 1.115 0.5 1.5

-90≤θ<-2 and +58<θ≤+90 4.16548 3.52857 2.33 1.42 6.88

Tab. 3. Descriptive statistics for the absolute difference of theoretical and measured results of a 
spherical array consisting of three waveguide-fed apertures – MODEL II.

Fig.7a)

INTERVALS (deg) MEAN (dB) STD (dB) MEDIAN (dB) P25 (dB) P75 (dB)

-90≤θ≤+90 1.86159 1.77157 1.65 0.77 2.17

-30≤θ≤+30 1.50029 1.79233 1.03 0.77 1.65

-90≤θ<-30 and +30<θ≤+90 2.05353 1.75838 1.785 0.76 2.5

Fig.7b)

-90≤θ≤+90 3.29388 2.79373 2.92 0.88 5.1

-30≤θ≤+30 1.25118 1.30449 0.88 0.05 2.3

-90≤θ<-30 and +30<θ≤+90 4.37906 2.77541 4.365 1.63 6.65

Tab. 4. Descriptive statistics for the absolute difference of theoretical and measured results of a spherical 
array consisting of six waveguide-fed apertures – MODEL II.
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Abstract – Continuous advancements in wireless technology and miniaturization have made the deployment of sensor networks 
to monitor various aspects of the environment increasingly flexible. The function of a greenhouse is to create the optimal growing 
conditions for the full life of the plants. Using autonomous measuring systems helps to monitor all the necessary parameters for 
creating the optimal environment in the greenhouse. The robot equipped with sensors is capable of driving to the end and back along 
crop rows inside the greenhouse. This paper deals with the implementation of mobile measuring station in greenhouse environment. 
It introduces a wireless sensor network that was used for the purpose of measuring and controlling the greenhouse application.

Keywords – WSN, Sun SPOT, embedded system, PIC, mobile robot, greenhouse

1. INTRODUCTION

Mobile robotics is a young field of research. Its roots 
include many engineering and science disciplines, 
from mechanical, electrical and electronics engineer-
ing to computer, cognitive and social sciences. The 
Board Of Education is a complete, low-cost develop-
ment platform equipped with the needed sensors for 
humidity, temperature, light, etc. As shown in Figure 1, 
the Boe-Bot is a great tool with which to get started 
with robotics.

Fig. 1. Assembled Boe-Bot

The SunSPOT WSN module makes it possible for the 
Boe-Bot robot’s BASIC Stamp 2 microcontroller brain to 
communicate wirelessly with a web based user inter-
face running on a nearby PC. The BASIC Stamp micro-
controller runs a small PBASIC program that controls the 
Boe-Bot robot’s servos and optionally monitors sensors 
while it communicates wirelessly with the web server.

2. CONTROL SCHEME FOR MOBILE ROBOTS

A mobile robot needs locomotion mechanisms that 
enable it to move throughout its known or unknown 
environment. But there are a large variety of possible 
ways to move, and so the selection of a robot’s ap-
proach to locomotion is an important aspect of mobile 
robot design. Figure 2, presents the control scheme 
for mobile robot systems. In the laboratory, there are 
research robots that can walk, jump, run, slide, skate, 
swim, fly, and, of course, roll. Any of these activities has 
its own control algorithm [16].

Locomotion is the complement of manipulation. In 
manipulation, the robot arm is fixed but moves objects 
in the workspace by imparting force to them. In loco-
motion, the environment is fixed and the robot moves 
by imparting force to the environment. In both cases, 
the scientific basis is the study of actuators that gen-
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erate interaction forces, and mechanisms that imple-
ment desired kinematical and dynamic properties. The 
wheel has been by far the most popular mechanism in 
mobile robotics and in man-made vehicles in general. 
It can achieve very good efficiencies, and does so with 
a relatively simple mechanical implementation. In Fig-
ure 3, the kinematics of the mobile robot is depicted. In 
addition, balance is not usually a research problem in 
wheeled robot designs, because wheeled robots are al-
most always designed so that all wheels are in ground 
contact at all times [15].

Fig. 2. Reference control scheme for mobile
robot systems

Thus, three wheels are sufficient to guarantee stable 
balance, although, as we shall see below, two-wheeled 
robots can also be stable [12]. When more than three 
wheels are used, a suspension system is required to allow 
all wheels to maintain ground contact when the robot 
encounters uneven terrain. Motion control might not be 
an easy task for this kind of systems. However, it has been 
studied by various research groups, and some adequate 
solutions for motion control of a mobile robot system are 
available [16].

Fig. 3. Robot kinematics and its frames of interests

3. WSN AND EVENT-BASED SySTEM FOR 
GREENHOUSE CLIMATE CONTROL

A wireless sensor network (WSN) is a computer net-
work consisting of spatially distributed autonomous de-
vices using sensors to cooperatively monitor physical or 
environmental conditions, such as temperature, sound, 
vibration, pressure, motion or pollutants, at different 
locations [1]. The development of wireless sensor net-
works was originally motivated by military applications 
such as battlefield surveillance. Figure 4, presents the 
sensor node architecture. However, wireless sensor net-
works are now used in many civilian application areas, 
including environment and habitat monitoring, health-
care applications, home automation, and traffic control.

Fig. 4. Sensor Node Architecture

In addition to one or more sensors, each node in a 
sensor network is typically equipped with a radio trans-
ceiver or other wireless communications device, a small 
microcontroller, and an energy source, usually a battery. 
Figure 5 shows the typical wireless sensor network.

Fig. 5. Typical wireless sensor network (WSN)

The size a single sensor node can vary from shoebox-

sized nodes down to devices the size of grain of dust [2]. 

The cost of sensor nodes is similarly variable, ranging 
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Fig. 6. Humidity control

Fig. 7. Temperature controller

4. SOLUTION

Building and programming a robot is a combination 
of mechanics, electronics, and problem solving. What 
you’re about to learn while doing the activities and proj-
ects in this text will be relevant to “real world” applica-
tions that use robotic control, the only difference being 
the size and sophistication. Robotics has come a long 
way, especially for mobile robots. In the past, mobile 
robots were controlled by heavy, large, and expensive 
computer systems that could not be carried and had to 
be linked via cable or wireless devices. As shown in Fig-
ure 8, the mobile measuring station is navigating inside 
the greenhouse. Today, however, we can build small mo-
bile robots with numerous actuators and sensors that are 
controlled by inexpensive, small, and light embedded 
computer systems that are carried on-board the robot.

Nowadays, commercial systems present more flex-
ibility in the implementation of control algorithms 
and sampling techniques, especially WSN, where each 
node of the network can be programmed with a differ-
ent sampling algorithm or local control algorithm with 
the main goal of optimizing the overall performance.

from hundreds of dollars to a few cents, depending on the 
size of the sensor network and the complexity required 
of individual sensor nodes. Size and cost constraints on 
sensor nodes result in corresponding constraints on re-
sources such as energy, memory, computational speed 
and bandwidth. In computer science, wireless sensor 
networks are an active research area with numerous 
workshops and conferences arranged each year [4].

As commented above, this paper is devoted to ana-
lyzing diurnal and nocturnal temperature control with 
natural ventilation and heating systems, and humidity 
control as a secondary control objective. Under diurnal 
conditions, the controlled variable is the inside tempera-
ture and the control signal is the vent opening. The use 
of natural ventilation produces an exchange between 
the inside and outside air, usually provoking a decrease 
in the inside temperature of the greenhouse. The con-
troller must calculate the necessary vent opening to 
reach the desired setpoint. The commonest controller 
used is a gain scheduling PI scheme where the controller 
parameters are changed based on some disturbances: 
outside temperature and wind speed. In the case of noc-
turnal temperature control, forced-air heaters are used 
to increase the inside temperature and an on/off control 
with dead/zone was selected as heating controller.
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Fig. 8. Greenhouse top view with the mobile 
measuring station

The mechanical principles, example program listings, 
and circuits you will use are very similar to, and some-
times the same as, industrial applications developed 
by engineers. In this project we have used SunSPOT-s 
to achieve remote control over a Boe-Bot. For this proj-
ect we have used 2 SunSPOT-s from the kit (free range 
and base station module) as depicted in Figure 9. Sun-
SPOT’s wireless protocol is Zigbee based protocol [6].

The Hardware basically centers around Sun SPOT 
and DC Motors controlled by Basic Stamp. The Sun 
SPOT base station will send data to Sun SPOT on the 
mobile measuring station which will drive the Basic 
Stamp controller to DC IO pins [7]. The microcon-
troller will drive the Motors which will run the mea-
suring station. Figure 10 shows the testing phase of 
the mobile measuring station.

Fig. 9. Connection of the system

Fig. 10. Boe-bot with SunSPOT mounted

5. EXPERIMENTAL RESULTS

The applications for WSNs are many and varied. 
They are used in commercial and industrial applica-
tions to monitor data that would be difficult or ex-
pensive to monitor using wired sensors. They could 
be deployed in wilderness areas, where they would 
remain for many years (monitoring some environ-
mental variable) without the need to recharge/re-
place their power supplies. They could form a perim-
eter about a property and monitor the progression 
of intruders (passing information from one node to 
the next). There are a many uses for WSNs [8].
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Fig. 11. Crops in greenhouse

Typical applications of WSNs include monitoring, 
tracking, and controlling. Some of the specific applica-
tions are habitat monitoring, object tracking, nuclear 
reactor controlling, fire detection, traffic monitoring, 
etc. In a typical application, a WSN is scattered in a re-
gion where it is meant to collect data through its sensor 
node. Figure 12 shows the complete control system of 
the greenhouse. The WSN-based controller has allowed 
a considerable decrease in the number of changes in 
the control action and made possible a study of the 
compromise between quantity of transmission and 
control performance.

The limit of the level crossing sampling has present-
ed a great influence on the event based control per-
formance where, for the greenhouse climate control 
problem, the system has provided promising results.

Fig. 12. Greenhouse control system

Fig. 11. Capsicum
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Motion control of mobile robots is a very impor-
tant research field today, because mobile robots are a 
very interesting subject both in scientific research and 
practical applications. In this paper the object of the 
remote control is the Boe-Bot. The vehicle has two driv-
ing wheels and the angular velocities of the two wheels 

are independently controlled [9]. When the vehicle is 
moving towards the target and the sensors detect an 
obstacle, an avoiding strategy is necessary. The host 
system connects to the mobile robot with the SunSPOT 
module. A remote control program has been imple-
mented as shown in Figure 14.

Fig. 14. Screenshot of the system

The code snippet below gives an example of testing 
the communication devices in broadcast mode as we 
can see in Figure 15. It is written in Java and runs on 
SunSPOT modules. Each SPOT is assigned its own ad-
dress and can broadcast or unicast to the other SPOTs. 
This code is implemented for testing purposes only.

    protected void startApp() throws MIDletStateChangeException {
        System.out.println(„Broadcast Counter MIDlet”);
        //showColor(color);
        //switches[0].addISwitchListener(this);
        //switches[1].addISwitchListener(this);
        try {
            tx = (RadiogramConnection)Connector.open(„radiogram://broadcast:123”);
            xdg = (Radiogram)tx.newDatagram(20); //transmitting the radiogram
            RadiogramConnection rx = (RadiogramConnection)Connector.
open(„radiogram://:123”);
            Radiogram rdg = (Radiogram)rx.newDatagram(20);
            //outs[0].setHigh();
            while (true) {
                try {
                    rx.receive(rdg);

The Sun SPOT is a Java programmable embedded 
device designed for flexibility. The basic unit includes 
accelerometer, temperature and light sensors, radio 
transmitter, eight multicolored LEDs, 2 push-button 
control switches, 5 digital I/O pins, 6 analog inputs, 4 
digital outputs, and a rechargeable battery. Java imple-
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                    int cmd = rdg.readInt();
                    //int newCount = rdg.readInt();
                  //int newColor = rdg.readInt();
                    /*if (cmd == CHANGE_COLOR) {
                        System.out.println(„Received packet from „ + rdg.getAddress());
                        //showColor(newColor);
                    } else {
                        //showCount(newCount, newColor);
                    }*/
                    switch (cmd){
                        case 0: outs[demo.H0].setLow(); outs[demo.H1].setLow(); leds[0].
setRGB(200, 0, 0); leds[0].setOn(); leds[1].setOff();leds[2].setOff();leds[3].setOff(); 
break;
                        case 4: outs[demo.H0].setHigh(); outs[demo.H1].setLow(); leds[1].
setRGB(200, 0, 0); leds[1].setOn(); leds[0].setOff();leds[2].setOff();leds[3].setOff(); 
break;
                        case 3: outs[demo.H0].setLow(); outs[demo.H1].setHigh(); leds[2].
setRGB(200, 0, 0); leds[2].setOn(); leds[1].setOff();leds[0].setOff();leds[3].setOff(); 
break;
                        case 1: outs[demo.H0].setHigh(); outs[demo.H1].setHigh(); leds[3].
setRGB(200, 0, 0); leds[3].setOn(); leds[1].setOff();leds[2].setOff();leds[0].setOff(); 
break;
//setting up the diagnostic leds
                        default: leds[4].setRGB(200, 0, 0); leds[4].setOn(); break;
                    }
                } catch (IOException ex) {
                    System.out.println(„Error receiving packet: „ + ex);
                    ex.printStackTrace(); // Error detection
                }
            }
        } catch (IOException ex) {
            System.out.println(„Error opening connections: „ + ex);
            ex.printStackTrace(); // Error detection
        }
    }

Fig. 15. Sending broadcast packets via WSN from base station

mentation and programming the Sun SPOT is surpris-
ingly easy. Experimental testing has demonstrated the 
validity of our approach.

6. COMPARISON OF THE FRUIT PRODUCTION

Tomatoes are a warm season vegetable crop. They 
grow best under conditions of high light and warm tem-
peratures. Low light in a fall or winter greenhouse, when 
it is less than 15% of summer light levels, greatly reduces 
fruit yield when heating costs are highest. For this rea-
son, it is difficult to recommend that a greenhouse oper-
ator should grow and harvest fruit from December 15 to 
February 15. Based on few years of experience, tomato 
production is most successful in the spring. Excellent 
light, moderate heating costs and good prices annually 
demonstrate this is the best time for greenhouse toma-
to production. Tomato plants grow best when the night 
temperature is maintained at 16 - 18 °C. Temperatures 
below 16 °C will prevent normal pollination and fruit de-
velopment. In warm or hot outdoor conditions, tomato 
greenhouses must be ventilated to keep temperatures 
below 35 °C. High temperatures not only affect the 
leaves and fruit, but increased soil temperatures also re-
duce root growth. Table 1 gives an overview of effective-
ness of the control system.
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Tomato 210 g 180 g 17 11

Capsicum 135 g 110 g 15 12

Cucumber 70 g 60 g 13 10

Table 1. The average total weight and number of fruit harvested
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Abstract – This paper presents a power loss minimization technique for a cascaded multilevel inverter using hybrid carrier based 
space vector modulation. The proposal in this paper combines the features of carrier based space vector modulation and the 
fundamental frequency modulation strategy. The main characteristic of this modulation is the reduction of switching loss and energy 
efficiency improvements with better harmonic performance. In order to implement this hybrid modulation scheme and deliver the 
hybrid PWM pulses to the appropriate switches, a TMS320F2407 digital signal processor (DSP) and a Complex Programmable Logic 
Device (CPLD) are used. The inverter offers lower harmonic distortion and operates with equal thermal stress among the power 
devices. Using simulation and experimental results, the superior performance of a new PWM method is shown.

Keywords – carrier-based space vector modulation, cascaded multilevel inverter, digital signal processor, power loss analysis, total 
harmonic distortion
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1. INTRODUCTION

Multilevel pulse width modulation inversion is an 
effective solution for increasing power and reducing 
harmonics of AC waveforms. A multilevel inverter has 
four main advantages over the conventional bipo-
lar inverter. First, the voltage stress on each switch is 
decreased due to series connection of the switches. 
Therefore, the rated voltage and consequently the 
total power of the inverter could be safely increased. 
Second, the rate of change of voltage is decreased due 
to a lower voltage swing of each switching cycle. Third, 
harmonic distortion is reduced due to more output lev-
els. Fourth, lower acoustic noise and electromagnetic 
interference (EMI) is obtained [1]. Various multilevel 
converter structures are reported in the literature, and 
the cascaded multilevel converter appears to be supe-
rior to other multilevel converters in application at high 
power rating due to its modular nature of modulation, 
control and protection requirements of each full bridge 
inverter [2]. The power circuit for a five-level cascaded 
inverter topology shown in Fig.1 is used to examine the 
proposed PWM technique.

Modulation control of any type of a multilevel in-
verter is quite challenging, and much of the reported 
research is based on somewhat heuristic investiga-

tions. Switching losses in high power converters rep-
resent an issue and any switching transitions that can 
be eliminated without compromising the harmonic 
content of the final waveform are considered advan-
tages [3]. Most of the modulation methods developed 
for multilevel inverters is based on multiple-carrier ar-
rangements with pulse width modulation (PWM). The 
carriers can be arranged with vertical shifts (phase dis-
position, phase opposition disposition, and alternative 
phase opposition disposition PWM), or with horizontal 
displacements (phase-shifted PWM) [4]. 

Space-vector modulation is also extended for the 
multilevel inverter operation [5]. These high frequency 
methods produce high frequency stepped voltage 
waveforms that are easily filtered by the load and, 
therefore, they present very good reference tracking 
and low current harmonic distortion. However, this is 
also the reason for high switching losses, which is un-
desirable in high-power applications. As a result, low-
frequency methods have been presented.
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Fig. 1. Schematic diagram of the inverter topology 
(one phase leg) used to verify the proposed five-

level hybrid carrier based space vector modulation.

Multilevel space-vector control reduces switching 
losses but has a variable magnitude error for the funda-
mental component [6]. Selective harmonic elimination 
(SHE) is also extended for multilevel inverters [7]. Nev-
ertheless, offline calculations are necessary, making dy-
namic operation and closed loop implementation not 
straightforward. In addition, selective harmonic elimi-
nation becomes unfeasible with the increase of the 
number of levels, since it is directly related to the num-
ber of angles, hence equations that need to be solved. 
Carrier based space vector modulation was developed 
first for bipolar PWM and then extended to a multilevel 
inverter [8]. Wenxi Yao proposed that these techniques 
are harmonically equivalent, with the best spectral 
performance being achieved when the nearest three 
space vector states are selected with the middle two 
vectors centered in each half carrier switching interval 
[9]. This strategy is known as carrier based space vector 
modulation (CBSVM). 

In this paper, a new modulation technique is present-
ed to addresses reduction of switching losses in a cas-
caded multilevel inverter, with an improved harmonic 
performance. This modulation is a combination of 
fundamental frequency modulation and carrier based 
space vector modulation. The paper is organized in the 
following way. Section 2 describes carrier based space 
vector modulation suitable for the cascaded multi-
level inverter. The proposed hybrid carrier based space 
vector modulation is discussed in detail in Section 3. 

Section 4 presents power loss minimizing control and 
an analysis of a cascaded multilevel inverter with this 
proposed modulation. Section 5 illustrates simulation 
and experimental results of different operating points 
including the discussion on the results. Finally, some 
conclusions are presented in Section 6.

2. REVIEW OF CARRIER BASED 
SPACE VECTOR MODULATION

Space vector modulation (SVM) offers low harmonic 
distortion for three phase inverters by placing the most 
unwanted harmonics power on triplen harmonics. SVM 
is intrinsically a non-carrier based digital technique for 
generating switching angles. However, due to a con-
stant sampling rate used in SVM, the equivalent car-
rier based techniques have been developed. CBSVM 
is appropriate for inverters with more than five levels, 
where the computational overhead for conventional 
SVM is exceeding due to many output states. CBSVM 
is derived from the addition of a common offset volt-
age to the three phase references it will center the ac-
tive space-vectors in the switching period, and hence 
match carrier modulation to get optimized space vec-
tor modulation [10]. 

Generally, carrier based PWM of a multilevel invert-
er can only select four switching states at most, but 
SVM can select more. Selection of switching states has 
more freedom in multilevel SVM than in multilevel car-
rier based PWM. In order to solve that problem, mul-
tilevel SVM can also be decomposed into several two 
level carrier based PWM cells. This method effectively 
increases the number of switching in a multilevel SVM 
scheme greater than in a conventional PWM scheme, 
but the additional switching is mainly added in the 
area the modulated wave is steep, where the output 
wave may be distorted most seriously, so it is more ef-
fective to improve the output voltage by using a mul-
tilevel SVM scheme than by increasing frequency of 
carrier waves directly. Furthermore, more freedom of 
switching selection of multilevel SVM is also propitious 
to power balance of H-bridge cells in a cascaded mul-
tilevel inverter. The optimal switching sequence can be 
achieved by using a proper offset voltage. 

The appropriate offset voltage for voff’ multilevel op-
eration can be expressed by the following equations so 
that the comparison between multicarriers and refer-
ences generates the optimized switching sequence.
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3. PROPOSED HyBRID CARRIER BASED SPACE 
VECTOR MODULATION

The proposed hybrid carrier based space vector 
modulation is a combination of fundamental frequen-
cy PWM and carrier based space vector modulation. 
The basic principle behind the proposed scheme, the 
four power devices in each full bridge of a cascaded 
inverter are operated at two different frequencies, 
two being commutated at the fundamental frequency 
of the output, while the other two power devices are 
pulse width modulated at CBSVM. This arrangement 
causes the problem of differential switching losses 
among the switches. This technique is optimized with a 
sequential signal and the resultant hybrid CBSVM puls-
es overcome this problem. In this modulation strategy, 
three base PWM signals are required for each converter 
in a cascaded multilevel inverter. A sequential signal (A) 
is a square signal with 50% duty ratio and it has half 
of the fundamental frequency. This signal makes every 
power switch operating at CBSVM and low frequency 
PWM sequentially. 

Fundamental frequency PWM (B) is a square wave 
signal synchronized with the modulation waveform, 
and it is defined as B=1 during the positive half cycle 
of the modulation signal, and as B=0 during the nega-
tive half cycle of the modulation signal. CBSVM is based 
on the comparison of a modified sinusoidal reference 
signal (vk +voff voff’ ) with each carrier to determine the 
voltage level that the inverter should switch to. In this 
carrier based N level PWM operation consists of N-1 dif-
ferent carriers, where all carriers are in phase. A sequen-
tial switching signal and low frequency PWM signals 
are the same for all full bridge converter cells. The base 
PWM signals (A, B, C and D) for a hybrid PWM controller 
are shown in Fig. 2. 

where vdc is 1 p.u. Addition of a proper offset voltage 
to phase voltage references va, vb, or vc generates modi-
fied references, and CBSVM signals for each phase leg 
switches can be generated throughout the comparison 
between the respective modified references and phase 
disposition carriers.

A hybrid PWM controller is implemented using a sim-
ple combinational logic, and hence, it can be processed 
very quickly. The functions of the combinational logic 
for a five-level hybrid PWM are expressed as
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Fig. 2. Base PWM signals for five-level hybrid 
carrier-based space vector modulation

In Fig. 3, it is shown that each gate signal is com-
posed of both low frequency PWM and CBSVM sig-
nals. If sequential switching signal A=1, S1 and S2 in 
converter 1 and S1’ and S2’ in converter 2 are oper-
ated with CBSVM while S3 and S4 in converter 1 and 
S3’, S4’in converter 2 are operated at fundamental 
frequency. If sequential switching signal A=0, S1 and 
S2 in converter 1 and S1’ and S2’ in converter 2 are 
operated at fundamental frequency while S3 and S4 
in converter 1 and S3’, S4’in converter 2 are operated 
with CBSVM. Since A is a sequential signal, the aver-
age switching frequency amongst the four switches 
and power loss are equalized. Thermal stress of pow-
er switches in each inverter bridge is also inherently 
equalized with this modulation.

For completeness, the generalized formulation that 
suits for an N-level inverter and for any number of 
switching transitions is presented. The proposed algo-
rithm for an N-level inverter is as follows:

1. Obtain the number of inverter cells K=N-1/2.

2. Modify the peak amplitude of phase reference 
voltages va, vb and vcbased on modulation in-
dex M=Am/K Ac, where Am is the amplitude of a 
modulation signal and Ac is the amplitude of a 
carrier signal.

3. Identify the instantaneous values of three phase 
reference voltages va, vb, and vc and determine 
the values of voff and voff’.

4. A modified sinusoidal reference signal is ob-
tained by vk’=vk+voff+voff’.

5. Comparison of a modified sinusoidal modulat-
ing signal with each phase disposition carrier 
signal separately to generate a K number of car-
rier based space vector modulation signals.
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Fig. 1. Schematic diagram of the inverter topology 
(one phase leg) used to verify the proposed five-

level hybrid carrier based space vector modulation.

Multilevel space-vector control reduces switching 
losses but has a variable magnitude error for the funda-
mental component [6]. Selective harmonic elimination 
(SHE) is also extended for multilevel inverters [7]. Nev-
ertheless, offline calculations are necessary, making dy-
namic operation and closed loop implementation not 
straightforward. In addition, selective harmonic elimi-
nation becomes unfeasible with the increase of the 
number of levels, since it is directly related to the num-
ber of angles, hence equations that need to be solved. 
Carrier based space vector modulation was developed 
first for bipolar PWM and then extended to a multilevel 
inverter [8]. Wenxi Yao proposed that these techniques 
are harmonically equivalent, with the best spectral 
performance being achieved when the nearest three 
space vector states are selected with the middle two 
vectors centered in each half carrier switching interval 
[9]. This strategy is known as carrier based space vector 
modulation (CBSVM). 

In this paper, a new modulation technique is present-
ed to addresses reduction of switching losses in a cas-
caded multilevel inverter, with an improved harmonic 
performance. This modulation is a combination of 
fundamental frequency modulation and carrier based 
space vector modulation. The paper is organized in the 
following way. Section 2 describes carrier based space 
vector modulation suitable for the cascaded multi-
level inverter. The proposed hybrid carrier based space 
vector modulation is discussed in detail in Section 3. 

Section 4 presents power loss minimizing control and 
an analysis of a cascaded multilevel inverter with this 
proposed modulation. Section 5 illustrates simulation 
and experimental results of different operating points 
including the discussion on the results. Finally, some 
conclusions are presented in Section 6.

2. REVIEW OF CARRIER BASED 
SPACE VECTOR MODULATION

Space vector modulation (SVM) offers low harmonic 
distortion for three phase inverters by placing the most 
unwanted harmonics power on triplen harmonics. SVM 
is intrinsically a non-carrier based digital technique for 
generating switching angles. However, due to a con-
stant sampling rate used in SVM, the equivalent car-
rier based techniques have been developed. CBSVM 
is appropriate for inverters with more than five levels, 
where the computational overhead for conventional 
SVM is exceeding due to many output states. CBSVM 
is derived from the addition of a common offset volt-
age to the three phase references it will center the ac-
tive space-vectors in the switching period, and hence 
match carrier modulation to get optimized space vec-
tor modulation [10]. 

Generally, carrier based PWM of a multilevel invert-
er can only select four switching states at most, but 
SVM can select more. Selection of switching states has 
more freedom in multilevel SVM than in multilevel car-
rier based PWM. In order to solve that problem, mul-
tilevel SVM can also be decomposed into several two 
level carrier based PWM cells. This method effectively 
increases the number of switching in a multilevel SVM 
scheme greater than in a conventional PWM scheme, 
but the additional switching is mainly added in the 
area the modulated wave is steep, where the output 
wave may be distorted most seriously, so it is more ef-
fective to improve the output voltage by using a mul-
tilevel SVM scheme than by increasing frequency of 
carrier waves directly. Furthermore, more freedom of 
switching selection of multilevel SVM is also propitious 
to power balance of H-bridge cells in a cascaded mul-
tilevel inverter. The optimal switching sequence can be 
achieved by using a proper offset voltage. 

The appropriate offset voltage for voff’ multilevel op-
eration can be expressed by the following equations so 
that the comparison between multicarriers and refer-
ences generates the optimized switching sequence.
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3. PROPOSED HyBRID CARRIER BASED SPACE 
VECTOR MODULATION

The proposed hybrid carrier based space vector 
modulation is a combination of fundamental frequen-
cy PWM and carrier based space vector modulation. 
The basic principle behind the proposed scheme, the 
four power devices in each full bridge of a cascaded 
inverter are operated at two different frequencies, 
two being commutated at the fundamental frequency 
of the output, while the other two power devices are 
pulse width modulated at CBSVM. This arrangement 
causes the problem of differential switching losses 
among the switches. This technique is optimized with a 
sequential signal and the resultant hybrid CBSVM puls-
es overcome this problem. In this modulation strategy, 
three base PWM signals are required for each converter 
in a cascaded multilevel inverter. A sequential signal (A) 
is a square signal with 50% duty ratio and it has half 
of the fundamental frequency. This signal makes every 
power switch operating at CBSVM and low frequency 
PWM sequentially. 

Fundamental frequency PWM (B) is a square wave 
signal synchronized with the modulation waveform, 
and it is defined as B=1 during the positive half cycle 
of the modulation signal, and as B=0 during the nega-
tive half cycle of the modulation signal. CBSVM is based 
on the comparison of a modified sinusoidal reference 
signal (vk +voff voff’ ) with each carrier to determine the 
voltage level that the inverter should switch to. In this 
carrier based N level PWM operation consists of N-1 dif-
ferent carriers, where all carriers are in phase. A sequen-
tial switching signal and low frequency PWM signals 
are the same for all full bridge converter cells. The base 
PWM signals (A, B, C and D) for a hybrid PWM controller 
are shown in Fig. 2. 

where vdc is 1 p.u. Addition of a proper offset voltage 
to phase voltage references va, vb, or vc generates modi-
fied references, and CBSVM signals for each phase leg 
switches can be generated throughout the comparison 
between the respective modified references and phase 
disposition carriers.

A hybrid PWM controller is implemented using a sim-
ple combinational logic, and hence, it can be processed 
very quickly. The functions of the combinational logic 
for a five-level hybrid PWM are expressed as
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Fig. 2. Base PWM signals for five-level hybrid 
carrier-based space vector modulation

In Fig. 3, it is shown that each gate signal is com-
posed of both low frequency PWM and CBSVM sig-
nals. If sequential switching signal A=1, S1 and S2 in 
converter 1 and S1’ and S2’ in converter 2 are oper-
ated with CBSVM while S3 and S4 in converter 1 and 
S3’, S4’in converter 2 are operated at fundamental 
frequency. If sequential switching signal A=0, S1 and 
S2 in converter 1 and S1’ and S2’ in converter 2 are 
operated at fundamental frequency while S3 and S4 
in converter 1 and S3’, S4’in converter 2 are operated 
with CBSVM. Since A is a sequential signal, the aver-
age switching frequency amongst the four switches 
and power loss are equalized. Thermal stress of pow-
er switches in each inverter bridge is also inherently 
equalized with this modulation.

For completeness, the generalized formulation that 
suits for an N-level inverter and for any number of 
switching transitions is presented. The proposed algo-
rithm for an N-level inverter is as follows:

1. Obtain the number of inverter cells K=N-1/2.

2. Modify the peak amplitude of phase reference 
voltages va, vb and vcbased on modulation in-
dex M=Am/K Ac, where Am is the amplitude of a 
modulation signal and Ac is the amplitude of a 
carrier signal.

3. Identify the instantaneous values of three phase 
reference voltages va, vb, and vc and determine 
the values of voff and voff’.

4. A modified sinusoidal reference signal is ob-
tained by vk’=vk+voff+voff’.

5. Comparison of a modified sinusoidal modulat-
ing signal with each phase disposition carrier 
signal separately to generate a K number of car-
rier based space vector modulation signals.
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6) A common sequential signal and fundamental 
frequency PWM signals for each phase are obtained in 
synchronization with a modulating signal.

7) An independent hybrid controller (combinational 
logic circuit) is used to mix low frequency PWM and the 
corresponding carrier based SVM for each inverter cell.

8) Similarly, hybrid PWM pulses are developed for 
all cells in any level cascaded inverter. Totally 4K gate 
pulses per phase are developed to operate an N-level 
cascaded multilevel inverter.

= + = +

= + = +

Sx1 A B X A B; Sx2 A B X A B;

Sx3 A B X A B;Sx4 A B X A B

Fig.3. Hybrid carrier based space vector modulation 
signals for a five-level cascaded multilevel inverter

4. POWER LOSS MINIMIZING CONTROL AND 
ANALySIS 

Power loss optimization is achieved in this paper by 
the proposed modulation technique in which

1. Proper offset voltage voff and voff’ are developed 
and added to the phase reference voltages to 
get an optimized CBSVM.

2. CBSVM is combined with fundamental frequen-
cy PWM using a hybrid PWM control algorithm, 

so that the number of commutations of semi-
conductors per unit time in the operation of 
multilevel inverters is reduced.

3. An optimized sequential signal is added to hy-
brid PWM signals to balance the power loss 
among the power devices. Each power device 
present in the cascaded inverter operates with 
fundamental frequency PWM (two commuta-
tions per cycle) and CBSVM (the number of com-
mutations proportional to switching frequency) 
for one fundamental period. So the number of 
semiconductor switching is half of the conven-
tional space vector modulation. This technique 
is also designed to get the optimum number of 
switching events based on the modulation index 
and the phase angle between voltage and cur-
rent fundamentals. 

The losses in power converters can be classified as: 
conduction loss, switching loss, snubber loss, and off-
state loss. Since the leakage current during the off state 
of the device is negligibly small, the power loss dur-
ing the off state can be neglected. Snubber losses can 
be important in some kinds of power devices, such as 
gate turn-off thyristors [11]. Thus, only conduction and 
switching losses are considered in this paper. New high 
power devices can switch faster. Since switching losses 
are directly related to the switching frequency, these 
losses are usually greatest in PWM power converters. 

MATLAB-Simulink model of a five-level inverter has 
been developed to study the power loss. The carrier 
frequency fs is 2 kHz and each converter cell is con-
nected to a 200 V DC supply. The IGBTs selected are 
FF150R12KT3G, in which their maximum ratings are a 
forward current of 150 A and a direct voltage of 600 
V. The semiconductor power losses can be estimated 
from the curves (Vsat (θ) x I1 (θ) ) and (E(θ) x I1 (θ)), pre-
sented in the datasheet of each device, where : Vsat is 
the on-state saturation voltage (Vce (θ) for the IGBT and 
VF(θ) for the diode); E(θ)represent energy losses in one 
commutation (Eon(θ) if it is a turn-on commutation,  
Eoff(θ) if it is a turn-off commutation and Erec(θ) if it is a 
diode reverse recovery process). These curves are used 
in a Matlab script developed to determine the power 
losses. Mathematical models are found using points ex-
tracted from datasheets of each semiconductor device. 
Mathematical models obtained for the IGBT module 
FF150R12KT3G are given by

1 10.0026 I ( ) -0.044 I ( )V   1.15 e 0.6654 ece
q q= -

1 10.002 I ( ) -0.0475 I ( )V  1.2 e  -  0.7258 eF
q q=

1 1-0.000412 I ( ) -0.00736 I ( )E   0.01806 e 0.0157 erec
q q= -

1 10.0064 I ( ) 0.00811 I ( )E   0.0051 e 0.0037 eon
q q-= -
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1 10.00121 I ( ) -0.00107 I ( )E   0.0643 e 0.0647 eoff
q q= -

1I ( ) M I  sin ( - )maxq q f= ·

where I1(θ)is the load current, M is the modulation in-
dex and φ is the load displacement angle.

Conduction and switching power losses are calculated 
based on mathematical models for each semiconductor 
device of the inverter. The sum of all results is computed 
to obtain the total power losses. The total power losses 
are the sum of conduction and switching losses.

P P PTotal cond sw= +

Switching losses are generated during the turn-on 
and turn-off switching processes of power devices. In 
such processes, the voltages and currents can take sig-
nificant values simultaneously. Therefore, their instanta-
neous power can reach high values. Fortunately, these 
processes only last for short periods, although they are 
repeated several times within a second. For this reason, 
they are directly related to the switching frequency. 
Switching losses are obtained by identifying every turn-
on and turn-off instant during one reference period.

1
P   ( E  E    E )sw on off rec T

= å + +

Conduction power losses are those that occur while a 
semiconductor device is conducting current. Conduc-
tion losses of transistors are obtained from lineariza-
tion of the static characteristics of power switches. The 
calculation of conduction power losses are given by

( ) ( )
2

cond_IGBT 1 cmd
0

1
P   V I   V ( )  d

2 ce

p
q q q q

p
= ò  

2

cond_D 1 cmd

0

1
P   V ( )  I ( ) V ( )  d

2 F

p

q q q q
p

= ò  

cond cond_IGBT cond_DP P P= +

where Vcmd(θ) is the PWM signal of the IGBT

For a full range of a modulation index and the relative 
angle of the output currents, Fig.4 (c) shows the ratio 
of total power losses for a five-level inverter with the 
proposed modulation strategy versus the conventional 
CBSVM technique. Note that the surface is always be-
low one, which means that power losses are signifi-
cantly smaller for the proposed method. The mean val-
ue of the loss ratio is found to be approximately 0.73, 
which implies the power loss reduction of about 27%. 
The best case is produced for a unity power factor and 
a modulation index of one. In a practical high power 
system, switching losses are higher than conduction 
losses. Therefore, saving switching losses becomes im-
portant for improvement of the system efficiency.
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(c) Total Power Loss.
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6) A common sequential signal and fundamental 
frequency PWM signals for each phase are obtained in 
synchronization with a modulating signal.

7) An independent hybrid controller (combinational 
logic circuit) is used to mix low frequency PWM and the 
corresponding carrier based SVM for each inverter cell.

8) Similarly, hybrid PWM pulses are developed for 
all cells in any level cascaded inverter. Totally 4K gate 
pulses per phase are developed to operate an N-level 
cascaded multilevel inverter.
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= + = +

Sx1 A B X A B; Sx2 A B X A B;

Sx3 A B X A B;Sx4 A B X A B

Fig.3. Hybrid carrier based space vector modulation 
signals for a five-level cascaded multilevel inverter

4. POWER LOSS MINIMIZING CONTROL AND 
ANALySIS 

Power loss optimization is achieved in this paper by 
the proposed modulation technique in which

1. Proper offset voltage voff and voff’ are developed 
and added to the phase reference voltages to 
get an optimized CBSVM.

2. CBSVM is combined with fundamental frequen-
cy PWM using a hybrid PWM control algorithm, 

so that the number of commutations of semi-
conductors per unit time in the operation of 
multilevel inverters is reduced.

3. An optimized sequential signal is added to hy-
brid PWM signals to balance the power loss 
among the power devices. Each power device 
present in the cascaded inverter operates with 
fundamental frequency PWM (two commuta-
tions per cycle) and CBSVM (the number of com-
mutations proportional to switching frequency) 
for one fundamental period. So the number of 
semiconductor switching is half of the conven-
tional space vector modulation. This technique 
is also designed to get the optimum number of 
switching events based on the modulation index 
and the phase angle between voltage and cur-
rent fundamentals. 

The losses in power converters can be classified as: 
conduction loss, switching loss, snubber loss, and off-
state loss. Since the leakage current during the off state 
of the device is negligibly small, the power loss dur-
ing the off state can be neglected. Snubber losses can 
be important in some kinds of power devices, such as 
gate turn-off thyristors [11]. Thus, only conduction and 
switching losses are considered in this paper. New high 
power devices can switch faster. Since switching losses 
are directly related to the switching frequency, these 
losses are usually greatest in PWM power converters. 

MATLAB-Simulink model of a five-level inverter has 
been developed to study the power loss. The carrier 
frequency fs is 2 kHz and each converter cell is con-
nected to a 200 V DC supply. The IGBTs selected are 
FF150R12KT3G, in which their maximum ratings are a 
forward current of 150 A and a direct voltage of 600 
V. The semiconductor power losses can be estimated 
from the curves (Vsat (θ) x I1 (θ) ) and (E(θ) x I1 (θ)), pre-
sented in the datasheet of each device, where : Vsat is 
the on-state saturation voltage (Vce (θ) for the IGBT and 
VF(θ) for the diode); E(θ)represent energy losses in one 
commutation (Eon(θ) if it is a turn-on commutation,  
Eoff(θ) if it is a turn-off commutation and Erec(θ) if it is a 
diode reverse recovery process). These curves are used 
in a Matlab script developed to determine the power 
losses. Mathematical models are found using points ex-
tracted from datasheets of each semiconductor device. 
Mathematical models obtained for the IGBT module 
FF150R12KT3G are given by

1 10.0026 I ( ) -0.044 I ( )V   1.15 e 0.6654 ece
q q= -

1 10.002 I ( ) -0.0475 I ( )V  1.2 e  -  0.7258 eF
q q=

1 1-0.000412 I ( ) -0.00736 I ( )E   0.01806 e 0.0157 erec
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1 10.00121 I ( ) -0.00107 I ( )E   0.0643 e 0.0647 eoff
q q= -

1I ( ) M I  sin ( - )maxq q f= ·

where I1(θ)is the load current, M is the modulation in-
dex and φ is the load displacement angle.

Conduction and switching power losses are calculated 
based on mathematical models for each semiconductor 
device of the inverter. The sum of all results is computed 
to obtain the total power losses. The total power losses 
are the sum of conduction and switching losses.

P P PTotal cond sw= +

Switching losses are generated during the turn-on 
and turn-off switching processes of power devices. In 
such processes, the voltages and currents can take sig-
nificant values simultaneously. Therefore, their instanta-
neous power can reach high values. Fortunately, these 
processes only last for short periods, although they are 
repeated several times within a second. For this reason, 
they are directly related to the switching frequency. 
Switching losses are obtained by identifying every turn-
on and turn-off instant during one reference period.

1
P   ( E  E    E )sw on off rec T

= å + +

Conduction power losses are those that occur while a 
semiconductor device is conducting current. Conduc-
tion losses of transistors are obtained from lineariza-
tion of the static characteristics of power switches. The 
calculation of conduction power losses are given by
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where Vcmd(θ) is the PWM signal of the IGBT

For a full range of a modulation index and the relative 
angle of the output currents, Fig.4 (c) shows the ratio 
of total power losses for a five-level inverter with the 
proposed modulation strategy versus the conventional 
CBSVM technique. Note that the surface is always be-
low one, which means that power losses are signifi-
cantly smaller for the proposed method. The mean val-
ue of the loss ratio is found to be approximately 0.73, 
which implies the power loss reduction of about 27%. 
The best case is produced for a unity power factor and 
a modulation index of one. In a practical high power 
system, switching losses are higher than conduction 
losses. Therefore, saving switching losses becomes im-
portant for improvement of the system efficiency.
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5. RESULTS AND DISCUSSION

5.1. SIMULATION RESULTS

In order to verify that the proposed modulation can be 
practically implemented in a cascaded inverter, simula-
tions were performed by using MATLAB/Simulink. It also 
helps to confirm the PWM switching strategy which can 
be implemented in a digital signal processor (DSP) and a 
complex programmable logic device (CPLD). The perfor-
mance index, namely total harmonic distortion (THD), is 
chosen for quantification of the proposed hybrid CBSVM. 
The total harmonic distortion of a signal is the ratio of the 
sum of the powers of all harmonic frequencies above the 
fundamental frequency to the power of the fundamental 
frequency. The THD is calculated using (4) and plotted in 
Fig.5 and it is taken into account up to the 50th order of 
harmonics. The low pass filter and the nature of the highly 
inductive load will take care of the higher order of har-
monics. It is obviously found that the proposed PWM of-
fers a lower THD compared to the conventional one, thus 
the superiority. Furthermore, it is also noticed that the 
higher value of the modulation index (M) the lower the 
value of THD and for the increased frequency ratio.

50 2Vnn 2THD 100
V1

å
== ´ (4)

Fig. 5. THD comparision of a five-level cascaded 
inverter with the proposed modulation

Modulation Index (M)

TH
D

 (%
)

The inverter is operated with the proposed modula-
tion in a linear modulation range and the correspond-
ing voltage waveform with the FFT analysis is shown 
in Fig.7. It can be seen that all the lower order harmon-
ics are absent and the fundamental is controlled at the 
predefined value. It is interesting to note that the next 
significant harmonic will be the 35th for a frequency ra-
tio of 21. The significant harmonics are 35, 39, 41, and 
45, which are of high frequency, with the rms values 
under 11% of the fundamental term. The compared 
conventional PWM operation is shown in Fig.6, the 
FFT spectrum of the proposed inverter output voltage 
gives superiority.

(a)

(b)

Fig. 6. Simulation results of conventional CBSVM 
operation in a linear modulation region 

(M=0.8, fo =50 Hz, fc =1050 Hz)  
(a) Output phase voltage waveform. 

(b) Spectrum of the output voltage waveform.

(a)
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(b)

Fig. 7. Simulation results of hybrid CBSVM 
operation in a linear modulation region 

(M=0.8, fo =50 Hz, fc =1050 Hz) 
(a) Output phase voltage waveform. 

(b) Spectrum of the output voltage waveform.

(a)

(b)

Fig. 8. Simulation results of hybrid CBSVM 
operation in a linear modulation region 

(M=0.8, fo =50 Hz, fc =1500 Hz) 
(a) Output phase voltage waveform. 

(b) Spectrum of the output voltage waveform.

5.2. ExPERIMENTAL RESULTS

A functional block diagram of hybrid modulation 
controller implementation for a five-level cascaded 

inverter is shown in Fig.9. The inverter is made with 
eight insulated gate bipolar transistor (IGBT) switches 
with internal anti-parallel diodes. Texas instruments 
TMS320F2407 digital signal processor (DSP) is chosen 
for base PWM generation as it has dedicated PWM units 
that utilize high speed counters/timers with accom-
panying compare registers. The structure of CBSVM is 
very simple and it requires only a few mathematical 
operations in order to provide modulation signals. The 
PWM unit is initialized by defining parameters such as 
symmetric carrier, switching frequency, PWM polar-
ity, and to modulation signals for compare registers. 
The appropriate offset components are calculated 
based on phase voltage references. After adding zero 
sequence signals to fundamental signals, modulation 
signals are ready to be loaded into compare registers of 
a PWM unit. A sequential signal is also generated to op-
erate each IGBT with fundamental frequency PWM and 
CBSVM sequentially to equalize power losses, heating 
among the devices.

The proposed hybrid modulation algorithm is imple-
mented using Xilinx CPLD XC95108 IC. A CPLD control-
ler combines fundamental frequency PWM, sequential 
signal and CBSVM to generate hybrid CBSVM pulses. 
XC95108 IC is used to develop a control algorithm 
which is suited for this application that has features of 
a better response for high frequency input signals, nar-
row pulse width pulses and no jitter of the delay in the 
circuit. A switching dead time of 600 ns is introduced in 
the CPLD hardware. Optically coupled isolators MCT2E 
are used to provide an electrical isolation between the 
Xilinx CPLD controller board and the power circuit. 
Four high voltage high speed IGBT drivers (IR2112) are 
used to provide proper and conditioned gate signals to 
power switches. 

A digital real time oscilloscope (Tektronix TPS2024) is 
used to display and capture the output waveforms and 
with the feature of the fast Fourier transform (FFT), the 
spectrum of the output voltage is obtained for differ-
ent operating points as discussed hereafter. Selected 
experimental results for a five-level inverter were ob-
tained and validated the simulation results.

Specifically, Fig.10 (a) shows the line to a neutral 
voltage waveform of the proposed five-level CBSVM 
operation in a standard modulation and the associ-
ated spectrum is presented in Fig.10 (b).  It is confirmed 
that the harmonic cancellation up to sidebands around 
double the carrier frequency is achieved in the voltage 
waveform and the first significant harmonic is the 17th, 
as predicted. The over-modulation operation for the 
proposed method is also experimentally verified and 
results are presented in Fig.11. As expected, the spec-
trum shows that a lower order harmonic (5th) is intro-
duced with a lower magnitude in addition to side-band 
harmonics. This shows that the hybrid PWM modulator 
is capable of taking the system from a linear mode to 
an over-modulation mode smoothly.
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5. RESULTS AND DISCUSSION

5.1. SIMULATION RESULTS

In order to verify that the proposed modulation can be 
practically implemented in a cascaded inverter, simula-
tions were performed by using MATLAB/Simulink. It also 
helps to confirm the PWM switching strategy which can 
be implemented in a digital signal processor (DSP) and a 
complex programmable logic device (CPLD). The perfor-
mance index, namely total harmonic distortion (THD), is 
chosen for quantification of the proposed hybrid CBSVM. 
The total harmonic distortion of a signal is the ratio of the 
sum of the powers of all harmonic frequencies above the 
fundamental frequency to the power of the fundamental 
frequency. The THD is calculated using (4) and plotted in 
Fig.5 and it is taken into account up to the 50th order of 
harmonics. The low pass filter and the nature of the highly 
inductive load will take care of the higher order of har-
monics. It is obviously found that the proposed PWM of-
fers a lower THD compared to the conventional one, thus 
the superiority. Furthermore, it is also noticed that the 
higher value of the modulation index (M) the lower the 
value of THD and for the increased frequency ratio.
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Fig. 5. THD comparision of a five-level cascaded 
inverter with the proposed modulation
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The inverter is operated with the proposed modula-
tion in a linear modulation range and the correspond-
ing voltage waveform with the FFT analysis is shown 
in Fig.7. It can be seen that all the lower order harmon-
ics are absent and the fundamental is controlled at the 
predefined value. It is interesting to note that the next 
significant harmonic will be the 35th for a frequency ra-
tio of 21. The significant harmonics are 35, 39, 41, and 
45, which are of high frequency, with the rms values 
under 11% of the fundamental term. The compared 
conventional PWM operation is shown in Fig.6, the 
FFT spectrum of the proposed inverter output voltage 
gives superiority.

(a)

(b)

Fig. 6. Simulation results of conventional CBSVM 
operation in a linear modulation region 

(M=0.8, fo =50 Hz, fc =1050 Hz)  
(a) Output phase voltage waveform. 

(b) Spectrum of the output voltage waveform.
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(b)

Fig. 7. Simulation results of hybrid CBSVM 
operation in a linear modulation region 

(M=0.8, fo =50 Hz, fc =1050 Hz) 
(a) Output phase voltage waveform. 

(b) Spectrum of the output voltage waveform.

(a)

(b)

Fig. 8. Simulation results of hybrid CBSVM 
operation in a linear modulation region 

(M=0.8, fo =50 Hz, fc =1500 Hz) 
(a) Output phase voltage waveform. 

(b) Spectrum of the output voltage waveform.

5.2. ExPERIMENTAL RESULTS

A functional block diagram of hybrid modulation 
controller implementation for a five-level cascaded 

inverter is shown in Fig.9. The inverter is made with 
eight insulated gate bipolar transistor (IGBT) switches 
with internal anti-parallel diodes. Texas instruments 
TMS320F2407 digital signal processor (DSP) is chosen 
for base PWM generation as it has dedicated PWM units 
that utilize high speed counters/timers with accom-
panying compare registers. The structure of CBSVM is 
very simple and it requires only a few mathematical 
operations in order to provide modulation signals. The 
PWM unit is initialized by defining parameters such as 
symmetric carrier, switching frequency, PWM polar-
ity, and to modulation signals for compare registers. 
The appropriate offset components are calculated 
based on phase voltage references. After adding zero 
sequence signals to fundamental signals, modulation 
signals are ready to be loaded into compare registers of 
a PWM unit. A sequential signal is also generated to op-
erate each IGBT with fundamental frequency PWM and 
CBSVM sequentially to equalize power losses, heating 
among the devices.

The proposed hybrid modulation algorithm is imple-
mented using Xilinx CPLD XC95108 IC. A CPLD control-
ler combines fundamental frequency PWM, sequential 
signal and CBSVM to generate hybrid CBSVM pulses. 
XC95108 IC is used to develop a control algorithm 
which is suited for this application that has features of 
a better response for high frequency input signals, nar-
row pulse width pulses and no jitter of the delay in the 
circuit. A switching dead time of 600 ns is introduced in 
the CPLD hardware. Optically coupled isolators MCT2E 
are used to provide an electrical isolation between the 
Xilinx CPLD controller board and the power circuit. 
Four high voltage high speed IGBT drivers (IR2112) are 
used to provide proper and conditioned gate signals to 
power switches. 

A digital real time oscilloscope (Tektronix TPS2024) is 
used to display and capture the output waveforms and 
with the feature of the fast Fourier transform (FFT), the 
spectrum of the output voltage is obtained for differ-
ent operating points as discussed hereafter. Selected 
experimental results for a five-level inverter were ob-
tained and validated the simulation results.

Specifically, Fig.10 (a) shows the line to a neutral 
voltage waveform of the proposed five-level CBSVM 
operation in a standard modulation and the associ-
ated spectrum is presented in Fig.10 (b).  It is confirmed 
that the harmonic cancellation up to sidebands around 
double the carrier frequency is achieved in the voltage 
waveform and the first significant harmonic is the 17th, 
as predicted. The over-modulation operation for the 
proposed method is also experimentally verified and 
results are presented in Fig.11. As expected, the spec-
trum shows that a lower order harmonic (5th) is intro-
duced with a lower magnitude in addition to side-band 
harmonics. This shows that the hybrid PWM modulator 
is capable of taking the system from a linear mode to 
an over-modulation mode smoothly.
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Fig. 9. Functional block 
diagram of hybrid CBSVM 

implementation 
(one phase )

Fig.10. Experimental results of hybrid CBSVM operation in linear modulation (a) phase voltage waveform. 
(b) Spectrum of the phase voltage waveform

(a) (b)

(a) (b)
Fig. 11. Experimental results of the hybrid CBSVM in over-modulation range. (a) Output voltage waveform. 

(b) Spectrum of the output voltage waveform.
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6. CONCLUSION

This paper proposed an energy efficient hybrid carri-
er based space vector modulation for a cascaded multi-
level inverter. The hybrid PWM control algorithm is de-
veloped to derive the features of fundamental frequen-
cy PWM and carrier based space vector modulation for 
an inverter operation, with the same physical structure. 
Compared to conventional CBSVM, a reduced number 
of commutations of semiconductors per unit time is 
obtained while achieving the same fundamental volt-
age tracking and it offers 27% of power loss saving. Bet-
ter harmonic performance of the proposed PWM strat-
egy compared to its CBSVM in the entire range of the 
modulation index is shown. The proposed technique 
can be applied easily to higher level inverters through 
the generalization process. The presented strategy and 
its results represent an illustration of the advantages 
that can be obtained by applying power loss minimiz-
ing control to multilevel inverters.
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(b) Spectrum of the output voltage waveform.
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6. CONCLUSION

This paper proposed an energy efficient hybrid carri-
er based space vector modulation for a cascaded multi-
level inverter. The hybrid PWM control algorithm is de-
veloped to derive the features of fundamental frequen-
cy PWM and carrier based space vector modulation for 
an inverter operation, with the same physical structure. 
Compared to conventional CBSVM, a reduced number 
of commutations of semiconductors per unit time is 
obtained while achieving the same fundamental volt-
age tracking and it offers 27% of power loss saving. Bet-
ter harmonic performance of the proposed PWM strat-
egy compared to its CBSVM in the entire range of the 
modulation index is shown. The proposed technique 
can be applied easily to higher level inverters through 
the generalization process. The presented strategy and 
its results represent an illustration of the advantages 
that can be obtained by applying power loss minimiz-
ing control to multilevel inverters.
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