
International Journal
of Electrical and Computer
Engineering Systems IJECES

International Journal
of Electrical and Computer
Engineering Systems

Volume 13, Number 2, 2022 ISSN 1847-6996



ISSN: 1847-6996

INTERNATIONAL JOURNAL OF ELECTRICAL AND 
COMPUTER ENGINEERING SYSTEMS

Published by Faculty of Electrical Engineering, Computer Science and Information Technology Osijek, 
Josip Juraj Strossmayer University of Osijek, Croatia

Osijek, Croatia | Volume 13, Number 2, 2022 | Pages 87-163

International Journal of Electrical and Computer Engineering Systems

CONTACT
International Journal of Electrical
and Computer Engineering Systems
(IJECES)

Faculty of Electrical Engineering, Computer 

Science and Information Technology Osijek,

Josip Juraj Strossmayer University of Osijek, Croatia

Kneza Trpimira 2b, 31000 Osijek, Croatia

Phone: +38531224600, Fax: +38531224605

e-mail: ijeces@ferit.hr

Subscription Information
The annual subscription rate is 50€ for individuals, 

25€ for students and 150€ for libraries.

Giro account: 2390001 - 1100016777,

Croatian Postal Bank

EDITOR-IN-CHIEF

Tomislav Matić
J.J. Strossmayer University of Osijek,

Croatia

MANAGING EDITOR

Goran Martinović
J.J. Strossmayer University of Osijek,

Croatia

EXECUTIVE EDITOR

Mario Vranješ
J.J. Strossmayer University of Osijek, Croatia

Associate Editors

Krešimir Fekete
J.J. Strossmayer University of Osijek, Croatia

Damir Filko
J.J. Strossmayer University of Osijek, Croatia

Davor Vinko
J.J. Strossmayer University of Osijek, Croatia

EDITORIAL BOARD

Marinko Barukčić
J.J. Strossmayer University of Osijek, Croatia

Leo Budin
University of Zagreb, Croatia

Matjaz Colnarič
University of Maribor, Slovenia

Aura Conci
Fluminese Federal University, Brazil

Bojan Čukić
West Virginia University, USA

Radu Dobrin
Malardalen University, Sweden

Irena Galić
J.J. Strossmayer University of Osijek, Croatia

Radoslav Galić
J.J. Strossmayer University of Osijek, Croatia

Ratko Grbić
J.J. Strossmayer University of Osijek, Croatia

Marijan Herceg
J.J. Strossmayer University of Osijek, Croatia

Darko Huljenić
Ericsson Nikola Tesla, Croatia

Željko Hocenski
J.J. Strossmayer University of Osijek, Croatia

Gordan Ježić
University of Zagreb, Croatia

Dražan Kozak
J.J. Strossmayer University of Osijek, Croatia

Sven Lončarić
University of Zagreb, Croatia

Tomislav Kilić
University of Split, Croatia

Ivan Maršić
Rutgers, The State University of New Jersey, USA

Kruno Miličević
J.J. Strossmayer University of Osijek, Croatia

Tomislav Mrčela
J.J. Strossmayer University of Osijek, Croatia

Srete Nikolovski
J.J. Strossmayer University of Osijek, Croatia

Davor Pavuna
Ecole Polytechnique Fédérale de
Lausanne, Switzerland

Nedjeljko Perić
University of Zagreb, Croatia

Marjan Popov
Delft University, The Netherlands

Sasikumar Punnekkat
Mälardalen University, Sweden

Chiara Ravasio
University of Bergamo, Italy

Snježana Rimac-Drlje
J.J. Strossmayer University of Osijek, Croatia

Gregor Rozinaj
Slovak University of Technology, Slovakia

Imre Rudas
Budapest Tech, Hungary

Ivan Samardžić
J.J. Strossmayer University of Osijek, Croatia

Dražen Slišković
J.J. Strossmayer University of Osijek, Croatia

Marinko Stojkov
J.J. Strossmayer University of Osijek, Croatia

Cristina Seceleanu
Mälardalen University, Sweden

Siniša Srbljić
University of Zagreb, Croatia

Zdenko Šimić
University of Zagreb, Croatia

Damir Šljivac
J.J. Strossmayer University of Osijek, Croatia

Domen Verber
University of Maribor, Slovenia

Dean Vučinić
Vrije Universiteit Brussel, Belgium 
J.J. Strossmayer University of Osijek, Croatia

Joachim Weickert
Saarland University, Germany

Drago Žagar
J.J. Strossmayer University of Osijek, Croatia

Proofreader
Ivanka Ferčec
J.J. Strossmayer University of Osijek, Croatia

Editing and technical assistence
Davor Vrandečić
J.J. Strossmayer University of Osijek, Croatia

Stephen Ward

J.J. Strossmayer University of Osijek, Croatia

Dražen Bajer

J.J. Strossmayer University of Osijek, Croatia

Journal is referred in:
•	 Scopus
•	 Web of Science Core Collection 

(Emerging Sources Citation Index - ESCI) 
•	 Google Scholar 
•	 CiteFactor 
•	 Genamics 
•	 Hrčak 
•	 Ulrichweb
•	 Reaxys
•	 Embase 

•	 Engineering Village 

Bibliographic Information
Commenced in 2010.
ISSN: 1847-6996
e-ISSN: 1847-7003
Published: quarterly
Circulation: 300

IJECES online
https://ijeces.ferit.hr

Copyright
Authors of the International Journal of Electrical 
and Computer Engineering Systems must transfer 
copyright to the publisher in written form.

The International Journal of Electrical and Computer Engineering Systems is published with the financial support 
of the Ministry of Science and Education of the Republic of Croatia



TABLE OF CONTENTS
A Multi-objective Hybrid Optimization for renewable energy integrated 
 Electrical Power Transmission Expansion Planning ........................................................... 87
Original Scientific Paper

Shereena Gaffoor  |  Mariamma Chacko 

Low Power Embedded System Sensor Selection for  
Environmental Condition Monitoring in Supply Chain....................................................... 99
Original Scientific Paper

Josip Zidar  |  Tomislav Matić  |  Ivan Aleksi  |  Filip Sušac

Design and implementation of shape-based 
feature extraction engine for vision systems using Zynq SoC..........................................109
Original Scientific Paper

Navya Mohan  |  James Kurian

Multispectral Image Classification Based on the Bat Algorithm .....................................119
Original Scientific Paper

Almas Ahmed Khaleel  |  Joanna Hussein Al-Khalidy

Prediction of Plasma Membrane Cholesterol from 
7-Transmembrane Receptor Using Hybrid Machine Learning Algorithm .......................127
Original Scientific Paper

Rudra Kalyan Nayak  |  Ramamani Tripathy  |  Hitesh Mohapatra  |  Amiya Kumar Rath  
Debahuti Mishra

Early Prediction of Employee Turnover Using Machine Learning Algorithms ...............135
Original Scientific Paper

Markus Atef  |  Doaa S. Elzanfaly  |  Shimaa Ouf

Secured SDN Based Blockchain: An Architecture 
to Improve the Security of VANET ......................................................................................145
Original Scientific Paper

Swapna Choudhary  |  Sanjay Dorle

BCSDN-IoT: Towards an IoT security architecture based on SDN and Blockchain ..........155
Original Scientific Paper

Younes ABBASSI   |  Habib Benlahmer 

About this Journal

IJECES Copyright Transfer Form

Volume 13, Number 2, 2022





A Multi-objective Hybrid Optimization for 
renewable energy integrated Electrical Power 
Transmission Expansion Planning

87

Original Scientific Paper 

Shereena Gaffoor
Department of Ship Technology,
Cochin University of Science and Technology
South Kalamassery, Ernakulam, India
shereena.g@gmail.com

Mariamma Chacko 
Department of Ship Technology,
Cochin University of Science and Technology
South Kalamassery, Ernakulam, India
mariamma@cusat.ac.in

Abstract – Due to the large size of conventional electrical power transmission systems and the large number of uncertainties 
involved, achieving the most favourable Transmission Expansion Planning solution turns out to be almost impossible. The 
proposed method intends to develop a novel method to solve Transmission Expansion Planning problems in electric power systems 
incorporating renewable energy sources like wind turbines and Photo Voltaic array using IEEE 24 Reliability Test System. For 
enhancing the efficiency of search processes and to make its use easier on diverse networks and operations, the hybridization of 
two renowned meta-heuristic algorithms known as Grey Wolf Optimization (GWO) and Genetic Algorithm (GA) termed as Grey Wolf 
with Genetic Algorithm (GWGA) is adopted. A novel distance factor based on the best position and current position of the solution 
in Grey wolf optimization is introduced and proposed for the hybridization technique and gives a quick and promising solution with 
reduced computational time. The GWO and GA algorithms are combined suitably to achieve the advantages of both algorithms. 
With this proposed model, the investment cost of the transmission line and the maximum amount of power that can be distributed 
to the consumer is optimized with an objective of minimum load shedding. Among the state-of-the-art optimization techniques 
considered, a remarkable performance percentage improvement in the expansion plan in terms of cost reduction and load shedding 
minimization has been obtained in GWO, but when hybridized with GA, an improvement of 13.42% in cost function and 18.65% in 
load shedding is achieved for a population size of 60.  Hence, the proposed method guarantees to generate the best solution with a 
faster convergence resulting in reduced computational time. 

Keywords: genetic algorithm, grey wolf optimization, multi-objective, transmission planning, renewable integration

1.	 INTRODUCTION

Transmission systems exists as the foremost element 
of electric power production [1-2]. It not only offers an 
association for distribution and generation but also 
provides consistent and non-discriminative surround-
ings to consumers and suppliers. The intention of a 
power transmission network is to convey power from 
production plants to load centres efficiently, economi-
cally, reliably and securely [3-5]. As transmission sys-
tems expand, Transmission Expansion Planning (TEP) 
entails recognizing where to include new circuits to 
congregate the increased requirement by transferring 
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the power to a new network from the old one. In the 
last few years, investigations in the area of transmission 
planning designs have seen an expansion. Several re-
ports and publications regarding novel designs have 
been available in the technical literature owing to the 
development of novel optimization algorithms, com-
puter power accessibility and the larger uncertainty 
level caused by the power sector deregulation.

Transmission system planners exploit mechanical 
expansion designs to find out a favourable expansion 
system by reducing the numerical objective functions 
with respect to the number of constraints. Power sys-
tem planning is essential to provide reliable, sustain-
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able and affordable energy appropriately in developed 
countries. As a result, power system planning and as-
sociated energy issues have captured the attention of 
the research society [6-8].

From an upcoming scenario of power generation 
and requirement, the major intention of the TEP crisis 
solution is to discover the best set of fortifications for 
transmission that guarantees sufficient distribution of 
power to users. Therefore, the static TEP crisis solution 
should indicate how much and where the transmis-
sion equipment must congregate the requirements of 
energy. On the other hand, with the minimum feasible 
expenses, TEP crisis solutions should meet particular 
quality stipulations regarding the services. Conven-
tionally, with the intention of guaranteeing the security 
criterion, TEP issues have been brought to a solution by 
deterministic models like renowned “N-1” and “N-2” [9-
11]. In several cases, the attained arrangement can as-
sist in the increased cost of investment.

A novel evolutionary algorithm [1] to resolve TEP is-
sues in electric power systems was suggested to de-
ploy various operators and a system for selecting the 
feasibilities of these operators. The arithmetical for-
mulation regards a DC network design together with 
‘N-1’deterministic criterion and the transmission losses. 
The implemented technique was applied to a renowned 
test method and has proven its efficiency. An innovation 
model [7] was proposed for the planning and modelling 
of internally connected power systems. The suggested 
planning model focuses on Carbon Capture and Seques-
tration technologies, renewable energies and Demand-
Side Management as well as CO2 and reserve emission 
restraints. The innovation of this model relies on an esti-
mation of the above-mentioned proposals which were 
integrated that could expose feasible synergies and in-
teractions contained by the power system. A Construc-
tive Heuristic Algorithm (CHA) [8] was suggested to dis-
cover the most applicable route from candidate expan-
sion routes set for minimizing the exploration space and 
as a result, enlarge the effectiveness of the PSO process. 
The suggested methodology was practiced with two 
real equivalent systems and with the Garver system for 
the Southeast and South of Brazil in which the effective-
ness of the proposed scheme can be confirmed. A pre-
liminary Generation Expansion Planning (GEP) design 
[9] with obtainable input data from a variety of sources 
was proposed. Discrete circumstances of feasible cli-
mate change effects were described and optimization 
designs were configured to distinctively design uncer-
tainty. Associations among GEP parameters and climate 
change were described for the entire situation to regard 
their effects. A multi-objective shuffled frog leaping 
scheme [10] was suggested to manage with the bi-level, 
multi-objective and non-linear nature of the design. The 
achieved outcomes demonstrate that the implemen-
tation of an appropriate approach for TEP could lead 
to more private investment in the absorption of wind 
power devoid of a noteworthy transmission investment 

cost. A proficient and enhanced GA [11] suggested was 
capable of functioning with various updated operators 
to guarantee its suitable computation in attaining con-
structive and best possible coordinated planning crisis 
solutions. A model [12] that executes optimal TEP pow-
erfully in a Stochastic Optimization context was suggest-
ed. The design exploits a customized model of Benders’ 
decomposition that remunerates from numerous devel-
opments that were portrayed. It manages with the inte-
gration of eventualities using a double structural design 
for Benders cuts and an improved contingency incorpo-
ration scheme. Additionally, it includes the capability to 
discover the potentially interesting candidate transmis-
sion lines mechanically which was particularly exciting 
in large-scale inconveniences. A static representation for 
Coordinated Generation and Transmission Expansion 
Planning (CGTEP) was proposed [13]. On minimizing the 
investment cost, energy and operation were not provid-
ed inside the system, the design intends to alleviate the 
susceptibility of a power system in opposition to physi-
cal intentional attacks in the planning horizon. In addi-
tion, the peak load of twelve days in a year was taken as 
a sample of the months to consider the impacts of load 
distinctions over a year. The physical intentional attacks 
and their resulting impacts were measured through 
the scenario building process. Accordingly, in any given 
month, the entire scenario was constructed as an attack 
plan aiming at the transmission system and therefore, 
they were assigned weights, which were proportional to 
the subsequent damage imposed on the power system. 
The importance of the suggested scheme in mitigating 
the susceptibility of power system was well established 
by mathematical results. A possible reason for this may 
be technical security solutions because they rarely in-
clude the influence of the human factor on the system 
security level.

Several research works on hybridized optimization 
of Transmission Expansion problem have been done 
recently. A hybrid algorithm that combines Benders de-
composition and a Bees algorithm is introduced in [14] 
and has been tested using the transmission network 
expansion and energy storage planning model. The hy-
bridized model is designed to produce good solutions 
quickly while still retaining a guarantee of optimality 
when run for a sufficiently long time. A non-linear con-
trol parameter based on cosine function is presented to 
replace the original linear parameter of Grey Wolf Opti-
mizer in [15]. Also, the crossover and mutation operation 
of Genetic Algorithm is introduced into GWO to avoid lo-
cal minima and premature convergence.  A novel hybrid 
optimization technique based on Differential Evolution 
and Continuous population based Incremental Learning 
is proposed in [16] with load Shedding formulation as 
well as it includes the optimization of shunt compensa-
tion. The min conflict local search algorithm hybridized 
with Grey wolf optimizer for the power scheduling prob-
lem is proposed in [17]. The proposed method is com-
pared with twenty state-of-the-art methods. Stochastic 
transmission expansion planning in the presence of 
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wind farms considering reliability and N-1 contingency 
using Grey wolf Optimization technique is proposed in 
[18]. To check the effectiveness of the proposed method 
it is compared with other optimization techniques. A 
new hybrid GA with linear modelling is proposed for TEP 
Problem in [19]. It is tested on Garver 6 bus system, IEEE 
24 bus and South Brazilian test which showed a rapid 
convergence on the test problem. A hybrid Genetic gra-
dient algorithm is proposed in [20]. The effectiveness 
and practicability of the proposed model are verified by 
choosing a Central region of China.

This paper proposes a technique for solving the prob-
lems associated with TEP in electrical power systems 
incorporating renewable energy sources such as wind 
turbines and Photo Voltaic (PV) array using IEEE 24 Re-
liability Test System (RTS). For enhancing the exploita-
tion of the transmission systems in various operating 
conditions and to improve the exploring efficiency, 
two renowned algorithms namely, Genetic Algorithm 
(GA) and Grey Wolf Optimization (GWO) are hybridized 
and adopted.

GWO has proven better capability to not fall in local 
optima in the initial search [21, 22]. GA can converge to 
get an overall good solution [23-26]. Hence an algorithm 
is proposed to have GWO followed by GA by includ-
ing a novel distance factor for hybridization. Using this 
proposed GWGA algorithm, the reinforcement line has 
been optimized and the load has been maximized with 
reduced investment cost. Among the state-of-the-art 
optimization methods compared, GWO gives the best 
cost function and minimum load shedding but when hy-
bridized with GA it gives a superior solution compared 
to when GWO and GA performed individually.

Next, to the implementation, this scheme is com-
pared with the traditional algorithms such as GA, Par-
ticle Swarm Optimization (PSO), Artificial Bee Colony 
(ABC), Firefly (FF) and GWO, and the results are pre-
sented.

The paper is organized as follows: Section 2 illustrates 
the TEP problem statement and Section 3 explains the 
proposed GWGA algorithm. Section 4 demonstrates 
the TEP enhancement by hybrid mechanism, Section 5 
provides the results and discussion to examine the per-
formance of the proposed methodology and Section 6 
concludes the research work.

2.	 TEP PROBLEM STATEMENT 

 Several mathematical models for modelling TEP 
found in the literature are transportation model, DC 
model, AC model, hybrid model and disjunctive model 
[3-4]. These models differ from each other in the level 
of complexity and accuracy. In this work, DC power 
flow model is used as it is widely used in Transmission 
Expansion Planning [27, 28]. However, the method-
ology presented in this work can be extended to the 
other models also. The formulation of the classic load 
flow problem [29, 30] requires considering four vari-

ables at each bus i of the power system. These variables 
are the Pi  (Net active power injection), Qi (Net reactive 
power injection), Vi (Voltage magnitude) and ∂i (Volt-
age angle).

Direct current Load flow (DCLF) gives an estimation 
of line power flows on AC power systems. DCLF looks 
only at active power flows and neglects reactive power 
flows. In DCLF, the non-linear model of the AC system is 
simplified to a linear form.

The suggested technique for the TEP crisis [31] is 
dependent on deterministic and static modelling [12] 
with single-stage production and power requirement. 
The TEP comprises in formatting such branches of the 
network which must be made stronger by integrating 
the required amount of reinforcement. Reinforcements 
are tools to be mounted on the system and could not 
be fractionated so that the candidate plan variable z 
must be an integer value [12].

The actual crisis of the TEP problem is partitioned into 
two sub-problems [1] which are Operational Problem 
(OP) and Investment Problem (IP). IP is categorized as a 
non-linear constrained optimization problem in which 
the concern is to find an expansion model, which re-
duces the investment expenditure meeting security 
measures and upcoming demand.

For a specified expansion plan z, the objective func-
tion of the crisis is given by g(z). IP is modelled by Eq. (1).

Subject to

(1)

Cij is the unit cost related to the reinforcements to 
branch connecting bus i to j, μ indicates the group of 
entire candidate branches of the system network, nijmax 
is the maximum number of reinforcements to be inte-
grated to branch connecting bus i to j. Function B(z) 
indicating load shedding and C(z) indicating overload 
are described subsequently.

For a specified expansion plan z, the OP is considered 
as a problem of LP, where the objective is to find the 
economic transmit of generators which reduces the to-
tal load shedding B(z) and is given by Eq. (2).

Minimize

(2)

Subject to

Minimize
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The amount of generation produced by renewable 
energy sources (Wind turbine and PV array) are rep-
resented by r whose constituent rp indicates the load 
shed at bus p.

Hence rp can be represented by Eq. (3).

(3)

where RE refers to renewable energy sources, rw indi-
cates energy from wind turbine, rpw indicates energy 
from PV array.

Moreover, the generating vector is indicated by f and 
its constituent fb denotes the production at bus b, the 
network susceptance matrix is denoted by A, the vec-
tor of load demand is given by h where its constituent 
hp denotes the load at bus p, the voltage angle vector is 
denoted by θ and its constituent θp indicates the angle 
at bus p, gij is the active power flow of the branch con-
necting bus i to j given by gij = (θi-θj )/xij and xij denotes 
the reactance. The maximum capacity of each constitu-
ent is represented by gijmax for branch connecting bus i 
to j; the term fmax and fmin denote the vectors that sym-
bolise the maximum and minimum capacity of genera-
tors; the number of elements in the branch connecting 
bus i to j at the base case is indicated by n0

ij and α is the  
group of entire network buses. The values of f,r,h,g and 
xij are given in p.u and θ values are denoted in radians. 

Overload function is represented by C(z). The value of 
C(z) is obtained by solving DC power flow using the 
generator vector found by the OP solution. For each 
branch of the system, the occurrence of overloads is 
verified. Thus overload function will depend on the re-
inforcements present in the plan z and should be nil.

The total energy from wind turbine rw which is generated 
depending on the texture speed [32] is given by Eq. (4).

(4)

ω indicates the number of wind turbines, M0 is the 
standard sea-level atmospheric pressure (101325 Pa),   
D is the swept area in m2, v indicates velocity of the 
wind turbine in m/s, Lp is the wind turbine power coef-
ficient defined as the ratio of actual power produced by 
a wind turbine divided by the total wind turbine power 
flowing into the turbine blades, OL indicates specific 
gas constant for air (287J/(Kg. K)), T is the temperature 
in Kelvin which can be computed at any height in me-
ter as T = T0- LH, where T0 is the temperature at sea lev-
el (288K), L is the temperature lapse rate (0.0065°C/m), 
H is the altitude above sea level in m, g is the gravity 
constant (9.8m/s2).

The electrical energy generated from the PV array 
[33] can be found out as given in Eq. (5).

(5)

For the proposed research work, identical PV mod-
ules are considered. Here ηm indicates PV module ef-
ficiency, Cm indicates area of PV module in m2, I(t) re-
fers to solar intensity (W/m2) and q is the number of PV 
modules.

3.	 PROPOSED GWGA ALGORITHM

The conventional Grey Wolf Optimization algorithm 
has certain disadvantages such as low solving preci-
sion, slow convergence and bad local searching ability. 
In order to overcome these disadvantages of GWO, it is 
hybridized with GA algorithm, as it can provide global 
optimal solutions. By hybridizing both algorithms, the 
solution for minimizing the investment cost with the 
objective function can be obtained.

The process of GWO algorithm [34-35] describes the 
hierarchy of grey wolves hunting and leadership char-
acteristics. There are four classifications of grey wolves 
known as α, β, ω and δ that are exploited for executing 
the leadership hierarchy. Penetrating, encircling and 
attacking the prey are the three chief practices in hunt-
ing that are deployed to progress optimization.

A genetic algorithm [36-37] is a search heuristic that is 
inspired by Charles Darwin’s theory of natural evolution. 
This algorithm reflects the process of natural selection 
where the fittest individuals are selected for reproduc-
tion in order to produce offspring of the next genera-
tion. GAs are the ways of solving problems by mimicking 
processes that nature uses, i.e., Selection, Crossover, Mu-
tation and accepting to evolve a solution to a problem.

GWGA algorithm is the hybridization of GWO and GA 
algorithms. Here, the crossover rate rc is fixed at 0.6, and 
the bounding factor is given by b as in Eq. (6), where 
bmax and bmin indicates the upper bound and lower lim-
its of the solution. Moreover, a distance factor ‘d’ based 
on the best position and current position of solution 
is introduced and can be evaluated as given by Eq. (7), 
where αpo is the best position of the solution and ςpo is 
the current position of the solution.

(6)

(7)

Moreover, the distance threshold dth can be evaluat-
ed by Eq. (8), where Iter denotes current iteration and 
Itermax indicates the maximum iteration.

(8)

Also, if the distance d is greater than dth the solution 
can be updated using GWO. Otherwise, crossover op-
eration has to be performed using the principle of GA 
algorithm, and the updated solution can be obtained as 
shown in Eq. (9).

(9)
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Thus, the optimized solution of TEP is obtained as Z*, which attain the minimized cost and balanced power gen-
eration in order to meet the demand of the power system.

The flow chart for the proposed GWGA algorithm is shown in Fig. 1

Fig. 1.Flowchart of proposed GWGA Algorithm

4.	 TEP ENHANCEMENT BY HYBRID OPTIMIZATION

For solving the TEP problem, the number of branch-
es, generators and renewable energy sources is given 
as solutions for encoding, which has to be optimized. 
The bounding limit of the number of branches ranges 
from nijmin to nijmax . Similarly, the bounding limit of gen-
erator bus ranges from gijmin to gijmax and the bounding 
limit of renewable energy sources ranges from 0 to 2, i.e.  
REi ∈{0,1,2}. If REi =0, it means that there were no re-
newable energy sources connected to the bus. If REi =1, 
the wind turbine is connected to the bus and if REi =2, 
PV array is connected to the bus system. Fig. 2 reveals 
the solution given for encoding process, where NB indi-

cates the number of branches, NG denotes the number 
of generators and NR is the count of renewable sources 
connected to the IEEE 24 bus systems. The length of the 
solution is the summation of NB , NG and NR. Collectively, 
the solution that is to be optimized is termed as Z.

Fig. 2. TEP solution encoding
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The IEEE 24 RTS shown in Fig. 3 includes 11 synchro-
nous generators with 17 load points and 38 branches, 
where each branch can receive a maximum of three 
reinforcements; the total demand is 2850 MW and the 
maximum generation capacity is 3405 MW.

Fig. 3. Single line diagram of IEEE 24 bus Reliability 
Test System

Table 1 gives the transmission line data indicating 
the branch numbers. For the optimization process the 
length of the chromosome (solution size) is taken as 61. 
Chromosome number 1 to 38 indicate the number of 
branches, 39 to 47 represents the nodes where genera-
tors are connected and 48 to 61 represents the nodes 
where renewable energy sources are connected.

All wind farms are equipped with three 1.5MW wind 
turbines. Table 2 shows the manufacturer only specifi-
cation of a 1.5 MW GE wind turbine [32].

Various design parameters taken for calculating the 
electrical energy from PV array are: Am = 1.3264 m2, 
ηm= 15% and I(t) =1000 W/m2 [33].

Line No. From 
Bus No.

To Bus 
No. Line No. From 

Bus No.
To Bus 

No.

1 1 2 20 12 13

2 1 3 21 12 23

3 1 5 22 13 23

4 2 4 23 14 16

5 2 6 24 15 16

6 3 9 25 15 21

7 3 24 26 15 21

8 4 9 27 15 24

9 5 10 28 16 17

10 6 10 29 16 19

11 7 8 30 17 18

12 8 9 31 17 22

13 8 10 32 18 21

14 9 11 33 18 21

15 9 12 34 19 20

16 10 11 35 19 20

17 10 12 36 20 23

18 11 13 37 20 23

19 11 14 38 21 22

Table 1. Transmission line data indicating branch 
number

Table 2. Specification of a GE 1.5SLE wind turbine

Parameter Value

Rated Output 1.5MW

Rotor diameter 77m

Cut in wind speed 3.5m/s

Rated wind speed 14m/s

Cut out wind speed 25m/s

Hub height 80m

5.	 RESULTS AND DISCUSSIONS

The proposed TEP model with renewable energy 
sources [38-40] such as wind turbine and PV array using 
GWGA method has been simulated in MATLAB, tested 
in IEEE 24 bus system and the results obtained are ana-
lysed. The performance of the proposed model has 
been compared with traditional algorithms such as GA 
[23-26], PSO [41-46], ABC [47-48], FF [49-50] and GWO 
[22-28] based on cost function and load shedding func-
tion. The corresponding outcomes were evaluated to 
certify the performance of the proposed model.

5.1.	 Cost function Analysis

The performance comparison of the cost function of 
the proposed GWGA model with conventional algorithms 
is given in Fig. 4. For evaluating the effectiveness of the 
solution, i.e. to check whether the solution is local optimal 
or global optimal, the number of iterations is extended 
to 500 for a population size of 10 and the performance 
is shown in Fig. 5. The unit cost is randomly generated for 
the given population size. The proposed method shows 
the effectiveness in reducing the computational time and 
hence shows better convergence speed.
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Fig. 4. Cost function analysis of different 
optimization techniques for iterations 0 to 200

Fig. 5. Cost function analysis of different 
optimization techniques for iterations 100 to 200

The performance analysis is also done for varying 
population sizes 10, 30, 60, 80 and 100 for 200 itera-
tions and the comparison result is shown in Table 3 
and the performance improvement percentage of the 
proposed GWGA method compared with conventional 
algorithms is given in Table 4.

The results show that the proposed GWGA gives better 
performance than the state-of-the-art optimization meth-
ods compared in the proposed work in TEP. For all the pop-
ulation size considered, GWO gives the best performance 
and the quality solution is obtained for a population size 
of 100. When hybridized with GA, the best solution is ob-
tained for a population size 60 giving a 15.76% improve-
ment in cost function than the individual approach.  The 
result also shows that the best solution obtained with 
GWGA is 13.42% better than the best solution obtained 
for a population size 100 when GWO performed individu-
ally. Similarly, with GA approach, the best solution is ob-
tained for a population size of 100. When hybridized with 
GWO, the best solution is obtained for a population size 
60 giving a 61.95% improvement in cost function than the 
individual approach. The result also shows that the best 
solution obtained with GWGA is 54.42% better than its 
best solution when GA has been done individually. Hence 
the proposed hybridization gives the best solution for less 
population size thereby computation time is reduced.

The results also indicate the effectiveness of the 
proposed method to deal with different sizes of the 

network and hence the proposed method is scalable. 
Thus, from the simulation analysis, the functionality of 
the proposed scheme to meet the considered power 
demand with minimal cost can be attained.

Table 3. Cost function analysis using different 
optimization techniques with varying population size

Population 
Size 10 30 60 80 100

Transmission Cost in Dollars

GA 15795.9 16486.9 17050.68 14957.14 14235.5

ABC 10229.5 12221.01 13512.73 12673.2 10908.36

PSO 18492.77 17738.34 18137.93 14957.14 14235.5

FF 9385.805 15187.47 12271.21 9566.683 13014.52

GWO 7782.325 7826.439 7701.398 7764.962 7492.607

GWGA 7197.423 7197.894 6487.372 6493.273 7233.44

Table 4. Performance Improvement of GWGA with 
respect to conventional algorithms (%)

Population 
Size 10 30 60 80 100

GA 54.43 56.34 61.95 56.59 49.19

ABC 29.64 41.1 51.99 48.76 33.69

PSO 61.08 59.42 64.23 56.59 49.19

FF 23.32 52.61 47.13 32.13 44.42

GWO 7.52 8.03 15.76 16.38 3.46

5.2 Load Shedding Analysis

The performance comparison of load shedding of 
the proposed GWGA model with conventional algo-
rithms is given in Fig. 6. The number of iterations is 
extended to 500 for a population size of 10 giving the 
convergence speed performance as shown in Fig. 7. 

The performance analysis is also done for varying 
population sizes 10, 30, 60, 80 and 100 for 200 iterations 
and the comparison result is shown in Table 5 and the 
percentage performance improvement in load shed-
ding of the proposed GWGA methodology compared 
with conventional algorithms is shown in Table 6.

Fig. 7. Load shedding analysis of different 
optimization techniques for iterations 100 to 500
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Table 5. Load shedding analysis using different 
optimization techniques with varying population size

Population 
Size 10 30 60 80 100

Load Shedding in MW

GA 10345.05 10913.29 11228.2 9279.316 8907.103

ABC 5597.098 7674.407 8855.18 8391.756 6657.085

PSO 13206.99 12081.91 12193.9 9279.316 8907.103

FF 5201.581 9837.438 7143.93 4780.685 7857.024

GWO 4269.435 4339.245 4163.62 4260.662 4215.924

GWGA 4097.052 4097.522 3387 3392.901 4100.289

Table 6. Performance Improvement of GWGA with 
respect to conventional algorithms (%)

Population 
Size 10 30 60 80 100

GA 60.4 62.45 69.83 63.44 53.97

ABC 26.8 46.61 61.75 59.57 38.41

PSO 68.98 66.09 72.22 63.44 53.97

FF 21.23 58.35 52.59 29.03 47.81

GWO 4.04 5.57 18.65 20.37 2.74

For all the population size considered, GWO gives the 
best performance and the quality solution is obtained 
for a population size of 60. When hybridized with GA, 
the best solution is obtained for a population size 60 
giving an 18.65% improvement in load shedding func-
tion than the individual approach. Similarly, with the 
GA approach, the best solution is obtained for a popu-
lation size of 100. When hybridized with GWO, the best 
solution is obtained for a population size 60 giving a 
69.83% improvement in load shedding than the indi-
vidual approach. The result also shows that the best 
solution obtained with GWGA is 61.97% better than 
its best solution when GA has been done individually. 
Hence the proposed hybridization gives the best solu-
tion for less population size thereby computation time 
is reduced.

When compared with ABC, FF and PSO, GWGA gave 
the best performance for all the population size consid-
ered. Hence, the proposed method gives the best solu-
tions of IEEE 24 bus system for load shedding analysis 
for a population size of 60. The results depicted in Table 
4 and Table 6 shows that GWGA converges much faster 
than GWO and GA algorithms. The computational time 
of the proposed method is less and gives the best re-
sults in the population size in the range of 30 to 60. 

Table 7 shows the final expansion plan obtained by 
the methodology proposed. Table 8 compares the gen-
eration capacity obtained before and after TEP with 
GWGA methodology at different nodes and Table 9 
shows the nodes where the renewable energy sources 
[51-55] are connected for optimal operation of the pro-
posed work.

Table 7. Final Expansion Plan for IEEE 24 bus using 
the proposed methodology

Line No. From 
Bus No.

To Bus 
No. Line No. From 

Bus No.
To Bus 

No.

1 3 20 2 12 13

2 2 21 2 12 23

3 2 22 1 13 23

4 2 23 2 14 16

5 3 24 3 15 16

6 1 25 1 15 21

7 2 26 2 15 21

8 3 27 1 15 24

9 2 28 3 16 17

10 2 29 3 16 19

11 3 30 2 17 18

12 2 31 2 17 22

13 2 32 3 18 21

14 1 33 2 18 21

15 3 34 1 19 20

16 3 35 1 19 20

17 1 36 2 20 23

18 3 37 3 20 23

19 1 38 3 21 22

Table 8. Comparison of Generation capacity before 
and after TEP at different nodes

Generator Bus No.

Generation 
Capacity before 

TEP without GWGA 
(MW)

Generation 
Capacity after TEP 
with GWGA (MW)

2 67 140.5605

7 64 148.5388

13 200 554.2946

15 274 24.0616

16 245 71.6325

18 144 351.6817

21 294 315.4005

22 150 300

23 200 200.7639

Types of renewable Energy 
Sources

Node number

Wind turbines 5   8   9   10   11   14   17   19

PV array 6

Table 9. Node numbers of buses where renewable 
sources are connected
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6.	 CONCLUSION

This paper has presented a novel scheme to resolve 
the issues residing in TEP of electric power systems with 
renewable energy sources such as wind turbines and 
PV array by optimizing the reinforcement line, transmit 
of generators and renewable energy sources. It was 
applied and simulated in IEEE 24 test bus system. In 
addition, with the intention of improving the effective-
ness of transmission in diverse networks and operation 
conditions, the hybridization of two well-known meta-
heuristic algorithms said to be GWO and GA named as 
GWGA is adopted. In order to achieve the advantages 
of both the methods and obtain a faster convergence 
at the same time, they are combined suitably and used. 
Consequently, with this novel hybridized model, the 
investment cost of the transmission line and the maxi-
mum amount of power that can be extended to the 
consumer is optimized.

The proposed scheme has been compared with 
the conventional algorithms such as GA, PSO, ABC, FF   
and GWO and the results are tabulated. The proposed 
GWGA method shows better optimization results con-
sidering expansion cost minimization and minimum 
load shedding when GWO and GA optimization meth-
ods are performed individually. The method is scalable 
in terms of the size of the network. The GWGA gives the 
best solution in the population range of 30 to 80 for 200 
iterations, which reduces the computation time. The 
GWGA appears to be a very effective hybrid algorithm 
for highly complex transmission expansion problems.

In further studies, the proposed method will be ap-
plied for AC analysis as well as to a real power system 
with real data considering uncertainties.
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Abstract – In the modern world different products and goods are available throughout the world thanks to the complex supply chain 
system. Often products are transported on long journeys with different transportation systems where products can be damaged or 
spoiled. Smart Sticker is a concept for product environmental condition monitoring that can resolve some problems in the supply 
chain. Smart Sticker will record product environmental data in the supply chain and enable producer/consumer product monitoring. 
Because of ultra-low power design, Smart Sticker component selection must satisfy ultra-low power specifications, besides standard 
accuracy, and real-time implementation. In this paper we give an overview of the necessary measured environmental parameters 
and the selection of sensors with emphasis on low power design. We provided a model for the calculation of the maximum operating 
time, which is applied for the two Smart Sticker instances with significantly different energy consumptions. In the worst-case scenario 
operation time is 198 days which can be increased with a higher capacity battery.
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1.	 INTRODUCTION

Due to globalization, the supply chain has become a 
very complex process. It consists of several stages de-
pending on the goods produced (frozen foods, fresh 
foods, electronic devices, etc.) and on the consumer that 
receives the goods. Transportation, warehousing, inven-
tory, packaging, information, and control are the main 
elements of the supply chain, cf. Fig. 1. Depending on 
the type of goods and on the journey to the customer, 
different elements (e.g. goods can be transported mul-
tiple times via truck) can repeat multiple times [1], [2].

In the supply chain goods can get damaged because 
of different hazards. Most common hazards include 
spillage, shocks, vibrations, temperature change, acci-
dents, handling, etc. Some of the hazards can be pre-
vented with proper packaging, but this is not always 
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true. Moreover, the type of goods influences the type 
of hazards. For vegetable commodities and products, 
spillage during transportation and degradation during 
handling are most common. Fish products are more 
prone to degradation during icing in the process of 
packaging, storage, and transportation, while for milk 
products spillage hazard is most common [3], [4].

In most of the stages of the supply chain information 
about the environmental conditions of the goods (tem-
perature, humidity, vibration, etc.) is unknown, due to 
the complexity of the supply chain. This information 
can help in the reduction of the hazard probability, and 
therefore the reduction of the number of damaged 
goods. Additionally, it would be possible to detect the 
supply chain stage where the damage has occurred. If, 
for example, frozen food is transported from a produc-
er to a consumer. On its journey, frozen food is stored 
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in a chiller which sometimes fails to keep the required 
temperature. Because of this, some of the products be-
come spoiled. In this example information about the 
environmental conditions would help to pinpoint the 
reason and possibly the location of the problem.

Fig. 1. Main components of the supply chain.

In [1] authors present a Smart Sticker concept that solves 
the problem of environmental conditions monitoring of 
goods in the supply chain. It is an ultra-low-power em-
bedded device equipped with sensors for environmental 
conditions monitoring and RFID (Radio Frequency Identi-
fication) technology for data transfer. Device logs sensors 
data, date, and time which enable the consumer to track 
the environmental conditions of the received goods.

In this paper, parameters for the monitoring of the 
environmental conditions of goods in the supply chain 
are analyzed. The analysis is done based on the Smart 
Sticker concept and the suggestion from the local 
Croatian companies. Sensors are suggested to meet 
the required functionalities, with minimal power con-
sumption. Minimal power consumption is necessary 
to enable long operation on battery during environ-
mental conditions monitoring of the goods. The long 
battery life and the small size of the Smart Sticker en-
sure that it could be placed on a product or a pallet of 
products for monitoring. For such a device to be able 
to perform efficiently, it is necessary to analyze the limi-
tations such as energy consumption, dimensions, and 
price. To measure proposed environmental conditions, 
state-of-the-art sensors are proposed, which use the 
latest manufacturing technologies and have the low-
est energy consumption. Selected sensors are imple-
mented on a Smart Sticker prototype shown in Fig. 2, 
and all presented measurements in this paper are done 
on the developed prototype. Additionally, power con-
sumption is analyzed, and the total battery life of the 
Smart Sticker prototype is given based on two working 
scenarios.

The rest of this paper is organized as follows. Section 
2 gives the literature overview of the paper topic. De-
tailed analysis of the monitoring parameters in the sup-
ply chain is given in Section 3. Proposed sensors setup 
and power analysis are outlined in Section 4. Finally, 
Section 5 concludes the paper by stating the drawn 
conclusions and providing remarks for future work.

Fig. 2. The Smart Sticker prototype with the microcontroller (top-left),
sensors (top-middle), EEPROM (center), NFC (bottom-right), and RTC (bottom-left).

2.	 RELATED WORK

There have been several attempts in resolving the prob-
lem of environmental conditions monitoring in the supply 
chain. Smart labels are one of the latest trends in emerg-
ing Industry 4.0, numerous prototypes of smart labels are 
presented and developed in the last decade. Nowadays, 
smart labels go beyond identification purposes, nor so-

phisticated context-aware labels with embedded mod-
ules are currently state of the art [5]. Authors in [6] give a 
specification for an intelligent product as a part of the Au-
to-ID project. In the presented concept, goods can store 
data about themselves, and the ability to communicate 
with their environment. In the paper, the authors don’t 
give any recommendation about the implementation of 
the intelligent product or the possible lifespan.
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In [7] authors present a system for real-time trace-
ability and cold chain monitoring based on RFID tech-
nology. The developed tag is battery-powered and 
can measure light, temperature, and humidity. The 
authors used a CPLD device for low-power communi-
cation between sensors and a microcontroller. Device 
dimensions are relatively large and not convenient for 
easy implementation. Therefore, to achieve the IP65 
protection standard, a large box is used. The system 
is tested on frozen fish products and it showed accu-
rate measurements for temperature. The authors didn’t 
give the maximum battery lifespan of the device and 
didn’t analyze the power consumption under differ-
ent working conditions or measurement scenarios. In 
[8] authors discuss traceability systems that will help in 
increasing the safety and the quality of food products. 
In the paper, several definitions of traceability are dis-
cussed, concentrated on the history, location, and data 
records of the food products. According to EU regula-
tion (178/2002), traceability is the ability to trace and 
follow all stages of the supply chain. According to pre-
sented research, most papers and systems are focused 
on traceability until the retail point of the food chain, 
thereby the consumer part of the food chain is still not 
covered enough. All trends suggest that food trace-
ability from “farm to fork” is going to become standard 
soon. In [9] authors present a start-up pilot project for 
food traceability based on passive RFID tags. Although 
the presented system detailed capture all stages of the 
supply chain no environmental conditions are consid-
ered at all.

In [10] authors present two typologies of the non-
destructive electronic RFID-based tracking system with 
application in the cheese industry. During the cheese 
maturation process, only 4 measurements are acquired 
for 9 months period. Quality information, chemical, and 
spectrophotometric analysis are conducted with exter-
nal systems and linked with the RFID identification tag 
placed on cheese and stored in a web-based application. 
From the customer's perspective, this system can be 
used only to validate the maturation process of cheese 
products. Information about storing, transporting, and 
other environmental conditions are not considered in 
this paper. In [11] RFID-based monitoring system for 
tracking fruit quality is presented. Flexible Tag Microlab 
(FTM) is communicating with fixed RFID reader AC pow-
ered equipped with gas sensors. Although this system 
reduces the costs of the tags themselves, all information 
acquired during monitoring is saved on an internal da-
tabase and cannot be retrieved by the user. Active RIFD 
tags commonly lack long-life battery performance. To 
overcome this problem authors in [12] proposed a de-
sign for a self-powered RFID tag based on a piezoelectric 
power supply (PPS). According to their research using 
PPS integrated inside RFID temperature monitoring sys-
tem, 0.283 mW of energy per 1 second can be generated 
during mobile transport of perishable items. For better 
monitoring and control of environmental conditions, au-
thors in [13] present “Intelligent Container”. The system 

where all transport conditions are measured inside the 
cargo box, which can help to control active devices such 
as air conditioners to maintain desired environmental 
conditions. This approach is useful to decrease food loss 
in the cold chain but no information about transport it-
self is available to the customer. With the emergence of 
printing technologies, new concepts are presented.

In [14] authors present an all-printed smart label with 
an integrated humidity sensor and power supply. Al-
though the presented prototype can acquire environ-
mental humidity no communication and data storage 
are integrated. In [15] authors present a different ap-
proach, a sensitive time-temperature indicator. A self-
healing nanofiber mat is devised that serves as a tem-
perature sensor and a display. The proposed mat chang-
es light transmittances with the temperature where the 
speed of the change can be regulated based on mat 
polymer composition and film thickness. The presented 
device cannot output or save the temperature data and 
therefore there is no traceability option. Similar devices 
are also presented in [16], [17]. In [18] authors present a 
smart RFID label with a printed multisensor platform. Us-
ing inkjet-printed technology multisensor platform for 
humidity, temperature, and ammonia is created. Evalu-
ation of the presented platform confirms the possibility 
for commercial use of inkjet-printed sensors. Although 
sensors can achieve commercial standards, presented 
smart RFID labels with the one-hour interval between 
the measurements on 150 mAh has an expected life-
time of only 57 days, which can’t satisfy the require-
ment for mass scale usage. Another similar smart label 
based on flexible PCB (Printed Circuit Board) technol-
ogy and self-created sensors is presented in [19]. As the 
presented prototype doesn’t include internal storage, 
the expected battery life is not considered. Although 
information can be acquired using RFID technology, 
no information about the history of the environmental 
conditions is saved at all. Another smart label is pre-
sented in [20]. Using printed technology smart sticker 
for time-temperature history is presented, with a new 
R2R printed battery proposed label’s lifetime is up to 7 
days, with one minute between each data logging. As 
the only temperature is considered, this approach is use-
ful only for highly temperature-sensitive products such 
as fresh food, dairies, etc.  Another RFID-based tempera-
ture monitoring system is presented in [21]. The pre-
sented system is designed in form of the biocompatible 
plaster using 130 nm CMOS technology, powered by a 
rechargeable lithium-ion battery. The system is used 
for constant body temperature monitoring in a hospi-
tal environment but the system itself can be applied to 
various temperature-sensitive processes. In [22] authors 
present a fully integrated passive UHF RFID tag for tem-
perature environment monitoring. Using the energy of 
the incident RF signal from the base station, energy is 
converted to dc supply voltage and stored in capacitors, 
so the battery is not included in the design. In the active 
state, the total current dissipation of the proposed tag is 
15.4 μA. The proposed design of the temperature sen-
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sor has a measuring error of ±2 °C, which is not sufficient 
for temperature-sensitive products. Although using RF 
signal to power tag is an effective approach, in lack of 
RF signal and no battery all monitoring data will be lost. 

Considering all the afore mentioned, in this paper we 
consider commercially available sensors for low power 
embedded systems. Based on a created questionnaire, 
suppliers gave different parameters for environmental 
condition monitoring in the supply chain. Based on the 
acquired data, several sensors are presented that ful-
fill the set characteristics and can be implemented in 
Smart Sticker design. Final sensor selection is carried 
out based on the power analysis in different environ-
mental conditions monitoring scenarios. Several Smart 
Sticker design instances are suggested, and the esti-
mate of maximum time of system operation is given 
for different measurement sampling times.

3.	 ENVIRONMENTAL CONDITION PARAMETERS

Firstly, it is necessary to analyze the existing market 
and monitoring needs and propose a specified solu-
tion with selected sensors for environmental condition 
monitoring. The percentage of sold products in the 
EU by category is illustrated In Fig. 3. Other products 
include wood, paper, furniture, computers, electronic 
and optical products, textiles, wearing apparel, leather, 
pharmaceutical products, mining. The intended pur-
pose of the Smart Sticker can be found in transport and 
storage in the food, pharmaceutical, chemical, electri-
cal, and electronic engineering industries.

Damage to goods traveling from manufacturers to 
stores is a possible occurrence [3]. In the case of dam-
aged electronics, defects can be detected even after 
the customer buys the product. This includes sensitive 
electronic devices, laptops, TVs, refrigerators, washing 
machines, etc. To reduce inconvenience to the buyer, 
seller, and the manufacturer, an environmental condi-
tion monitoring system is required. In this way, it would 
be possible to detect the supply chain stage where the 
damage has occurred. Other examples are in the frozen 
foods industry. After the freezing process, products are 
stored at -18 °C. Smart Sticker can monitor the storage 
temperature and it would be possible to detect when 
the product temperature changed above set thresh-
old value. If the product is spoiled when the consumer 
buys it, the temperature history of the product can be 
traced and the supply stage located where the temper-
ature hazard has occurred.

To analyze the need for a Smart Sticker system in 
practice, a questionnaire was sent to selected local 
companies. Selected companies have delivery and/
or production of goods as the main part of their busi-
ness. In this way, the company can ensure quality in the 
production and/or delivery of goods or analyze defi-
ciencies in the supply chain. The questionnaire sent in-
cluded inquiries about general company information, 
a general description of the business model, a list of 
goods to be monitored in the supply chain, mode of 
transport, method of packaging, storage, and transport 
conditions, and required monitoring intervals.

Fig. 3. Percentage of sold products for the years 2009 and 2019 in the EU

Product type Bakery Meat Meat Fruit Electrical

Product name Meat pie Dry sausage Burger Apple Cabinet

Pieces per package 55 7 8 78 1

Package size w/h/d [mm] 291/256/212 1200/800/725 550/378/145 600/400/180 2000/1000/1000

Packages per pallet 84 30 40 48 1

Storage temperature {min,typ,max} [°C] -25, -18, -17 4, 6, 8 4, 6, 8 0, 1, 4 -10, 25, 50

Storage humidity {min, typ, max} [%] 0, 50, 95 0, 50, 95 0, 50, 95 70, 77, 85 0, 50, 95

Sensitivity to vibrations No No No Yes No

Sampling period [hours] 1 1 8 1 1

Storage duration [days] 10 1 1 15 7

Transhipments during transport 3 2 2 0 0

Transport duration [days] 5 1 1 3 1

Table 1. Summarized questionnaire results from local companies
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Table 2. Low-power sensors which are considered 
in the design of an instance of the Smart Sticker

Sensor ID Measures

Sensor 1 Temperature and humidity

Sensor 2 Pressure

Sensor 3 Temperature, humidity and pressure

Sensor 4 Impact detection 5 g

Sensor 5 Impact detection 20 g

Sensor 6 Impact detection 60 g

Table 1 shows the main results of the questionnaire 
answered by local companies. To obtain more accurate 
data for Smart Sticker usage in practice, the results of 
questionnaires from companies are analyzed. Com-
panies have expressed the need to monitor the tem-
perature when transporting frozen foods that must be 
stored within a certain temperature range. Vibration 
sensitivity has also been a requirement, for companies 
transporting shock and vibration sensitive goods. Ac-
cording to the stated needs, the list of functional parts 
has been compiled and shown in Table 2.

The exchange of data between the microcontroller 
and the peripheral units (sensors, NFC, RTC) is necessary, 
hence it is important to consider an appropriate low 
power communication protocol. Most of the peripheral 
devices support I2C (Inter-Integrated Circuit) and SPI 
(Serial Peripheral Interface) communication. SPI com-
munication is more beneficial for applications that need 
a data stream, because of the full-duplex mode. Both I2C 
and SPI offer excellent integration when implementing 
communication between the microcontroller unit and 
peripherals with low data throughput requirements. I2C 
is more easily implemented for multiple device com-
munication and has a smaller footprint on the PCB (only 
two wires are necessary) [23], [24]. In this paper, we use 
peripherals that support I2C communication.

4.	 SMART STICKER MODEL FOR THE BATTERY LIFE 
ESTIMATION

The Smart Sticker device that is considered in this 
work has three modes: Sleep, Measure, and Transfer 
Mode, cf. Fig 4. It monitors environmental conditions 

over a long time, for a period of several months or even 
years, depending on the type of goods that are moni-
tored. Using a battery as a power source the Smart 
Sticker significantly relies on a concept of low energy 
consumption. Subsequently, with reduced energy con-
sumption, the space occupied by the battery also re-
duces. In this way, the Smart Sticker device is feasible 
in small dimensions and applies to products with small 
packaging in the product supply chain.  Based on the 
measuring values, Smart Sticker comes in two pro-
posed variants, Type A and Type B. Type A measures en-
vironmental conditions, while Type B is used for impact 
and shock detection. To reduce the energy consump-
tion and increase the maximum time of operation, the 
sensors are turned on periodically with a relatively long 
delay between the two measurement samples. The 
sampling time tS depends on the application and the 
dynamics of measured physical property. For example, 
a temperature sensor can have a much larger tS (lon-
ger delay between samples), while a vibration sensor 
requires a short tS due to the higher frequency of the 
measured signal. In this work, the following sampling 
time tS values are considered:

•	 once a minute,

•	 once every 10 minutes,

•	 once every 30 minutes,

•	 once an hour (60 minutes),

•	 once every 12 hours (720 minutes),

•	 once a day (1440 minutes),

•	 once a week (10080 minutes).

The Smart Sticker has three modes of operation: 
Measure Mode (MM), Sleep Mode (SM), and Transfer 
Mode (TM), cf. Fig 4. Each mode of operation has a 
specific energy consumption regime. During the MM, 
the microcontroller is communicating with the sensors 
which are measuring physical properties and are send-
ing data via an I2C communication protocol. The data 
is then stored in the EEPROM. During the SM, minimal 
energy is used by the Smart Sticker, only the RTC is con-
suming power from the battery. Finally, during the TM, 
the NFC device is providing the power for the MCU to 
read the data from the EEPROM.

Fig. 4. The Smart Sticker design with three working modes.
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Integrated circuits used in the Smart Sticker design 
are selected from the set of devices with the smallest 
possible energy consumption on the market. The ener-
gy consumption of each component is measured, and 
it is illustrated in Table 3. Each measured value is ob-
tained from an average of 100 measurements. For the 
measurements illustrated in Table 3, the Smart Sticker is 
powered with a 3 V CR2016 battery with EBAT=90 mAh. 
In this instance, the Smart Sticker has two temperature, 
humidity, and pressure sensors for redundancy reasons. 
Redundant sensors are only active in MM, thus having a 
very low impact on battery life. Additionally, in the case 
of redundant measurement of the same parameter, the 
memory requirement remains unchanged. After com-
paring measured redundant values with each other, 
only one parameter value is stored based on a voting 
procedure (e.g. two out of three voting).

I_MM [μA] I_SM [μA] I_TM [μA]

Sensor 1 36.332 0.000 0

Sensor 2 25.280 0.000 0

Sensor 3 38.921 0.000 0

Sensor 4 6.219 6.219 0

Sensor 5 6.219 6.219 0

Sensor 6 6.219 6.219 0

RTC 0.255 0.022 0

I2C 9.181 0.000 0

EEPROM 15.802 0.000 0

MCU 124.605 0.275 0

Further on, a calculation is done to estimate the max-
imum time of operation tOP of a Smart Sticker design 
instance. The calculation is done under the ideal room 
temperature conditions with 25°C. The tOP is estimated 
by the measurements of the energy consumption of 
its components, the consumption of the battery self-
discharge, and the time when the components are con-
suming the energy at a certain operation mode MM, 
SM, and TM, respectively.

The task of the Smart Sticker is to measure environ-
mental conditions and utilize sleep function. With the 
measured energy consumption results in each mode of 
operation, the operating time can be calculated using

Table 3. Current consumption of all components 
considered for an instance of the Smart Sticker.

In equation (1), EBAT is the battery stored energy [Ah], 
and IOP is the total current [μA] consumed during the 
one sampling period tS. During tS, one MM and SM 

cycle is completed. The third operation mode, TM, is 
not considered in the equation since it is an asynchro-
nous event, while SM and MM are repeating in cycles 
with period tS. Additionally, in the TM mode, the Smart 
Sticker is powered from the RF field of the NFC chip 
and the onboard antenna. In Equation (2), sleep time 
tSM and measurement time tMM correspond to the op-
erating modes SM and MM, respectively. The sampling 
time tS is the sum of sleep and measure times, cf. eq. 
(3). Current consumptions in MM and SM are IMM and 
ISM, respectively, cf. Table 3. The self-discharge current 
ISD is calculated from the percentage pSD of discharge 
over the unit of time, which is usually expressed in per-
centage per month or percentage per year. Since EBAT is 
usually in [mAh], with hours as the unit of time, the pSD 
must be converted to the appropriate percentage per 
unit of time, for CR (Coin Manganese Dioxide Lithium 
Battery) battery pSD is 1% per year [25].

(1)

(2)

(3)

(4)

Value Description

EBAT 90 mAh Battery capacity in mA hours

EBAT 5400000 μAmin Battery capacity in µA minutes

EBAT 10.273 μAyear Battery capacity in µA years

pSD 1 % / year Battery self-discharge rate

tBATSL 10 years Battery shelf life

ISD 0.103 μA / year Self-discharge current in micro Amps per 
year

ISD
1.95E-07 μA 

/ min
Self-discharge current in micro Amps per 

minute

tMM 0.017 min Time required to perform one measurement 
cycle

Table 4. Constant values used for calculations of 
estimated operation time.

tS 
[min]

tMM 
[min]

tSM 
[min]

ISD  
[μA]

IOP 
[μA]

tOP 
[year]

1 0.017 0.983 1.95E-07 4.195 2.45

10 0.017 9.983 1.95E-06 0.439 10 (23.39)

30 0.017 29.983 5.86E-06 0.161 10 (63.78)

60 0.017 59.983 1.17E-05 0.092 10 (112.23)

720 0.017 719.983 1.41E-04 0.028 10 (369.63)

1440 0.017 1439.983 2.81E-04 0.025 10 (412.65)

10080 0.017 10079.983 1.97E-03 0.022 10 (458.37)

Table 5. Estimated operation time of the Smart 
Sticker Type A with varying t_S sampling period.

Calculations using eq. (1) to (4) results with values 
illustrated in Table 5. Calculations predict the maxi-
mum operating time t_OP of the Smart Sticker device 
depending on the stored energy in the battery and on 
the energy consumption of used components. As can 
be seen, the maximum operating time t_OP is 10 years, 
due to battery shelf life t_BATSL. For a battery provided 
for a Smart Sticker, after 10 years it is assumed that the 
battery is no longer functional.
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The estimated operation time of Smart Sticker Type 
A is presented in Fig. 5 and Table 5, where Real-Time 
Clock (RTC) achieves significant energy savings using 
its alarm function to wake up the microcontroller peri-
odically. RTC is the only working component in SM for 
Smart Sticker Type A.

As can be seen in Table 5, with more frequent mea-
surements, i.e. with smaller sampling time, energy con-
sumption increases. Increase in the energy consumption 
results with a shorter operating time, as it is shown in 
Fig. 5. Sampling period tS is a parameter that is adjust-
able by the user of the Smart Sticker, therefore it can vary 
depending on the application. Frequent measurements 
are usually preferred to achieve data continuity.

Furthermore, for detecting shocks and impacts dur-
ing goods transportation and handling, Smart Sticker 
Type B is presented. Such detection must continuously 
check for the occurrence of a shock or impact, there-
fore consuming more energy in comparison to Smart 
Sticker Type A.

Fig. 5. Estimated operating time in dependence of 
the sampling period.

Impact detection is an event-based real-time system, 
where it is impossible to predict the number of times 
or when the shock or impact will occur in practice. 
When the Smart Sticker Type B registers a shock or an 
impact with its impact detection sensor, it wakes up 
from the SS to the MM to store the relevant data into 
the EEPROM. Subsequently, it goes back to the SM. The 
sensor for impact detections is continuously working 
in SM, while the MCU is in standby mode. In TM, impact 
detection data is transferred to the NFC device which 
provides the power for the microcontroller to read the 
stored data from the EEPROM, identical to TM in Smart 
Sticker Type A.

For estimating the operating time of Smart Sticker 
Type B, only SM calculations will be performed, be-

Smart Sticker EBAT [μAyear] IOP [μA] tOP [year]

Type A
10.273

0.092 10.00000

Type B 18.932 0.54268

Table 6. Estimated operation time of the Smart 
Sticker instance types with tS=60 minutes.

cause it is impossible to predict an exact number of 
times when impact or shock will occur in practice and 
the device will enter MM. The estimated operation time 
for both Smart Sticker Type A and Type B is illustrated in 
Table 6. If we assume 1000 impacts per year tOP of Smart 
Sticker Type B will be 0.54254 years or 198 days which 
could be increased using a larger capacity battery. De-
pending on the need for impact or shock detection, 
specific threshold detection for certain products can 
be set. More sensitive (fragile) goods can have a lower 
threshold value, while less sensitive goods can have a 
higher threshold value. Damage of goods can vary for 
different products, which use different types of pack-
aging materials and protection during transport.

5.	 CONCLUSION

The supply chain in the global world has become 
a very complex process. Goods on their journey from 
the producer to the customer go thru different supply 
chain stages, and can get damaged because of differ-
ent hazards. Information about the environmental con-
ditions of the goods in all stages of the supply chain 
can help in the reduction of the hazard probability and 
the detection of hazards.

In this paper we analyze the parameters for the moni-
toring of the environmental conditions of goods. Local 
suppliers answered a questionnaire about the environ-
mental conditions of the produced goods. Based on 
the acquired answers several commercially available 
sensors are selected with low power operation. All sen-
sors are implemented and tested on the Smart Sticker 
device.

Smart Sticker model for the battery life estimation 
is developed based on several parameters. Two Smart 
Sticker types are developed. Type A for environmental 
conditions monitoring and Type B for impact detection. 
Based on real-time measurements of the currents and 
different sampling times, operation time is estimated. 
In the worst-case scenario (sampling time 1 min) for 
Type A, the estimated operation time is 2.45 years, and 
for Type B (1000 impacts per year) is 198 days.

Future work will include testing the prototypes in an 
industrial temperature and humidity chamber and on 
a vibration desk. Additionally, real-time measurements 
of the currents in different environmental conditions 
will be carried out. The aforementioned tests will help 
improve robustness for industrial applications. Finally, 
the developed prototype will be tested in real supply 
chain conditions where it can provide food safety and 
quality assurance.
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Abstract – With the great impact of vision and Artificial Intelligence (AI) technology in the fields of quality control, robotic assembly 
and robot navigation, the hardware implementation of object detection and classification algorithms on embedded platforms has 
got ever-increasing attention these days. The real-time performance with optimum resource utilization of the implementation and 
its reliability as well as the robustness of the underlying algorithm is the overarching challenges in this field. In this work, an approach 
employing a fast and accurate vision-based shape-detection algorithm has been proposed and its implementation in heterogeneous 
System on Chip (SoC) is discussed. The proposed system determines centroid distance and its Fourier Transform for the object feature 
vector extraction and is realized in the Zybo Z7 development board. The ARM processor is responsible for communication with 
the external systems as well as for writing data to the Block RAM (BRAM), the control signals for efficient execution of the memory 
operations are designed and implemented using Finite State Machine (FSM) in the Programmable Logic (PL) fabric. Shape feature 
vector determination has been accelerated using custom modules developed in Verilog, taking full advantage of the possible 
parallelization and pipeline stages. Meanwhile, industry-standard Advanced Extendable Interface (AXI) buses are adopted for 
encapsulating standardized IP cores and building high-speed data exchange bridges between units within Zynq-7000. The developed 
system processes images of size 32 × 64 in real-time and can generate feature descriptors at a clock rate of 62MHz. Moreover, the 
method yields a shape feature vector that is computationally light, scalable and rotation invariant. The hardware design is validated 
using MATLAB for comparative studies.

Keywords: hardware-software codesign, hardware accelerators, feature extraction, vision systems, embedded systems

1.	 INTRODUCTION

Machine Vision is one of the most frontiers and revo-
lutionary technology in computer science as a plethora 
of industrial activities has been potentially benefitted. 
It ensures consistent and continuous excellence in 
automating monotonous chores- visual inspection in 
manufacturing [1-3], localization and navigation for ro-
botic guidance [4], real-time measuring and sorting in 
factory floors and production lines [5-7]. Vision systems 
bring operational benefits by reducing human involve-
ment in a manufacturing process and excels in quan-
titative analysis of structured scenes because of their 
speed, accuracy and repeatability.

Volume 13, Number 2, 2022

Traditionally, visual inspection and quality control 
were accomplished by trained experts though it pro-
duces inconsistent results. Vision systems may effec-
tively replace human inspection in such demanding 
cases, so automation has become inevitable to improve 
precision and reliability. Machine vision systems reckon 
on cameras to acquire images so that computer hard-
ware and software can process, analyse and measure 
the various characteristics for decision making. Typical-
ly the initial step in such applications is to localize the 
object or feature of interest within the 2D images. In 
the past few years, various research activities have been 
carried out to propose intelligent systems for real-time 
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analysis of characteristic image features like colour, 
texture and regions. A machine vision assisted sorting 
has been achieved with colour image processing [8]. 
Classification based on texture analysis has been inves-
tigated in [9]. The paper also discusses the advantages 
and disadvantages of texture image descriptors and 
covers the discrimination performance, computational 
complexity and resistance to challenges such as noise, 
rotation etc. Automated visual-based defect detec-
tion approaches applicable to various materials such 
as metals, ceramics and textiles are discussed in [11]. A 
survey of textural defect detection based on statistical, 
structural and other approaches are considered. Sev-
eral efforts have been made in areas of image process-
ing to implement algorithms in hardware. Employing 
dedicated hardware structures accelerates these vision 
modules. The work [12] discusses the description of a 
simple fast shape detection algorithm and its imple-
mentation in hardware structures like FPGA. The detec-
tion algorithm is based on the concepts of Hu´s mo-
ments that are invariant to similarity transformations. 
[13- 19] describes the realization of standard edge de-
scriptors that are computationally intensive.

As the demand for computationally intensive algo-
rithms for real-time industrial applications is on a steep 
rise, a trend has been witnessed towards utilizing Field 
Programmable Gate Arrays (FPGAs) or Graphics Pro-
cessing Units (GPUs) for implementing the vision al-
gorithms instead of using CPUs, which are inherently 
sequential processing devices. Compared with gener-
al-purpose CPUs, realizing applications in FPGAs can 
act as hardware accelerators that can offload the com-
putational burden from the CPU and also help in devel-
oping a prototype system before ASIC implementation. 
Although modern FPGAs have excellent hardware ca-
pabilities, high development difficulty is the main dis-
advantage. Image processing systems realized in FPGAs 
involve the pipeline data processing approach, where 
the pixel stream passes through different computing 
elements. In addition, while handling significant quan-
tities of data, resource constraints often jeopardise the 
real-time performance of the system. To address these 
challenges, modern FPGA chips usually embed micro-
processor cores to achieve the convenience and flex-
ibility of software. 

This paper presents a shape-based feature extraction 
system and adopts the Zynq SoC platform launched 
by Xilinx where it integrates the software programma-
bility of an ARM-based processor with the hardware 
programmability of an FPGA, enabling hardware accel-
eration on a single device. Through this combination, 
Zynq has the advantages of having ARM and FPGA. The 
ARM core eases interfacing the peripherals while FPGA 
performs parallel processing as well as dynamic recon-
figuration. The work discusses the hardware realiza-
tion of the algorithm on Zynq architecture [20] so that 
the unit acts as a standalone shape feature extractor. 
Feature extraction algorithms generally employed in-

clude steps like pre-processing, feature detection and 
feature descriptor building. In the current work, Cen-
troid Distance calculation and Fast Fourier Transform 
(FFT) are employed for feature building and the output 
obtained is in the form of feature descriptors. The pro-
posed method effectively determines the shape Fou-
rier descriptors by tackling the problems related to the 
hardware implementation, such as the requirement of 
nonlinear operations. These descriptors which unique-
ly characterises the object based on its shape is later 
utilized by classification algorithms. Although hard-
ware realization of different features is reported, a com-
putationally efficient algorithm is proposed, which em-
ploys custom modules developed using Verilog along 
with the Xilinx IP cores.  However, hardware realization 
of the algorithm using a reconfigurable platform is a 
complex task that needs validation of the proposed 
methods in a simulation. The results of the proposed 
work are also validated by implementing the algorithm 
in MATLAB. The main contributions of the paper can be 
summarised as follows:

1)	 A vision system on Zynq heterogeneous platform is 
built, which covers shape-based feature detection, 
and process images of size 32 × 64 and generates 
feature descriptors/vectors at a clock rate of 62MHz 

2)	 Shape feature using FFT offers translation, rotation 
and scale-invariant attributes and ensures less ded-
icated hardware resource utilization, thus making 
the robotic vision module compact.

Robotic systems with an embedded camera can 
make decisions based on the observations of the in-
puts around them. The proposed vision-enabled shape 
feature extraction technique integrated with robotic 
systems can be widely used in industrial sectors for 
automation by intelligent sensing of production lines. 
Hardware realization in FPGA ensures real-time pro-
cessing of the captured images with sufficient speed 
and accuracy that satisfy ever-increasing production 
and quality requirements, consequently aiding in the 
development of totally automated processes. In addi-
tion, such systems can also be trained to work in ex-
treme environments without involving human inter-
vention. 

The rest of the paper is organized as follows. Section 
2 explains the overall structure of the algorithm used in 
the proposed shape detection. Section 3 explains the 
details of the proposed hardware implementation. Sec-
tion 4 and 5 report the results obtained and conclude 
by discussing the future scope.

2.	 SYSTEM OVERVIEW 

The proposed vision engine for shape feature deter-
mination includes the following: acceleration module 
for pixel stream processing and analysis, storage mod-
ules and associated interfaces. The ZYNQ-based image 
processing system establishes a connection with the 
host computer through the UART communication pro-
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tocol, which enables data communication between the 
platform and the host computer. The feature extrac-
tion system is the core of the developed system. The 
working process for the entire system is described as 
follows:  First, the robotic system is allocated the work-
bench where the industrial camera captures the scene 
with the aid of lens and associated light source. The 
camera image is processed and loaded into the Block 
RAM. Then, object boundaries, as well as the features, 
are extracted. Finally, these features are used for their 
classification. The overall architecture of the work is il-
lustrated in Fig. 1.

2.1	 Algorithms for efficient 
	c omputation of feature 
	desc riptors

Fourier descriptors are derived by applying Fourier 
Transform on a 1D Shape Signature. A shape signature 
z(t) is a 1D function representing 2D areas or boundar-
ies [21]. A shape signature usually captures the percep-
tual feature of the shape. In the following, we assume 
that the shape boundary coordinates (x(t), y(t)), t= 
0,1,2,……, N-1 has been extracted in the preprocessing 
stage where t usually represents the arc length. 

The position function of an object from its 2D view 
is derived from the boundary coordinates using the 
equation

(1)z(t) = |x(t) -xc | + i|y(t) -yc|
where (xc, yc) is the centroid of the shape, which is 

the mean of the boundary coordinates. For a sequence 
(x1, y1), (x2, y2), . . . , (xN, yN) of uniform contour points 
in order, where N refers to the sampling points on the 
contour, the centroid point of these contour points has 
to be calculated first. The centroid coordinates corre-
sponding to the object in a binary image is the arith-
metic mean of all boundary coordinates as described 
in the equation (2) and (3) where xi and yi are the x and 
y coordinates along the boundary of the object and N 
is the total number of boundary coordinates.  

(2)

(3)

z(t) represents the shape boundary which is also 
translation invariant. Rotation causes z(t) circular shift 
and scaling of shape only introduces linear changes 
in z(t). Employing position function (complex coordi-
nates) as shape signature involves little computation 
and is calculated using Centroid Contour Distance 
(CCD).

The CCD function is the distance of the boundary 
points to the centroid (xc, yc) of the shape and r(t) is 
translation invariant.

r(t) = ((xt-xc)
2+(yt-yc)

2 )1/2 (4)

Rotation introduces circular shift while the scaling of 
shape only changes r(t) linearly.

The CCD feature is a distance sequence that describes 
the contour feature of the object by using the vector 
composed of the distance from the shape centroid to 
the contour point. The coordinates of the traversing 
point along the contour can be represented as a func-
tion whose period is defined by the perimeter of the 
shape boundary. This period function is represented by 
the Fourier series expansion. 

This 1D signature which is derived from 2D shape 
boundary coordinates is subjected to discrete Fourier 
Transform of M points (centroid-distance points) and is 
given by the equation  

For u=0,1,...,M-1

(5)

The results are a set of Fourier coefficients, which repre-
sents the shape using the feature vectors and these nor-
malized Fourier coefficients are used as shape descriptors. 

3.	 DESIGN OF PROPOSED VISION MODULE 

3.1	 ZYNQ Hardware Platform

The proposed image processing system is realized 
with Xilinx fully programmable SoC chip ZYNQ-7000 
7z010clg400-1 and is integrated with a high-perfor-
mance dual-core ARM Cortex-A9 processor. It provides 
a wealth of peripheral interfaces and general expan-
sion pins, and can generate the required processing 
and computing performance for high-end embedded 
system applications such as industrial control, machine 
vision, image and video processing and automotive 
driving assistance. The corresponding hardware block 
design for the module developed is shown in Fig. 2.

3.2	 Vision module for the shape  
	 feature extraction

Image processor block forms the core of the architec-
ture where real-time implementation of feature extrac-
tion algorithm of objects in 2D images is carried out. The 
proposed block determines the centroid as well as com-
putes the Fourier descriptors. To compute the feature, 
a pipeline process is carried out for each frame and the 
digital machine for the feature extractor is shown in Fig. 3.  
In the first stage, the conversion from gray to binary is car-
ried out and stored in Block RAM (referred to as BRAM1). 
In the second stage, contour coordinates (row, column in-
dexes) of the region of interest are calculated and stored 
in another Block RAM (referred to as BRAM2). In the third 
stage, the indices are averaged to determine the x and y 
coordinates of the centroid (xc, yc). The centroid contour 
distance is determined using equation (4) in the fourth 
stage. Finally, the FFT of the centroid distance is deter-
mined which yields the shape feature descriptors. Start-
ing from the next frame, the feature is obtained in each 
subsequent frame. BRAM1 is for storing the images which 

F
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are captured using the cameras from the processor side. 
BRAM2 is for storing the indexes of the boundary pixels 
of the object. The feature vector can be stored in a BRAM 
that is subsequently accessed for classification.

Following are the main steps involved in the imple-
mentation of the image processor block:

1)	 Initialize row and column counters for reading each 
row of the binary 2D image stored in BRAM1.

2)	 Identify pixels (equal to 1) from each row that cor-
responds to the boundary; the position of row and 
column index is stored in BRAM2. 

3)	 Average the row and column index to determine 
the centroid coordinates.

4)	 CCD distance is calculated by finding the square 
root of distances between each index position and 

centroid coordinates, which is the 1D shape signa-
ture of the object.

5)	 Determine the Fourier descriptors by applying FFT 
on the shape signature

The finite state machine is used to implement BRAM 
reading and writing, while square root and FFT opera-
tions are performed using the Xilinx IP Cores. The ef-
ficient data transfer between the BRAM IP core and 
ZYNQ hard core is very important as the image pixels 
are stored in the BRAM initially and it is configured in 
BRAM controller mode. The data is passed through AXI 
interconnect from the processor/ Processing System 
(PS) and read out again using custom controller mod-
ule for further processing developed using Verilog HDL 
and the state diagram for exchange of data between 
BRAM is shown in Fig. 4.

Fig. 1. The overall architecture of the proposed feature extraction module 

Fig. 2. Hardware Block Design of the proposed shape feature extraction module in Vivado



113Volume 13, Number 2, 2022

Fig. 3. Digital Machine for CCD –FD feature extractor

The image pixels are written to BRAM from the PS 
side and the access to the contents of the BRAM1 (con-
figured in BRAM controller mode) is done using the 
Finite State Machine technique. The memory size of 
BRAM is initially calculated based on the standard im-
age size from the camera interface. Four states are used 
to manipulate the pixels and the output of the state 
machine gives the position of the boundary pixels in 
terms of row and column index. In the IDLE state, all 
the signal initialisation for the data fetches is done. This 
state resets the row and column position counters for 
identifying the pixels on the object shape contour. The 
address is initialized to read the image data from the 
storage element. In the RD_BRAM1 state, enable is 
made high while the read signal is tied low for its read-
ing. The pixel value is checked if it is in object periph-
ery, in such cases, its coordinates like row and column 
have to be stored which is done in WR_BRAM2 state. 
Another BRAM2 (in standalone mode) is configured for 
storing the row and column index for each contour pix-
el. The process is repeated until the entire image frame 
is processed when it enters the DONE state. Likewise, 
another state machine is maintained to read the con-
tents from the standalone BRAM for further processing.

Fig. 4. State diagram showing the pixel 
manipulation of images

3.2.1 Centroid Calculator

It is necessary to identify the object's boundary pix-
els to obtain the (xc, yc) values for equations (2) and (3). 
It is determined by averaging up the row_index_sum 
and column_index_sum separately each time the clock 
changes. 

3.2.2 CORDIC IP Core Configuration

Characterization of IP cores is important while con-
cerning the timing for various configurations. This in-
formation is critical in the design flow and it affects all 
stages, from IP core selection to the synthesis of inter-
faces to calculation of latency and throughput. CORDIC 
IP Core is for determining the square root operation 
while calculating CCD distance. For the CORDIC IP core 
to be used as the square root calculator block parame-
ters like pipelining mode, data format, input width and 
round mode has to be properly configured.

Not all configurable parameters will be available for all 
functions supported by the Xilinx CORDIC IP core. At the 
same time, some parameters cannot be configured when 
a particular parameter is selected. For instance, when con-
figured for square root operation with 32-bit unsigned in-
teger input, the output width is automatically set to 17 in 
the core and the architectural configuration is set to paral-
lel. The square root of the distance between the boundary 
and centroid coordinates has to be computed for which 
CORDIC (6.0) IP core is employed and is optimized for 
FPGA fabrics. The data format chosen is unsigned integer, 
truncate rounding mode has opted. 

3.2.3 FFT IP Core Mode Selection

 The Xilinx FFT core (9.1) supports four architectures 
-Pipelined, Radix-4, Radix-2 and Radix-2 Lite and for the 
proposed image processing work, a pipeline architec-
ture is adopted. The FFT core is configured to a trans-
form length with the target of 50Millions of Floating-
point operations per second (MPS) throughput. Input 
ports are connected to input source block through 
appropriate blocks keeping the data and signal in-
tegrity issues in mind. Out ports of the FFT processor 
are terminated, and only the output data such as real, 
imaginary and index values are captured. The outputs 
(real and imaginary components) of the FFT IP core are 
captured from the port m_axis_data (TDATA) by using 
the configuration settings. The real part of the FFT IP 
core is obtained by concatenating the bits {m_axis_
data_tdata[20],m_tdata[14:0]}. The imaginary part is 
identified using the bits configuration {m_axis_data_
tdata[44], m_axis_data_tdata[38:24]}. The index of the 
FFT Core is identified by m_axis_data_tuser[3:0].
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The designed hardware architecture was function-
ally correct, simulation was performed with the image 
(rows) used for feature extraction and was evaluated to 
improve the simulation time of the design. Simulation 
of the algorithm is also done in MATLAB.Then the test-
bench results of the algorithm stages are compared to 
their counterpart implementation to ensure that the 
implemented hardware architecture has correct func-
tionality.

The verilog implementation considers the image as a 
continuous stream of pixel values. The simulation and 
MATLAB results for the CCD step are almost identical 
even if the rounding errors associated with square root 
operations are considered. While performing FFT op-
erations, suitable rearrangement of the output bits and 
conversion is performed to make the results compara-
ble with software simulation. By performing proper bit 
alignment to get the real and imaginary components 
of Fourier descriptors, the implemented hardware ar-
chitecture for the algorithm can be proved functioning 
correctly.

4.	 SIMULATION AND ANALYSIS RESULTS OF THE 
PROPOSED VISION MODULE

To evaluate the performance of the proposed shape 
feature extraction algorithm, it is tested on the KTH 
dataset [22] of hand tools and was collected using the 
Yumi pedestral robot platform under vision setup. Data 
set consists of handtools of category- hammer, plier 
and screwdriver that are taken under different illumi-
nation and background as in Fig. 5

Fig. 5. Sample images of the KTH database 
captured under the Vision Setup

The shape feature vectors determined are tested us-
ing eight different objects: two hammer variants, three 
distinct pliers and three different screwdrivers. The 
evaluation used a total of 640 images divided into 8 
different classes with 40 images per class. Each of the 
datasets is captured under artificial and cloudy back-
ground. The feature vectors so calculated for the hand 
tools of the KTH database under different illumination 
and background setting are translation, rotation and 
scale-invariant.

To test the robustness of the proposed scheme, we 
determine the Fourier coefficients of rotated and trans-
lated postures of a sample object. The accuracy plot is 
drawn to prove the feasibility and effectiveness of the 
proposed algorithm, as shown in Fig. 6

The accuracy was around 86% with 10 feature points 
(descriptors) and was chosen as the optimum number 
of points for the classification. Fig. 7a and 7b show the 
processed binary images and the extracted shape sig-
natures respectively. Taking the Fourier Transform of 
each of the shifted signatures produced the same nor-
malized Fourier coefficients and can be shown that our 
implementation is invariant to translation and rotation 
as shown in Fig. 8. 

Fig. 6. Accuracy plot using SVM classifier

The hardware implementation of the proposed ar-
chitecture is synthesized for the Zybo board using 
Xilinx Vivado Design Suite 2019.2. Simulation is done to 
verify the functionality of the shape-based feature ex-
traction algorithm. The implementation was also done 
in MATLAB and both the results were evaluated with 
the same frames. The results obtained from the simula-
tor are validated by converting the fixed-point output 
to integer format and are almost identical. 

The operations were performed on a 32 × 64 image 
and the proposed hardware acceleration module com-
putes the feature vectors within 16.13ns(62 MHz). In 
this context, it can be recalled that the software imple-
mentation of the technique requires 26.3 ms to extract 
the features. The simulator results of the feature extrac-
tor are shown in Fig. 9. The output lines u_ila_0_o_tda-
ta_re_tmp[15:0] and u_ila_0_o_tdata_im_tmp[15:0] 
are the user defined signals from the ILA (Integrated 
Logic Analyser) corresponding to real and imaginary 
components of the FFT IP Core. 
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Fig. 8. The initial normalized Fourier coefficients of the shifted shape signatures

These signals correspond to o_tdata_re_tmp[15:0] 
and o_tdata_im_tmp[15:0] (of the block fftProcess_0 
of the hardware block design). u_ila_0_o_tdata_usink_
tmp[3:0] in the simulated waveform provides the index 
of the Fourier coefficients. The hardware utilization after 
the place & route of the implemented algorithm is giv-
en in Table 1. The FPGA essentially consists of hardware 
resources such as memory, slice registers, slice LUTs, 
LUT flip flop pairs and DSP blocks. A full post-synthesis 
and post-routing test-bench simulation are performed 
to measure the frame processing time. Here, it is shown 
that 21.08% of LUTs and 25% of available BRAM is used 
and this utilisation includes image processing, centroid 
determination and feature extractor.

(a)

(b)

Fig. 7. Translation and rotation invariance of objects 
(a) Hand tools for extracting feature vectors  (b) The 

shape signatures of the images with the starting 
points shifted.

Table 1. Resource Utilisation of the proposed shape 
feature extraction architecture

Resource Utilisation Available Utilization (%)

LUT 3710 17600 21.08

LUTRAM 605 6000 10.08

FF 5025 35200 14.28

BRAM 15 60 25.0

DSP 6 80 7.50

BUFG 2 32 6.25

Fig. 9. Simulated results of the proposed Shape Fourier descriptor
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5.	 CONCLUSION

This paper has presented a real-time shape feature 
extraction algorithm for embedded platforms. This algo-
rithm combines the centroid distance and Fast Fourier 
Transform for determining the feature descriptors. These 
are accelerated by using Field Programmable Gate Arrays, 
which satisfies the real-time performance of the algo-
rithm in embedded platforms. Algorithms for the shape 
feature extraction have been implemented and tested by 
hardware modules developed using Verilog language.

Hardware implementation of shape feature vector 
has been demonstrated using a  sample image where 
processing was done at a speed of 16.13ns as com-
pared to software implementation. The interaction us-
ing standard AXI4 interfaces allows different modules 
in the system to be exchanged or configured easily. 
Direct Memory Access (DMA) will be investigated for 
carrying out image transfer for future study.
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Abstract – There are many traditional classification algorithms used to classify multispectral images, especially those used in remote 
sensing. But the challenges of using these algorithms for multispectral image classification are that they are slow to implement and 
have poor classification accuracy. With the development of technologies that mimic nature, many researchers have resorted to 
using intelligent algorithms instead of traditional algorithms because of their great importance, especially when dealing with large 
amounts of data. The bat algorithm (BA) is one of the most important of these algorithms. This study aims to verify the possibility 
of using the BA to classify the multispectral images captured by the Landsat-5 TM satellite image of the study area. The study area 
represents the Mosul area located in the Nineveh Governorate in northwestern Iraq. The purpose is not only to study the ability of the 
BA to classify multispectral images but also to obtain a land cover map of this region. The BA showed efficiency in the classification 
results compared to Maximum Likelihood (ML), where the overall accuracy of classification when using the BA reached (82.136%), 
while MLreached (79.64%).

Keywords: Bat algorithm; Multispectral image; Classification; Land cover classification

1.	 INTRODUCTION

In recent years, algorithms based on swarm intel-
ligence (SI) have grown rapidly and significantly. They 
are being used extensively in many mathematical and 
engineering applications as well as in digital image 
processing. The bat algorithm (BA) is one of the most 
widely used techniques for solving clustering problems 
especially in remote sensing images where traditional 
classification algorithms do not provide high accuracy 
[1].

The idea of the BA is taken from nature. When bats 
fly at night in search of food, they emit echoes to guide 
them and determine their correct path, thus avoiding 
any obstacles they might encounter in their path. Dur-
ing its flight, the bat uses a technology that is some-
what similar to a sonar. It listens to the echoes of the 
sound to guide it on its way. A bat's echolocation is 
determined by emitting high-frequency sound pulses 
through its mouth or nose and listening for the echo 
[2]. 
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Many researchers have studied the bat-inspired algo-
rithm and below are short summaries of their works:

In [3], the authors presented a bat-inspired algorithm 
(BA), which relied on the behaviour of echo sites, to se-
lect multiple thresholds for different levels using the 
principle of maximum entropy (MaxEnt). The experi-
mental results obtained in this study indicated that the 
proposed BA algorithm could find multiple thresholds 
similar to the optimal ones that were determined us-
ing a comprehensive search approach. Compared with 
Cuckoo search(CS), the computational times show that 
the BA algorithm is superior to the CS algorithm. 

In [4] the authors provide a comprehensive review of 
the new BA and its variants. In this review, the following 
three main features are summarized by analyzing the 
main features and updating the equations:

1- Frequency control: This feature may be similar to 
the one used for particle swarm optimization and har-
mony search.



120 International Journal of Electrical and Computer Engineering Systems

2- Auto Zoom: The BA can automatically zoom in on 
the area where promising solutions have been found. 
For this reason, he concluded that BA has a fast rate of 
convergence.

3- Parameter control: BA uses parameter control, 
which enables it to change parameter values while it-
erations continue.

In [5] the authors used the BA to solve the multi-level 
image threshold problem. From the results they ob-
tained, they concluded that the BA outperformed all 
other tested algorithms.

In [6], the authors used the BA to improve the con-
trast of the grayscale fingerprint image. The purpose of 
the BA was to map gray level distributions of contrast 
enhancement endings. 

In [7], the authors discussed in their paper a variety of 
research articles, most of which dealt with the possibil-
ity of modifying the BA and its available applications. 
Despite the characteristics and capabilities of this algo-
rithm, the researchers argue, there are still some prob-
lems that require additional research, such as param-
eter tuning and parameter control in this algorithm. 
However,  BA remains an efficient algorithm.

In [8], the authors used simulation experiments on 
six test functions to verify and improve the Binary Bat 
algorithm (BBA). According to the simulation results, it 
was found that the convergence velocity of the algo-
rithm is relatively sensitive to the parameter setting of 
the algorithm used.

In the field of remote sensing, many methods are 
proposed to extract the important features from the 
image, the most important of which are the following:

In [9], the authors presented in their paper a method 
for extracting features of remote sensing images based 
on BA and natural chromatic aberration. Initially, the 
contrast of remote sensing images was improved by 
the BA. Then, the colour feature was extracted using 
normal chromatic aberration, and then the features 
were encoded in a binary system. 

In [10], the authors used BA to solve the transport 
network design problem so as to get the best objec-
tive function value solution. BA outperformed all intel-
ligent techniques such as Genetic Algorithms (GA) and, 
Ant Colony Optimization (ACO). 

In [11], the authors explored BAT Algorithm (E-BA) 
with a 2-D histogram is based on multi-level image 
thresholding for effective picture thresholding which is 
achieved by maximising the Renyi entropy. E-BA was 
successfully tested on standard test pictures to dem-
onstrate the algorithm's performance. The E- BA's ob-
tained results were compared to Renyi entropy algo-
rithms such as BAT and Particle Swarm Optimization 
(PSO). According to these comparisons, the algorithm 
(E-BA) has the highest fitness value among all the al-
gorithms.

In [12], the authors presented a robust digital image 
watermarking scheme based on Static Wavelet Trans-
form (SWT) using the Bat Optimization BA and the 
powerful Speedup (SURF) feature. The results showed 
that it is possible to achieve a targeted balance be-
tween watermark visibility and durability. 

In [13] the authors presented a BA analysis based on 
the preliminary mathematical analysis and statistical 
comparisons of the first-hit time performance mea-
surement distributions obtained on a test set of five 
carefully selected objective functions. The results show 
that BA is not an original contribution and does not 
generally outperform the PSO algorithm when making 
a fair comparison. Finally, the results indicate that the 
best BA version is a simple combination between PSO 
and simulated annealing. 

In [14], the authors propose in their paper several 
Objective Bat algorithms (MaOBAT) that solve multi-
objective optimization problems through effective 
approximation of Pareto approximation (PA) with high 
diversity and good convergence. A pilot study shows 
that MaOBAT works efficiently and has significant ad-
vantages over MaOPSO, SMPSO, and NSGA III.

Some previous studies in the field of multispectral and 
classification based on image processing were reviewed:  
Perumal and Bhaskaran compared the performance of 
different classifiers and found that the Mahalanobis 
classifier is superior even to the advanced classifiers. In 
terms of successful image classification, the simple and 
accurate workbook demonstrates the importance of 
considering the relationship between the data set and 
the classifier. Also, the researchers stated that additional 
studies are needed to improve the use of classifiers to 
increase the applicability of such methods [15]. 

In [16], Some researchers revealed the loss of veg-
etation cover for Nineveh Governorate by using remote 
sensing images based on the algorithm of an ant colony  
According to the results, the agricultural area and flood-
plain decreased from about 31% in 1987 to 11.2% in 2009, 
while the origin of the early sandy plate and desert region 
increased from 42.7% to 49%.  Sand dunes also appeared 
in 2009 in about 26.47% of the overall study area. 

In [17], the authors proposed a bat-based clustering 
algorithm. They used multispectral satellite images to 
help solve crop type classification problems. The perfor-
mance of the proposed method is compared to that of 
three other techniques: K-mean clustering, GA, and PSO. 
Since BA successfully converges to optimal centres of 
mass, it was concluded that BA can be successfully ap-
plied to address crop type classification problems. 

In [18], the authors presented a method for detecting 
buildings in densely populated urban areas by integrat-
ing data from the first pulsed laser scanner. The purpose 
of this method is to achieve a land cover classification.

In [19], the authors address the problem of multi-
spectral satellite image classification of forest plants. 
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Features were investigated based on wavelet transform 
and a classification method involving consideration of 
the significance of each feature. 

In [20], the author investigated the neural network 
matrix classifier and its application in multispectral im-
age classification. By the results obtained, the effective-
ness of this classifier has been demonstrated compared 
to standard classifiers. 

In [21], the authors optimized the K-mean algo-
rithm according to the problems found in visual tag-
ging when performing supervised classification. The 
weighting coefficient and K-mean clustering method 
were combined to characterize the training samples, 
which reduced the subjective influence of visual inter-
pretation on the classification results. 

In [22], the authors proposed an automated approach 
to detecting water bodies based on the Dempster-Shafer 
theory of combining supervised learning with a specific 
property of water in the spectral range in a completely 
unsupervised context, thus providing valuable informa-
tion for further land cover classification. 

In [23], the authors presented a method of describing 
and classifying multispectral images that allows recog-
nition of classes of different organisms was presented. 
The algorithm has been successfully applied to forest 
plants. 

Using multispectral sensors, In [24], the authors pro-
posed a new method for recording captured images 
and introduced a new fusion scheme that combines 
images differently for high and low frequencies. 

In [25], the authors proposed a multispectral image 
classification based on an object-based active learning 
approach which is a novel method for object-based 
sampling. 

In [26], the authors responded to the difficulty of 
detecting a change in multispectral images by propos-
ing a methodology (GBF-CD) based on the merging of 
graphic data.

For our current study, Mosul city is the study area. It is 
located in Nineveh. Mosul is about 465 km to the north 
of Baghdad, as shown in Fig. 1 [24].

Fig. 1. Study Area

This study proposes a supervised classification meth-
od for multispectral image data based on the BA. The 
aim of this study is to use the BA for classifying mul-
tispectral satellite image datasets and compare their 
overall accuracy with the conventional image classifi-
cation method. 

The study organization is as follows: Section 1 pre-
sented an introduction; Section 2 presents the bat 
algorithm concept; Section 3 provides an image clas-
sification based on the BA. Section 4 discusses the pro-
posed work and section 5 lists the results of the study.

2.	 	Bat Algorithm (BA)

The bat algorithm (BA) is developed by Xin-She Yang 
in 2010 and it is established according to the following 
rules [3]:

Bats have an echolocation behaviour similar to that 
of microbats as they measure the distance and the dif-
ference between prey and background block. To locate 
a prey, bats fly indiscriminately in space vi at position xi, 
with a frequency fi and loudness Ao. They may change 
the wavelength (frequency) of the pulses and the rate 
at which they release them based on the proximity of 
their prey. The loudness should range from a high posi-
tive value Ao to a low constant value Amin. As the num-
ber of samples grows, this rule can be changed. The 
following will be used to determine the new locations 
xi(t) and velocities vi(t) [17]:

When it is a regular random number the range will 
be [0, 1], fmin = 0, fmax = 1 and p(t) represents the current 
global best solution (location). When the bats’ positions 
are updated, a random number is created. If the gener-
ated random number is more than the pulse emission 
rate ri, a new solution is generated using a local random 
walk around the existing global best solution.

(1)

(2)

(3)

When the random number is ε, which is between [-1, 
1], the population average loudness is (t).

Furthermore, by regulating the loudness Ai (t+1) and 
the pulse rate ri(t+1).

The constants are α and γ while the initial values of 
loudness and pulse rate are α>0,γ>0. Ai (0)and ri (0), re-
spectively. The steps of the standard BA are described 
as follows: The first step: Initialize the position, velocity, 
and parameters for each bat, then use Equation to pro-
duce the frequency at random (3). 

(4)

(5)

(6)
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The second step: Eq. (1) and Eq. (2) should be used to 
update each bat position and velocity. 

The third step: Create a random number for each bat 
(0 < rand1 < 1). If rand1 ri(t), update the temp position 
and use Eq. (4) to get the fitness value for the corre-
sponding bat.  

The fourth step: Create a random number for each 
bat (0 rand2 1). If rand2 Ai(t) and f(xi(t)) f(p(t)), update 
Ai(t) and ri(t) with Eq. (5) and Eq. (6), respectively. 

The fifth step: Select each individual according to 
their fitness levels and save It.  

The sixth step: If the requirements are met, the algo-
rithm is complete; otherwise, proceed to the second 
step[11].

3.	 	Multispectral Image Classification using the BA

Based on the above descriptions, the main steps of the 
BA consist of a single loop with some probabilistic switch-
ing during the iteration. Thus, the BA procedure is sum-
marized in the following flowchart, as shown in Fig. 2. 

Fig. 2. BA flowchart

4.	 PROPOSED METHODOLOGY

Due to the large amount of data contained in mul-
tispectral images, dealing with the amounts of infor-
mation contained in them is necessary. Dealing with 
it, though, is complicated. Unlike interpreting aerial 
imagery, these multi-spectral images do not allow for 
immediate object detection of the type of feature. As a 
result, a remote control is required. To help the user un-
derstand the features in the image, sensor data should 
be classified first, then processed by using various data 
optimization techniques. Depending on the classifica-
tion algorithm used, this classification is a difficult task 
that needs careful validation of training samples. The 
classification algorithms in this study come in a variety 
of shapes and sizes. The simulation algorithm used is 
the BA.

Classification algorithms are gaining popularity in 
the field of remote sensing and land and land cover 
classification. Because of the complexity of extracting 
information from images and satellite data, the task 
of classifying images is a daunting task. But with the 
huge advances in swarm intelligence simulation in na-
ture and artificial intelligence algorithms, it has helped 
solve classification problems. For this reason, the cur-
rent study aims to verify the possibility of using the BA 
in land cover classification.

Fig. 3. Steps of multispectral image classification
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Figure 3 illustrates the basic steps that were applied 
in order to classify the multispectral images of the Mo-
sul area in north western Iraq.

To control the amount of red, green, and blue in a co-
lour image, three LANDSAT spectral bands were used 
to produce three-band composite images. The spectral 
range of vision of the human eye is roughly represented 
by the False-color composite images with band groups 
7, 4, and 2; therefore these images appear close to what 
would be expected in a normal colour photograph. 
This phase is essential for determining the training area 
based on field information. A synthetic representation 
of a multi-spectral image is a false-colour image. The 
range numbers used for red, green, and blue in a given 
order are often used to identify the specific ranges used 
in tri-band combinations. So, an image that uses Band 
7 will be assigned to red, Band 4 to green, and Band 
2 to blue (7, 4, 2). As shown in Fig. 4, the short wave 
complex of ranges 7, 4 and 2 represents the Tigris River 
in bluish-green, and the cultivated areas with different 
degrees of brown. The roads appear as straight, light 
lines, and so is the case with the rest of the other classes 
of land cover. The image classification process includes 
some basic steps such as optimization of multi-spectral 
images, feature extraction, use of the principal compo-
nent analysis (PCA) algorithm to extract features, and 
reduction in the dimensions included in the classifica-
tion. Instead of entering six images, three components 
are used (PCA1, PCA2, PCA3), as shown in Fig. 5.

Fig. 4. False-color composite images with band 
groups (7, 4, 2)

(a)

(b)

Fig. 5. Principal Component Analysis Results:
(a) PCA1, (b) PCA2 and (c) PCA2

(c)

5.	 RESULTS AND DISCUSSIONS

The results of this study show the importance of rely-
ing on remote sensing data and Landsat satellite im-
ages with the sensor (TM) to detect discrimination and 
identification of land cover types in the study area,  and 
the importance of using the BA programmed using 
Matlab to classify multispectral images. 

To train the classifier, the training areas were selected 
from false images based on the field information and the 
GIS system available about the study area,. Finally, the BA 
is used to classify multispectral images by drawing on 
field information and generating colour land cover clas-
sification images. Fig. 6 illustrates the classification results.

The BA was used as a supervised classification that takes 
advantage of the collected training samples. Choosing 
spectral signatures for different classes of training areas is 
very important for training the supervised classifier. In this 
study, training areas were selected based on the false-co-
lour composite in addition to the available field and geo-
graphic information about the study area. Since biased 
selection in supervised classification negatively affects 
classification accuracy, the accuracy of selection of train-
ing regions is important and that is why ERDAS IMAGINE 
was used to select training regions.  Depending on the na-
ture of the study area, the number of classes required to 
implement the BA was divided into six categories: Water, 
Agriculture, Barren, Grasslands, Roads/Birds, and Urban 
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Fig. 6. BA Classification Result

Areas. Fig. 6 and Fig. 7 show the result of the classification 
using the BA and ML after giving a label for each class and 
obtaining images of the land cover of the study area.

Fig. 7. ML Algorithm Classification Result

To create a land cover map, it is necessary to use a 
huge amount of data about the study area with the 
use of one of the classification algorithms. In this study, 
multispectral images were used, and they were classi-
fied using the BA. But the classification will not be use-
ful to use unless accuracy is evaluated. As a result, the 
objectives of accuracy assessment are to evaluate the 
accuracy of the classification and document its useful-
ness so that it can be properly understood by others.

In most cases, accuracy assessment consists of two 
steps:

1. Collection of reference data. This data enables the 
identification of land cover classes at specific locations 
using a methodology independent of the data used for 
remote sensing classification. Reference data sources 
include high-resolution, remote-sensed spatial data, 
such as field or geographic information system infor-
mation, and field survey measurements with GPS-re-
corded location.

AC=CR/SR, (7)

where AC denotes the correct rate. CR represents the 
number of correctly classified pixel samples. SR repre-
sents the total number of pixels in each training class. 

Omission error: pixels that belong to actual classes 
but aren't classified into them (e.g., 15 pixels which 
should have been classified as Grasslands, were classi-
fied as Agriculture).

After calculating the accuracy and error in the per-
formance of the classifier for each class and calculat-
ing the final classification accuracy, the results were 
very acceptable as shown in Table 1 and Table 2. When 
calculating the classification accuracy, we noticed that 
the correctly marked classes were the first, second and 
fourth classes, while the worst marked were the Fifth 
and sixth classes. But the overall accuracy of the BA 
classifier was better than the maximum likelihood al-
gorithm, scoring 82.136% and 79.64%, respectively.

Class No. Class Name Accuracy Omission Error

Class1 Water 96.08 3.92

Class2 Agriculture 87.61 12.39

Class3 Barren 84.4 15.6

Class4 Grasslands 87.51 12.49

Class5 Roads/ Birds 71.9 28.1

Class6 Urban 65.32 34.68

Overall Accuracy= 82.136% Overall Error=17.863%

Table 1. Accuracy Assessment (BA)

Class No. Class Name Accuracy Omission Error

Class1 Water 90.16 5.71

Class2 Agriculture 84.83 10. 9

Class3 Barren 83.5 18.99

Class4 Grasslands 88.33 10.32

Class5 Roads/ Birds 70.8 29.23

Class6 Urban 60.25 40.68

Overall Accuracy= 79.64% Overall Error= 24.805%

Table 2. Accuracy Assessment (ML)

6.	 CONCLUSION

In this study, the multispectral image was used to 
classify the land cover with acceptable accuracy. We 
used an unconventional classification method based 
on the BA to produce the land cover map. This study 
shows that relying on multispectral images is better 
than using single images; however, a method to ex-
tract the characteristics without losing information is 
needed. PCA was successfully used to extract the three 
compounds and enter them into the classification algo-
rithm based on the BA and produce a land cover map 
for the study area. It has been concluded that the use 
of algorithms that mimic nature such as the BA is use-
ful for classifying multispectral images. The BA proved 
successful and accurate in classifying multispectral im-
ages and producing a ground cover image of the study 
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area. In the future, we will apply the BA to classify hy-
perspectral images. As well as using other types of dif-
ferent land cover features. 
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Abstract – The researches have been made on G-protein coupled receptors (GPCRs) over the long-ago decades. GPCR is also named as 
7-transmembrane (7TM) receptor. According to biological prospective GPCRs consist of large protein family with respective subfamilies 
and are mediated by different physiological phenomena like taste, smell, vision etc. The main functionality of these 7TM receptors is 
signal transduction among various cells. In human genome, cell membrane plays significant role. All cells are made up of trillion of cells 
and have dissimilar functionality. Cell membrane composed of different components. GPCRs are reported to be modulated by membrane 
cholesterol by interacting with cholesterol recognition amino acid consensus (L/V-X (1-5)-Y-X (1-5)-R/K) (CRAC) or reverse orientation of CRAC 
(R/K-X (1-5)-Y-X (1-5)-L/V) (CARC) motifs present in the TM helices. Among all, cholesterol is one who is regulated by membrane proteins. 
Here we took GPCR as membrane proteins and this protein modulates membrane cholesterol. According to cell biology, GPCR regulates 
a wide diversity of vital cellular processes and are targeted by a huge fraction of approved drugs. In this paper we have concentrated our 
investigation on membrane protein with membrane cholesterol. A hybrid algorithm consisting of spectral clustering and support vector 
machine is proposed for prediction of membrane cholesterol with GPCR. Spectral clustering uses graph nodes for calculating the cluster 
points and also it considers other concept such as similarity matrix, low-dimensional space for projecting the data points and upon this 
parameter at last construct the cluster centre. Supervised learning method is used for solving regression and classification problems. 
From the analysis we found that our result shows better prediction accuracy in terms of time complexity when compared with two 
existing models such as fuzzy c-means (FCM) and rough set with FCM model.

Keywords: GPCR, TM, Membrane cholesterol, FCM, Rough Set, Spectral clustering, SVM

1.	 INTRODUCTION

In mammalian cells, so many important components 
are included with their diversified functionality. In re-
cent decades, all researches have been going on cell bi-
ology. Because huge amount of unsolved issues are still 
there and varieties of challenges were emerged day 
by day. In this manuscript our focal point of research 
is on membrane cholesterol with plasma membrane 

Volume 13, Number 2, 2022

protein. Plasma membrane is also known as biological 
membrane or cell membrane which surrounds every 
living cell to separate the internal stimuli from the out-
side stimuli and it is made up of bilayer, membrane pro-
teins and carbohydrates in addition with phospholip-
ids shown in figure 1 [1-7]. Basically, plasma membrane 
is semi-permeable in nature.
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Fig. 1. Schematic representation of cell membrane [5]

By nature cholesterol is amphipathic and it has both 
hydrophilic and hydrophobic regions. Foremost work 
of cholesterol in plasma membrane is that it impacts 
the fluidness and facilitates to produce an effectual 
dispersal barrier. In the plasma membrane all gaps 
amongst phospholipids are filled up by cholesterol and 
also it forbids water soluble molecules from diffusive all 
around the plasma membrane which is shown in figure 
2. A vital purpose of cholesterol is hormone produc-
tion, Vitamin D production and bile production. Due 
to much deposit of lipoproteins (LDL) in cell wall, heart 
disease and other forms of cardiovascular diseases are 
basically shown in case of human body [8-13].

Fig. 2. Cholesterol Structural properties [13]

GPCRs are also called as 7 transmembrane (7-TM) re-
ceptors. They are treated as the most important diverse 
protein families in mammalian genomes.

GPCR is a bigger super family among all cell mem-
brane proteins. It includes above 820 genes with their 
sub family and symbolized main targets in the devel-
opment of novel drug candidates in all clinical areas. 
This family mostly known as larger receptor protein 
family and are involved in transmitting signals from a 
diversity of stimuli exterior part to its inside part of cells 
[13-18]. These families take part in a vital task in physi-
ology by facilitating interaction among cell through 
recognition of dissimilar ligands, together with nucle-
osides, bioactive peptides, lipids and amines. Mem-
brane Cholesterol is another imperative component 
of cellular membrane and has been reported to have a 

modulatory role in the function of a number of GPCRs. 
Due to novel functionality of GPCR protein with mem-
brane lipids; it has come out as an exciting domain of 
research. Cholesterol is a waxy like substances and it 
is hydrophobic in nature. All cellular cholesterols are 
distributed unlikely inside the membrane from N-C 
terminus and to identify cholesterol binding sites of all 
motifs among seven helices named as helix 1 to helix 7 
which is shown if figure 3 below [19-22].

Fig. 3. The 7 helices with N-terminus and C-terminus [1]

Most of the researchers focused their work only on 
plasma membrane receptor like GPCR. Because GPCR is 
the largest super family among all the receptors in cell 
biology and has much functionality such as cell signal-
ing, drug targeting etc. We know that it is an emerging 
area of research so many researchers have implement-
ed varieties of algorithms upon it like support vector 
machine, naive Bayes, neural network, fuzzy c-means 
[21-30] etc. Therefore we have concentrated our ex-
periment on GPCR along with membrane cholesterol 
which is an innovative idea. Here we proposed a hy-
brid spectral clustering based FCM model to predict 
the valid motif sequence(s) from different helices and 
also compared our proposed model with other two tra-
ditional models to showcase the efficacy of proposed 
model. The said model discovered improved result like 
more number of targeted promising motif types which 
could be used for drug design for patients. The rest part 
of the paper is ordered as follows. In part 2 data set of 
cholesterol with GPCR proteins and proposed model is 
discussed. Part 3 explains methodologies with experi-
mental work and finally in part 4 we conclude our work 
with valid results.

2.	 DATASET AND PROPOSED MODEL 
DESCRIPTION

2.1	 Dataset Description

From uniprot database [31] we have collected the 
total helical sequences of each protein. Length of 
each helix may vary according with their gene ID. Total 
820 known proteins with their amino acid sequences 
reside in database. All helices have individual trans-
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membrane region which is the combination of differ-
ent amino acids. All database genes contain 7 helices 
that means from helix 1 to helix 7. Another dataset is 
membrane cholesterol motif sequence. We prepared a 
cholesterol dictionary on basis of two algorithms that 
is CRAC for forward orientation and CARC for backward 
orientation. Table 1 denotes the possible cholesterol 
motif using forward and backward sequences with the 
presence of amino acid. Figure 4 shows one helical file 
snapshot which was retrieved from database.

Type of Motif FORWARD MOTIF 
FORMULA

BACKWARD MOTIF 
FORMULA

11 to 15 L/V1Y1R/K,…., 
L/V1Y5R/K

K/R1Y/F1L/V, ….., 
K/R1Y/F5L/V

21 to 25 L/V2Y1R/K,……, 
L/V2Y5R/K

K/R2Y/F1L/V, ……, 
K/R2Y/F5L/V

31 to 35 L/V3Y1R/K,  …, 
L/V3Y5R/K

K/R3Y/F1L/V, ……., 
K/R3Y/F5L/V

41 to 45 L/V4Y1R/K, ……, 
L/V4Y5R/K

K/R4Y/F1L/V,  ……, 
K/R4Y/F5L/V

51 to 55 L/V5Y1R/K, ……, 
L/V5Y5R/K

K/R5Y/F1L/V,  ....., 
K/R5Y/F5L/V

Table 1. All probable motif type that is mixture of 
cholesterol plus X which signifies the arrangement of 
amino acid that can be different from (one to twenty).

Fig. 4. Snapshot of one helical protein

2.2	 Proposed Model

In eukaryotic membrane, cellular cholesterol plays a 
vital role and is modulated by GPCR which is renowned 
as cell signalling among intracellular with extracellular 
leaflets. So many receptors and transporters are avail-
able in mammalian cell. But our research focuses on 
superfamily GPCR receptor with membrane cholester-
ol. GPCR regulate a wide diversity of vital cellular pro-
cesses and are targeted by a huge fraction of approved 
drugs. The workflow is explained in Figure 5 and step 
wise elaboration is mentioned below.

Fig. 5. Proposed model of cholesterol  
with GPCR family

Step-1: Firstly, we have collected GPCR proteins with 
their respective helices from uniprot database. And 
also have constructed cholesterol dictionary with the 
help of CRAC and CARC algorithm for both forward and 
backward direction.

Step 2: Then we took matching position of both da-
taset to find the backward and forward motif using 
Rabin-Karp string matching algorithm [1].

Step 3: In the next step we have applied hybrid spec-
tral clustering with support vector machine method for 
both CRAC and CARC algorithm.

Step 4: Finally, we found our targeted valid motif 
which have clinical relevance.

3.	 METHODOLOGY WITH EXPERIMENTAL 
DISCUSSION

3.1 Spectral Clustering

In various fields like bioinformatics, image process-
ing, networking, data mining etc. clustering approach-
es have been widely used for solving the numerous 
problems. In every aspect clusters are formed accord-
ing with their similarity of data objects. As we know that 
clustering is an unsupervised machine learning-based 
algorithm that comprises a group of data points into 
clusters so that the objects belong to the same group. 
In our paper we used spectral clustering algorithm on 
forward and backward motif of membrane cholesterol 
to distinguish the motif sequences with the help of 
cluster. Spectral clustering uses graph nodes for calcu-
lating the cluster points and also it considers other con-
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cepts such as similarity matrix, low-dimensional space 
for project the data points and upon this parameter, at 
last constructs the cluster centre [32-34].

Algorithm: Spectral Clustering

Input:

	 Data set Y={y_1,…,y_n}, Initailize σ scaling 
	 start on:

Step 1:	 All data are preprocessing with the help of 
scaling method

Step 2:	 Make an Affinity matrix 

Step 3:	 Put up a Laplacian matrix 

Step 4:	 Work out the k largest Eigen vectors xi,..,xk of L

Step 5:	 matrix is X=[ui,..,uk]∈R(m × k)

Step 6:	 Outline a matrix W from X as 

Step 7:	 Cluster every one W by k-means

Step 8:	 Allocate the Xi to cluster jiffWi is assign to cluster j

3.2	 Support Vector Machine (SVM)

In recent days, classification approach has been 
treated as one of the powerful tool for dissimilar ap-
plications like protein structure prediction, text cat-
egorization, face recognition, fingerprint recognition, 
speech recognition, data classification, micro-array 
gene expression, etc. In this paper we have applied a 
novel approach spectral with SVM algorithm on our da-
taset. Basically, this supervised learning method is used 
for solving regression and classification problems. SVM 
theory is always characterizing the decision boundar-
ies using the decision planes concepts [35-37].

A training set that includes label pairs (wi,vi), i=1,...,n 
every w here wi ∈ Rn and v∈{profit, loss}i, SVM algorithm 
wants outcome with the help of optimization problem 
that is stated below.

(1)

(2)

In equation (3) decision function is denoted as

(3)

With help of the kernel function ϕ, training vector wi 
is mapped with their dimensional space. According to 
SVM concept all data points are classified using hyper 
planes even if it is impracticable for receiving linear so-
lution in case of two dimensional spaces. For this rea-
son we are using kernel function k(ui,uj)≡Φ(ui)

NΦ(uj)
for multidimensional data. Utilizing divergent kernels 
function, this algorithm is trained which is shown in be-
low equations (4), (5) and (6).

(i) Linear kernel:
(4)

(ii)  Polynomial kernel: 
(5)

and

(iii) Radial Basis kernel
(6)

The entire kernel arguments such as C,γ,r, and e are 
initialized by utilizing the dataset. All kernel param-
eters areaffected based upon the size of training data 
[35-40].

3.3	 Experimental Part Elaboration

The work flow of our manuscript is finished using 
windows 10 operating system plus Intel i5 processor 
with hard disk of 8 GB for finishing the experimental 
part and here Python 3.7 is used for coding purpose. To 
compute the overall performance here we took helical 
data of GPCR receptor with dictionary of cholesterol. 
The work flow of our model is elaborated step wise 
manner.

Step 1: In very beginning step, first of all extracted 
the individual helix protein data of GPCR receptor from 
uniprot database like, protein Id, helix name (h1-h7) 
and length of the protein whichever is the mixture of 
different amino acid. Next dataset cholesterol is also 
computed based on CRAC/CARC approach.

Step 2: After collecting both dataset sequences we 
used sliding window concept on both to find out the 
separate motif sequences of backward and forward re-
gion. Window size is as W = {w5, w6, w7, w8, w9, w10, 
w11, w12, w13}. The formula for cholesterol dictionary 
is CRAC and CARC.

Step 3: After completion of step 2 work, we move to 
next step where we applied our proposed algorithm 
spectral clustering and SVM for prediction of mem-
brane cholesterol with membrane receptor GPCR. Our 
proposed algorithm is well suited for both the datasets. 
The foremost objective of this paper is to find out valid 
signature motif from prediction. 

Here in below, Table 4 shows resultant prediction of 
cholesterol from GPCR receptor for forward motif.  In 
this table we have taken two columns which have rep-
resented as Id number proteins with their motif type, 
motif sequences with helix name. The entire predicted 
motifs are found using CRAC (L/V X1-5 Y X1-5 K/R) for-
mula. Here we can explain one result. With protein id 
P30550 which is included in motif type 55 (L/V XXXXX Y 
XXXXXK/R) which means first position amino acid L/V 
is present and last position amino acid K/R is present. 
Expect 1st and last position another position is their 
where another amino acid Y is present. Therefore, our 
motif sequence is like LSIISVYYYFIAK. In this case first 
position is followed by L, after then 5 different amino 
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acid are present such as SIISV and then middle posi-
tion is Y and after that another dissimilar amino acid 
are there like YYFIA. Finally, in last position K is pres-
ent. And all this sequence is present in helix 5 region of 
GPCR proteins. In this way all forward motif sequences 
are predicted using the proposed algorithm

Table 4. Resultant prediction of cholesterol from 
GPCR receptor for forward motif

Identification 
number of 

protein with 
Motif Type

Sequence of 
motif and helix 

name

Identification 
number of 

protein with 
Motif Type

Sequence of 
motif and helix 

name

P30550 (55) LSIISVYYYFIAK 
(helix 5) P11229(44) VMCTLYWRIYR 

(helix 5)

Q13585 (55) LIVGFCYVRIWTK 
(helix 5) P08912(44) VMTILYCRIYR 

(helix 5)

P28336 (55) LAIISIYYYHIAK 
(helix 5) Q14833(44) VTCTVYAIKTR 

(helix 5)

P49683(55) LVILLSYVRVSVK 
(helix 5) P16473(42) VIVCCCYVK 

(helix 5)

P32745(55) LVICLCYLLIVVK 
(helix 5) Q9UBY5(52) VVNPIIYSYK 

(helix 7)

P32248(54) LAMSFCYLVIIR 
(helix 5) Q8NH63(52) VLNPIVYSVK 

(helix 7)

P25025(54) LIMLFCYGFTLR 
(helix 5) Q14833(52) VSLGMLYMPK 

(helix 7)

O43193(54) LCLSILYGLIGR 
(helix 5) O15303(52) VSLGMLYVPK 

(helix 7)

P41146(54) LVISVCYSLMIR 
(helix 5) Q14831(52) VALGMLYMPK 

(helix 7)

Q96G91(54) LLTLAAYGALGR 
(helix 5) O00222(52) VSLGMLYMPK 

(helix 7)

P51582 (54) LVTLVCYGLMAR 
(helix 5) P29275(52) VVNPIVYAYR 

(helix 7)

Q9UKP6 (54) LLIGLLYARLAR 
(helix 5) P41968(52) VIDPLIYAFR 

(helix 7)

P08908(54) LLMLVLYGRIFR 
(helix 5) P33032(52) VMDPLIYAFR 

(helix 7)

Q9NPB9 (54) LIMGVCYFITAR 
(helix 5) Q96R84(52) VMNPLIYSLR 

(helix 7)

O43603(44) VLGLTYARTLR 
(helix 5) P46092(52) LNPVLYAFLGLR 

(helix 7)

P32239(44) VMAVAYGLISR 
(helix 5) P41231(52) LDPVLYFLAGQR 

(helix 7)

P41146(44) VISVCYSLMIR 
(helix 5) P30411(45) LNPLVYVIVGKR 

(helix 7)

Identification 
number of 

protein with 
Motif Type

Sequence of 
motif and helix 

name

Identification 
number of 

protein with 
Motif Type

Sequence of 
motif and helix 

name

P49238(55) KSVTDIYLLNLAL 
(helix 2)

P03999 
(42)

RQPLNYILV  
(helix 2)

P41143(55) KTATNIYIFNLAL 
(helix 2)

Q86VZ1 
(42)

RHHWVFGVL 
(helix 3)

P41145(55) KTATNIYIFNLAL 
(helix 2)

Q9BZJ6 
(42)

RVSAMFFWL 
(helix 3)

Table 5. Resultant prediction of cholesterol from 
GPCR receptor for backward motif

P41146(55) KTATNIYIFNLAL 
(helix 2)

P21453 
(42)

REGSMFVAL 
(helix 3)

P55085(55) KHPAVIYMANLAL 
(helix 2)

P21452 
(42)

RAFCYFQNL 
(helix 3)

Q99500(55) KFHNRMYFFIGNL 
(helix 2)

Q9NYW4  
(42)

RYLSIFWVL 
(helix 3)

O00421(55) KRVENIYLLNLAV 
(helix 2)

P32248 
(35)

KMSFFSGMLLL 
(helix 3)

Q9Y271(55) KSAFQVYMINLAV 
(helix 2)

P25024 
(35)

KEVNFYSGILL  
(helix 3)

Q969V1(55) KTVPDIYICNLAV 
(helix 2)

P47900 
(35)

KLQRFIFHVNL 
(helix 3)

Q9GZQ4(55) KTPTNYYLFSLAV 
(helix 2)

P41231 
(35)

KLVRFLFYTNL 
(helix 3)

P31391(55) KTATNIYLLNLAV 
(helix 2)

P51582 
(35)

KFVRFLFYWNL  
(helix 3)

P50052(55) KKVSSIYIFNLAV 
(helix 2)

Q9NYW0 
(35)

KIANFSNYIFL  
(helix 3)

O43193(55) RTTTNLYLGSMAV 
(helix 2)

P46094 
(52)

RTVKLIFAIV 
(helix 6)

Q9HB89(55) RTPTNYYLFSLAV 
(helix 2)

P25024 
(52)

RAMRVIFAVV  
(helix 6)

P23945(54) KLTVPRFLMCNL 
(helix 2)

P25025 
(52)

RAMRVIFAVV  
(helix 6)

P22888(54) KLTVPRFLMCNL 
(helix 2)

P30559 
(52)

RTVKMTFIIV  
(helix 6)

P16473(54) KLNVPRFLMCNL 
(helix 2)

P37288 
(52)

RTVKMTFVIV  
(helix 6)

Q6W5P4(54) KKSRMTFFVTQL 
(helix 2)

P47901 
(52)

RTVKMTFVIV  
(helix 6)

P30559(54) KHSRLFFFMKHL 
(helix 2)

P49019 
(32)

RIHIFWLL 
(helix 6)

Q9NYW0(54) KLSTIGFILTGL 
(helix 2)

P49683 
(32)

RRRTFCLL 
(helix 6)

P21453(54) RPMYYFIGNLAL 
(helix 2)

O14514 
(32)

RSALFQIL (helix 
6)

P43220(54) RALSVFIKDAAL 
(helix 2)

Q9UP38 
(32)

RIGVFSVL (helix 
6)

P34969 (42) RQPSNYLIV 
(helix 2)

Q9ULW2v  
(32)

RIGLFSVL 
 (helix 6)

P29371(42) RTVTNYFLV 
(helix 2)

Q14332 
(32)

RIGVFSVL (helix 
6)

O43613(42) RTVTNYFIV 
(helix 2)

Q9NPG1 
(32)

RIGVFSIL 
(helix 6)

O43614(42) RTVTNYFIV 
(helix 2)

Q13467 
(32)

RIGIFTLL 
(helix 6)

O95977(42) RRWVYYCLV 
(helix 2)

O60353 
(32)

RIGVFSGL 
(helix 6)

P21452(42) RTVTNYFIV( 
helix 2)

O75084 
(32)

RIGVFSVL (helix 
6)

P25103(42) RTVTNYFLV 
(helix 2)

Q9H461 
(32)

RLGLFTVL 
(helix 6)

P35368(42) RTPTNYFIV 
(helix 2)

Table 5 shows resultant prediction of cholesterol 
from GPCR receptor for backward motif. All the motif 
sequences for forward motif was mentioned in table 4 

Like table 4, all the motif sequences of table 5 have 
been predicted for backward direction. Here the CARC 
(K/RX1-5 YX1-5 L/V) formula has been implemented for 
prediction. Here we took one predicted motif sequence 
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RTVTNYFIV from table 5 for description. This sequence 
has protein id P21452 and it is included under helix2. 
First position of sequence motif is either K or R and 
middle part is constant I that is Y and the last position it 
contains either amino acid L or V. From this analysis we 
found backward motifs target the membrane proteins 
more in comparison to forward motifs. Most of the tar-
get sites are under higher motif 55, 52, 45, 42, 35 etc. 
and helix are 5, 2, 7, 3, 6.

3.4	 Comparative Analysis

In Table 6, we have compared FCM model, rough set 
with FCM model and our proposed model to showcase 
the efficacy of the proposed model in terms of discover-
ing suitable types of motifs. Target site of helix by FCM 
model was found to be h2, h5 and h7 having motif type 
11, 12, 21, 54, 34. Further, target site of helix by rough set 
with FCM model was found to be h2, h3, h5 and h7 hav-
ing motif type 21, 51, 44, 54, 25, 53. Our proposed model 
discovers the target site of helix as h2, h3, h5 and h7 and 
extra helix in h6. Also their motif types are 55, 52, 45, 42, 
35 which is higher than the existing models.

Table 6. Motif type comparison by different methods

Methods Helix Name
Motif Type 
(Forward/
Backward)

FCM [1] h2,h5,h7 11,12,21,54,34

Rough Set with FCM 
[28] H2,h3,h5,h7 21,51,44,54,25

Spectral with SVM 
(Proposed) H2,h3, h5,h7,h6 55,52,45,42,35

4.	 CONCLUSION

In this paper, we concentrated our work on predic-
tion of uncovering membrane cholesterol from hu-
man GPCR super family. Frequently, such receptors are 
the most significant protein super family in biological 
membrane and play a substantial role in the transduc-
tion of signal across cell membranes. It also signifies as 
an essential drug target in all clinical fields. About 820 
human proteins are included in this family. Membrane 
cholesterol has a modulatory role in the function of 
some GPCRs. 

In our manuscript we have discussed about cellular 
receptor with membrane cholesterol. According to 
biological perspective GPCRs consist of large protein 
family in mammalian cells. The main functionality of 
these 7TM receptors is signal transduction among 
unlike cells. In human genome, cell membrane plays 
significant role. Cell membrane composed of different 
components. GPCRs are reported to be modulated by 
membrane cholesterol by interacting with these CRAC 
or CARC motifs present in the TM helices. Among all, 
cholesterol is one who is regulated by membrane pro-
teins. From experiment, we found both forward and 
backward motif from different helices. Among all, we 

observed targeted sites are under higher motif 55, 52, 
45, 42, 35 etc. and helix are 5, 2, 7, 3, 6. 

Here, our experimental analyses conclude that pre-
diction of membrane cholesterol with GPCR receptor 
using spectral and SVM performs well. Backward motif 
sequences target the protein sites greater than forward 
motif that means CARC algorithm has higher valid sig-
nature motifs which has clinical relevance.
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Abstract – Employee turnover is a serious challenge for organizations and companies. Thus, the prediction of employee turnover is 
a vital issue in all organizations and companies. The present work proposes prediction models for predicting the turnover intentions 
of workers during the recruitment process. The proposed models are based on k-nearest neighbors (KNN) and random forests (RF) 
machine learning algorithms. The models use the dataset of employee turnover created by IBM.  The used dataset includes the most 
essential features, which are considered during the recruitment process of the employee and may lead to turnover. These features 
are salary, age, distance from home, marital status, and gender.   The KNN-based model exhibited better performance in terms of 
accuracy, precision, F-score, specificity (SP), and false-positive rate (FPR) in comparison to the RF-based model. The models predict the 
average probability percentage of turnover intentions of the workers.   Therefore, the models can be used to aid the human resource 
managers to make precautionary decisions; whether the candidate employee is likely to stay or leave the job, depending on the given 
relevant information about the candidate employee. 

Keywords: Prediction Models, Employee Turnover, Machine Learning Algorithms

1.	 INTRODUCTION

Employee turnover can be defined as the rate of em-
ployees who quit an organization and are substituted 
by new employees.  A high employee turnover rate 
represents a potentially fatal problem for organizations 
due to the high costs of separation, vacancy, recruit-
ment, training, and replacement. Moreover, an orga-
nization with a high turnover rate eventually becomes 
understaffed, consequently non-productive and its 
growth stagnates [1]. Thus, the prediction of employee 
turnover is a vital procedure for any sustainable orga-
nization, where acquiring early information regarding 
employee turnover status helps organizations to take 
precautions to such a status.

Volume 13, Number 2, 2022

Artificial intelligence (AI) can be defined as the utili-
zation of the machine instead of human brains to ac-
complish a required goal or carry out a certain task. 
Recently, there is an increasing tendency to apply AI in 
human resource (HR) management [2-3] because using 
the computational and processing powers of the ma-
chine is faster and more accurate than the human brain 
[4-6]. Nowadays, the AI field is an important aspect and 
a rapidly growing trend of the technology-driven econ-
omy. AI starts to run deeply on the organizational level, 
affecting some of its structures in some countries. The 
field of HR has steadily shown interest in the AI technol-
ogy through baby-steps across the world. An AI-driven 
HR management will put back the routine jobs and 
complicated tasks of the human resource personnel; 
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thus, conserving substantial amounts of time, money, 
and manpower [7-9].  

The literature provides a set of recommendations on 
how the AI tools and practices could be applied for spe-
cific HR management tasks like using machine learning 
techniques in employee selection [10] and recruitment 
by information extraction techniques [11, 12]. 

One of the main branches of artificial intelligence 
(AI) is machine learning; a scientific development of 
computer machines, where the machine can learn and 
adapt based on provided data and experience, without 
necessarily following programmed instructions.  The 
learning process starts with data analysis of recurring 
patterns in a dataset.  Then, the observed patterns are 
used to extrapolate a decision or predict an outcome. 
Various machine learning algorithms can be utilized for 
turnover prediction such as neural networks, apriori, 
KNN, extreme gradient boosting, RF, decision tree, lo-
gistic regression, support vector machines, etc. [13-17]. 

Accordingly, the aim of the present research is to con-
struct data-driven prediction models based on machine 
learning algorithms to predict the likelihood of a candi-
date quitting his/her job in the future. This would help 
the organization managers with taking the necessary 
precautions to diminish the turnover rate.  The impor-
tance of the present research from a practical stand-
point is that as mentioned before, employee turnover is 
a huge problem, which causes quite a lot of drawbacks. 
The present work could be a step in diminishing the 
drawbacks of employee turnover by predicting whether 
employees will leave the organizations or not before 
recruitment to help the managers make decisions to 
diminish the turnover rate.   The importance of the pres-
ent research from an academic point of view is that to 
the best of our knowledge, there are some studies in the 
open literature, dealing with the turnover prediction by 
using machine learning algorithms.  But, no academic 
research attempts have been conducted to tackle the is-
sue at hand, from the same angle, by predicting employ-
ee turnover during the recruitment process. The present 
work’s methodology of data-based predictions uniquely 
stands out amongst several open-literature studies ad-
dressing turnover concerns via machine learning.  To 
achieve this goal, the dataset created by IBM was used 
in the present work.  The data was carefully studied and 
selected to include only the essential features, which 
should be considered during the recruitment process of 
the employee and may lead to turnover.  The selected 
features are salary, age, distance from home, marital sta-
tus, and gender.  Models have been built based on KNN 
and RF algorithms to predict the probability percentage 
of turnover intention of candidates before recruitment. 

2.	 Related Work 

A comparative study involving accuracy and mem-
ory utilization of selected algorithms for predicting 
employee turnover was conducted by Rohit Punnoose 

et al. [18]. The authors collected the data from the in-
formation system used by the human resource depart-
ment of a retailer with global operations and data from 
the Bureau of Labor Statistics. Several classification 
algorithms were applied, namely, extreme gradient 
boosting (XGBoost), logistic regression, Naïve Bayes-
ian, RF, linear support vector machine, linear discrimi-
nant analysis and KNN. The authors have found that 
XGBoost exhibits the best performance regarding the 
accuracy and memory utilization.

Jain et al. [19] have carried out research to predict 
turnover rate using XGBoost. They have found that age, 
gender, marital status, years at the company, job sat-
isfaction, and distance from home have the most sig-
nificant effects on turnover among all attributes in the 
dataset.

Numerous algorithms; namely, logistic regression, 
gradient boosting classifier, support vector machine, 
and RF were applied to the IBM dataset prepared by 
IBM data scientists [20, 21]. After applying the RF classi-
fier, fifteen features were found to be more significant 
in deciding whether employees quit their jobs or not. 
Out of the fifteen features, overtime and monthly in-
come exhibit the highest influence on employees to 
leave their jobs or not. XGBoost was found to have the 
highest performance (with an AUC of 0.84596) among 
all the applied algorithms. 

Zhao et al. [13] have evaluated the performance of 
ten supervised machine learning algorithms; namely, 
RF, gradient boosting trees, XGBoost, support vector 
machines, decision tree, neural networks, linear dis-
criminant analysis, Naïve Bayesian, logistic regression, 
support vector machines and KNN on numerous HR 
datasets. The authors have found that XGBoost is the 
most reliable algorithm among all the applied algo-
rithms.

Zhang et al. [22] have attempted to find out the most 
important factors that lead to employee turnover.  The 
authors have found an essential correlation between 
department and work. Also, they have found that the 
gender of employees significantly affects turnover. A 
logistic regression algorithm was applied for predicting 
the turnover with an accuracy of 87.2%. 

Sisodia et al. [23] have carried out an investigation to 
find out the reasons causing the employee turnover by 
building models using machine learning algorithms to 
forecast employee turnover. They used the dataset on 
Kaggle with ten features. They have found that the main 
reasons causing high employee turnover rates are time 
spent with the company, workload, and promotion.  
The used machine learning algorithms for building the 
models were decision tree, support vector machine, 
Naïve Bayesian, KNN, and RF. The accuracy, precision, 
F-score, recall, specificity, and FPR of the models were 
compared. In terms of accuracy, F-score, and precision, 
RF performed better and in terms of recall, the decision 
tree was better.  
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3.	 Research Methodology 

3.1	 Research Framework

The turnover prediction framework is presented in 
Fig.1. The used methodology comprises several phases; 
namely, data collection, data cleaning, data selection, 
data preprocessing, benchmarking the algorithms, and 
evaluating the predicted outcome.

3.3	 Data Preprocessing

Machine Learning algorithms can typically process 
only numerical input. Hence, the qualitative variables 
(gender and marital status) were encoded into quanti-
tative variables (One-Hot Encoding) to input an accept-
able format for the machine. 

Based on the scientific literature [24-26] and logical rea-
soning, the features in the employee dataset that are es-
sential for the prediction of turnover before recruitment 
were cherry-picked.  This means that the features were 
selected based on the information provided by the can-
didates for the jobs and before they are put to work.  For 
example, features such as job involvement, job satisfac-
tion, job level, overtime, relationship satisfaction, and so 
on cannot be considered during the recruitment process 
because the candidates for the jobs have not yet been put 
to work.   To fulfill the aim of the present work, all other 
features were excluded and solely considered salary, dis-
tance from home, marital status, age, and gender, which 
should be considered during the recruiting process of the 
employee and may lead to turnover in organizations. 

3.4	 Applied Machine learning  
	al gorithms

The two machine learning algorithms applied in the 
present work are RF and KNN algorithms. The two algo-
rithms were chosen because most of the open litera-

3.2	 Dataset 

The dataset was obtained from the Kaggle website 
(IBM, 2020). The IBM dataset comprises 1470 records 
with 34 features (6 categorical and 27 numeric), such as 
monthly salary, experience, distance from home, skills, 
nature of work, position etc. 

Fig. 1. Turnover prediction framework

ture vouch for their reliability and accuracy [13,15, 27-
28].   For example, Badillo et al. [27] have reported that 
RF and KNN algorithms demonstrate the best combi-
nation of performance and interpretability. Zhao et al. 
[13] have proved that KNN is accurate and reliable with 
a small number of features. The novelty of the pres-
ent work lies within the hybridization technique used 
to tailor the parameters to better represent the model 
features in a realistic manner. Moreover, the trial-and-
error process in the KNN algorithm was carried out on 
the cross-K validation rather than the algorithm itself 
to find the optimal K value for the given dataset as 
opposed to finding the optimal K for a particular trial 
and error process. In the case of the RF algorithm, the 
Random Search algorithm was utilized to narrow down 
the range of each parameter, then the Grid Search al-
gorithm was applied on the relevant set of parameters 
only, introducing more novelty to the work.

4.	 Results and discussions 

4.1	 Descriptive analysis

The descriptive analyses were performed on the IBM 
employee turnover dataset, including the selected fea-
tures that significantly affect the turnover; namely, age, 
distance from home, marital status, gender, and monthly 
income. The HR employee turnover dataset was loaded 
into MySQL workbench, which is a database manage-
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ment system, and MS Excel and then preprocessed. The 
gender was converted to 0 and 1 for male and female, 
respectively. The marital status was converted to 0, 1, 
and 2 for single, married, and divorced, respectively. The 
distance unit was converted from a mile to km. Then, the 
relationships between the employee turnover and the 
selected features were generated by using MySQL and 
MS excel.  The distributions of the target variable (em-
ployee turnover) related to the selected features; name-
ly, age, distance from home, marital status, gender, and 
monthly income within the dataset are presented in Figs. 
2-6. In the IBM dataset, the total number of employees is 
1470, from which 237 employees (16%) left the job. Fig. 
2 presents the relationship between age and percent-
age of employee turnover. It can be observed that as the 
age increases the total turnover percentage or the turn-
over percentage in the cluster almost linearly decreases. 
The highest turnover percentage lies within the cluster 
of 18-24 years (43.7%) meanwhile, the lowest turnover 
percentage lies within the cluster of 43-48 years (9.1%). 
Concerning the percentage of total turnover, the high-
est turnover percentage lies within the cluster of 31-36 
years (29.1%) and the lowest turnover percentage lies 
within the cluster of 55-60 years (4.6%). These findings 
indicate that younger employees have a more propen-
sity to leave the job. 

Fig. 3 reveals the influence of distance from home 
on the percentage of employee turnover. The highest 
turnover percentage lies within the clusters of 21 – 30 
and 31 – 40 km. Unexpectedly, the highest percentage 
(36.7%) of the total turnover lies within the cluster of 
0-10 km and the lowest turnover percentage lies within 
the cluster of 0-10 km. The turnover percentage of em-
ployees as a function of salary is presented in Fig.4. The 
percentage of employee turnover is inversely propor-
tional to the salary with the highest value of the lowest 

Fig. 2. Age versus percentage of the total turnover 
and percentage of turnover in the cluster

Fig. 3. Influence of distance from home on the 
percentage of the total turnover and percentage of 

turnover in the cluster

Fig. 4. Influence of monthly income on percentage 
of the total turnover and percentage of turnover in 

the cluster

Fig. 5. Martial status versus percentage of the total 
turnover and percentage of turnover in the cluster

Fig. 6. Gender versus percentage of the total turn-
over and percentage of turnover in the cluster
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salary cluster (1500-3000 L.E). The employees with sala-
ries between 15000 and 18000 L.E. do not likely show a 
tendency to leave the job. Fig.5 shows the distribution 
of turnover percentage related to marital status. Single 
employees have a higher desire to leave, but divorced 
employees are more likely to stay in the job as indicat-
ed by the highest turnover percentage occurred with 
the single employees, whereas the lowest turnover 
percentage with the divorced employees. Fig. 6 reveals 
the relation between turnover and gender. It is worth 
noting that female employees show a higher tendency 
to stay in the job. However, male employees have a 
strong propensity to leave as they represent 63.3% of 
the total employee turnover in the dataset. 

4.2 Feature importance

After analyzing the dataset, the RF algorithm was ap-
plied to find the feature importance score, Fig.7.

Fig. 7. Feature importance

From Fig. 7, it can be observed that salary exhibits the 
highest feature affecting the employee turnover and 
gender has the lowest effect. 

4.3	Heatmap

The heatmap uses a warm-to-cool color spectrum to 
show the correlations between variables.  For obtain-
ing the heatmap, pyplot, pandas, and seaborn libraries 
were imported and employed. The heat map, demon-
strating the correlations between features and target 
variable (turnover), is presented in Fig. 8. A negative 
correlation indicates that the alteration of a feature or 
the target variable is inversely influenced by the other.  
However, a positive correlation indicates that the varia-
tion of a feature or the target variable is directly influ-
enced by the other. The heatmap displays that there is 
no correlation higher than 0.5, which is between age 
and salary. The positive correlation between age and 
salary indicates that as the age increases, the salary in-
creases.  The correlation between distance from home 
and turnover is also positive, indicating that as the 
distance from home increases, the turnover increases. 
Moreover, the heatmap reveals a negative correlation 
between age and turnover, as well as salary and turn-

over, signifying that as age and salary decrease, the 
turnover increases (employees are more likely to leave 
the job). 

Fig. 8. Correlation heatmap

4.4	 Building of the Model 

4.4.1	KNN -based model

The idea of KNN is to determine the K data points in 
the training data that are closest to the new instance 
and categorizes this new instance by a majority vote of 
its K neighbors.  The KNN algorithm is usually denoted 
as K- Nearest Neighbor classification because it takes 
more than one neighbor into account.  The dataset 
present in the CSV data was loaded into a DataFrame, 
which was split into the feature’s matrix and the tar-
get values vector. Then, the categorical features were 
one- hot-encoded (OHE) by mapping each categorical 
feature to a vector basis in the n-space, where n is the 
cardinality of the feature set. OHE is essential for the 
machine to interpret the categorical data. 

Sklearn implemented the model selection class, the 
K- Nearest neighbor classifier class, and the score ma-
trix class. The model selection class was used for split-
ting the dataset into two sets; the training set and the 
testing set.

Moreover, the Sklearn library defined cross K-vali-
dation and grid search classes, which were used for 
K-folding and hyperparameter tuning. The K -Nearest 
neighbor classifier class carried out the KNN algo-
rithm by using the training and testing sets. The score 
metrics class generated the algorithm’s classification 
report and calculated the confusion matrix with the 
accuracy score per model training instance. The data 
was randomly split into two sets, X and Y, where X rep-
resented the feature matrix and Y was the target vari-
able (turnover); the size of the training set was α, and 
the testing set was 1- α, where α was kept at 0.84.  It 
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should be mentioned that the target variable (turn-
over) is a binary representation of No (84%) and Yes 
(16%) outcomes.  Thus, the dataset was split and kept 
at 84% and 16% for training and test datasets, respec-
tively.  Random splitting percentages were avoided 
because it can change the percentages of the classes 
present in the training and test datasets from that in 
the original to conform to the original distribution.  
Each set was further split into two sets where X was 
split into X-train, X-test, and Y was split into Y-train, 
Y-test. Before running the algorithm, the sets must 
be normalized to minimize the outlier effect on the 
dataset. In other words, feature scaling was employed 
to eliminate biases towards the outlier feature values. 
The feature scaler used for standardization on this 
data was the z-score method. It should be here men-
tioned that data normalization is one of the crucial 
issues in ML because unnormalized data allows one 
feature to entirely dominate the other features. The 
most common techniques for normalization are Min-
max and Z-score.  Min-max normalization ensures that 
all features will have an equal influence on that data 
despite the outliers. The Z-score technique handles 
outliers but does not generate normalized data with 
the same scale. Thus, in the present work, Z-score nor-
malization was selected to be applied to the dataset. 

The grid search algorithm was used for obtaining the 
optimal K value by performing the cross K-validation 
algorithm on the original standardized dataset. Fi-
nally, the model based on the KNN algorithm ran on 
the training and testing sets with the chosen K value, 
generating the classification report, confusion matrix, 
and accuracy score.  The model based on the KNN al-
gorithm ran several times to obtain the mean accuracy 
and graphs, which were generated based on the clas-
sification report, correspondingly. 

Cross-validation is considered the most used tech-
nique to evade overfitting, diminish the bias of sam-
pling data and guarantee model error randomness; 
thus, in the present work, ten-fold cross-validation was 
applied. Cross-validation randomly divided the dataset 
into ten-fold subsets, where each subset was used as 
a training dataset once and as a testing dataset nine 
times. This process was repeated iteratively ten times to 
ensure that each subdivision is used as the training set 
once. In each repetition, a different part was selected 
as the training set. Finally, the average prediction error 
was obtained by measuring the mean accuracy of the 
ten iterations performed on each validation set. 

The Cross-validation result performed above was 
used for the grid search algorithm’s parameters to 
determine the optimal K value; this process is known 
as hyperparameter tuning. The grid search algorithm 
exhaustively searched for the hyperparameters on all 
the datasets using cross-validation as a metric. Unlike 
the mean error method used to obtain the K value as 
conducted above, grid search guarantees a distinct K 
value relative to the cv metric. For instance, a cv value 

of 5 consistently provided an optimal K value of 13, 
meanwhile, a cv value of 10 provided an optimal K val-
ue of 12. As expected, the cross-validation results for 
each subset revealed low variance in its accuracy score, 
compared with the other subsets’ accuracy scores, sig-
nifying a low bias of sampling data; hence, the effect 
of overfitting was diminished. It should be mentioned 
that the algorithm runs iteratively using the features 
(salary, age, distance from home, gender, and marital 
status) of the candidate employee before recruitment 
to predict the turnover intentions of the candidate 
by obtaining the average probability percentage of 
whether the candidate employee is likely to stay or 
leave the job, depending on the given features of the 
candidate employee. It is crucial to run the algorithm 
several times because a single run is susceptible to 
false positives or false negatives, which should be miti-
gated. An independent optimal K value was calculated 
for each run on the randomly split datasets. However, 
in the case of the full dataset being used as a training 
set for the prediction during the recruitment process, 
the optimal K is calculated only once.

4.4.2	 RF algorithm-based model

The basic methodology of RF algorithm is to merge 
numerous algorithms, which is known as ensemble 
learning, to resolve a complex problem and enhance 
the model’s performance. RF is based on tree algo-
rithms, where it generates a set of decision trees 
from a subset of training data and collectively takes 
the prediction of all the trees instead of one decision 
tree. Then, a vote is conducted from each tree to con-
clude a prediction based on the most voted for the 
outcome. The final output is the prediction, which has 
the most votes. RF utilizes so-called “Bagging”, which 
means that the consecutive forthcoming trees do not 
depend on the preceding trees.  The accuracy and per-
formance of a model based on RF could be enhanced 
by increasing the number of trees. This helps subside 
the effect of data overfitting. RF is a robust algorithm 
because each node is split depending on some pre-
diction variables and probability functions, where the 
best subset of trees is split.  Like the model based on 
the KNN algorithm, the CSV data was loaded into a 
DataFrame, which was split into the feature’s matrix 
and the target values vector. Then, One-Hot-Encoding 
(OHE) was applied to the categorical features, where 
each feature was mapped to a vector basis in the n-
space. In order to avoid feature bias, where a feature 
value prominently influences the data, feature scaling 
(Z-score normalization) was applied to the dataset.

The model selection class, the RF classifier class, and 
the score metrics class are implemented by Sklearn.  
The dataset was split into the training and testing sets 
by the model selection class. The dataset was split into 
the X-set with a size of α% and the Y-set with a size of 
100% - α%, representing the feature matrix and the tar-
get variable (turnover), respectively.
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The grid search algorithm is typically used to obtain 
the optimal hyperparameters, which yield the best per-
formance for a model.   Alternatively, a random search 
algorithm would find parameters yielding accurate 
results on average at risk of occasional non-optimal 
parameters. Hence, the random search algorithm has 
a high variance. Improving the random search algo-
rithm results would require several iterations at least 
proportional to the set’s cardinality, which could be 
inefficient on a set of a large size. On the other hand, 
the grid search requires a certain range of parameters 
to exhaustively search for the parameters yielding the 
most accurate results. Hypothetically, the range of pa-
rameters provided to the grid search algorithm could 
be impractically large. Taking advantage of both al-
gorithms, multiple iterations of the random search 
algorithm on the dataset were used to prune the pa-
rameter ranges later provided to the grid search algo-
rithm. Thus, eliminating the random search algorithm’s 
high variance while maintaining efficiency for the grid 
search algorithm. 

The cross-validation class and grid search class for K-
folding and hyperparameter tuning were then applied 
to the dataset. The K-folding further divided each X- set 
and Y-set into K training and K testing sets, respective-
ly. Then, the RF classifier was fit using the training and 
testing sets. Finally, the classification report, the confu-
sion matrix, and the accuracy score were generated per 
model training instance using the score metrics class. 
Unlike the model based on the KNN algorithm, the grid 
search for hyperparameters of the RF algorithm is less 
methodical since the RF parameters should be tailored 
for a given dataset to obtain optimal results. Thus, a 
process of trial and error was necessary to narrow 
down the grid search range for each parameter. It is im-
portant to maintain a balance between the algorithm’s 
efficiency and precision by keeping each parameter 
range concise. It follows that running the grid search 
for each RF iteration is inefficient since it increases the 
algorithm’s runtime exponentially. In other words, the 
grid search of the RF algorithm was applied only once. 
In order to achieve an accurate prediction without 
sample bias, the RF algorithm should be applied mul-
tiple times with random data splits, where the predic-
tion is the mean prediction probability of all iterations. 

4.5	 Evaluation of the algorithms

For evaluating the performance of the present 
trained models, including accuracy, recall, precision, 
the area under the curve (AUC) of the receiver oper-
ating characteristics curve (ROC) and F-score, ‘metrics’ 
module from ‘Sklearn’ was used.  Accuracies of the al-
gorithms by ten-fold cross-validation are given in Table 
1 and results of the KNN and RF-based models are pre-
sented in Table 2. The AUC-ROC curves are presented in 
Fig. 9. The AUC under the ROC is used to compare the 
accuracies of the models, where a higher AUC indicates 
better performance of the model.

Table 1. Prediction accuracies of KNN and RF-based 
models by 10-fold cross-validation

Accuracy KNN RF

Fold1 0.823 0.728

Fold2 0.857 0.782

Fold3 0.81  0.803

Fold4 0.844 0.776

Fold5 0.816 0.789

Fold6 0.823 0.789

Fold7 0.837 0.776

Fold8 0.837 0.789

Fold9 0.837 0.796

Fold10 0.864 0.81

Average 0.835 0.784

Table 2. Results of KNN (a) and RF(b) based models

Average Confusion matrix values: [[193  5]   [33    5]]

Average accuracy score : 0.84

Average precision score: [ No :0.853, Yes:  0.481]

Average recall score: [ No: 0.973, Yes:  0.126]

Average F1 score: [ No: 0.909, Yes:  0.196]

Average support score: [ No: 198, Yes:  38]

(a)

Average Confusion matrix values: [[179 19]   [29   9]]

Average accuracy score: 0.8

Average precision score: [ No: 0.861, Yes:  0.333]

Average recall score: [ No: 0.903, Yes: 0.249]

Average F1 score: [ No:0.882, Yes: 0.281]

Average support score: [ No: 198, Yes: 38]

(b)

The present study shows that the KNN-based model 
exhibits better prediction performance in terms of pre-
cision, accuracy, F-score, FPR, and SP in comparison to 
the RF-based model, Table 2. Table 3 presents a com-
parison between KNN- and RF-based models devel-
oped in the present work and those reported in the lit-
erature using the same dataset. It should be mentioned 
that the number of selected features (5) is low, which 
could have a negative effect on the performance of 
the model. Despite that, the developed models in the 
present work show comparable performance in terms 
of accuracy or better performance in terms of AUC 
and F-score when compared with those reported in 
the literature using a much higher number of features. 
This can be attributed to the fact that the methodol-
ogy present in the current research is unprecedented 
due to the hybridization technique used to tailor the 
parameters to better represent the model features in 
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a realistic manner. Typically, the KNN algorithm’s op-
timal parameters are obtained through the iteration 
yielding the least margin of error from multiple trial 
and error processes. In this paper’s KNN algorithm, the 
trial-and-error process was carried out on the cross-K 
validation rather than the algorithm itself. This tech-
nique consistently finds the optimal K value for a given 
dataset as opposed to finding the optimal K for a trial 
and error process Similarly, the RF algorithm conceptu-
ally requires a wider span of trial-and-error processes 
for each parameter. Unlike the typical RF method, this 
research paper employs the Random Search algorithm 
to narrow down the range of each parameter, then ap-
plies the Grid Search algorithm on the relevant set of 
parameters only. The conclusion inferred via this meth-
odology is supported by the empirical observations 
from various experiments on the parameters, especial-
ly for the RF, given the specific set of features fulfilling 
the objective of this research. 

Finally, the constructed model based on the KNN al-
gorithm developed in the present work to predict the 
turnover probability of employees before recruitment 
could be a useful decision support tool to help the HR 
managers of the organizations during the recruitment 
process. This is because the constructed model based 
on the KNN algorithm reveals high performance to be 
implemented for a real-life business.

(a)

(b)

Fig. 9 AUC-ROC of KNN algorithm (a) and RF 
algorithm (b) based models

Algorithm Accuracy AUC Precision Recall F-score FPR SP Ref. 

KNN 0.84 0.79 0.47 0.12 0.187 0.025 0.974 present work

RF 0.80 0.82 0.333 0.249 0.281 0.095 0.904 present work

KNN 0.867 - 0.38 0.23 - - - [29]

RF 0.879 - 0.45 0.22 - - - [29]

KNN 0.852 - 0.551 0.09 0.15 - 0.994 [30]

RF 0.861 - 0.658 0.132 0.194 - 0.991 [30]

KNN 0.832 0.52 0.070 0.384 0.119 - - [14]

RF 0.85 0.58 0.183 0.619 0.282 - - [14]

Table 3. Comparison between the KNN and the RF-based model in the present work and those reported in 
the literature

5.	 Conclusions

There is a positive correlation between distance from 
home and employee turnover, signifying that as the 
distance from home increases, the employee turnover 
increases.  However, there is a negative correlation be-
tween age and employee turnover, indicating that as 
age decreases, employees are more likely to leave the 
job. The percentage of employee turnover is inversely 
proportional to the salary. Single employees show a 
higher desire to leave, but divorced employees are 
more likely to stay in the job, where the highest turn-
over percentage occurs in the single employees and 
the lowest turnover percentage occurs in the divorced 
employees. Female employees have more tendency to 

stay in the job. However, male employees have a strong 
propensity to leave. Salary exhibits the highest feature 
affecting the turnover of employees and gender has 
the lowest effect. 

The KNN-based model exhibits better prediction per-
formance in terms of accuracy, precision, F-score, FPR, 
and SP in comparison to the RF-based model. 

A data-driven prediction model of the turnover prob-
ability of employees before recruitment is constructed 
to predict the probability percentage of the likelihood 
of an employee quitting or staying. The constructed 
model could be a useful decision support tool to help 
the HR managers during the recruitment process.
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Abstract – Vehicular Ad-hoc networks (VANETs) during the communication process, nodes are always varying and the process is 
always under security threats like Sybil attacks, masquerading attacks, etc. In order to reduce the probability of these attacks and 
to regulate traffic flow in the network, a software-defined network (SDN) is used. The SDN is used for implementing protocols like 
OpenFlow and reducing the routing load in the network, but it doesn’t provide a high level of security to the network, hence protocols 
like encryption, hashing, etc. are applied to the VANET. In the paper, SDN based blockchain-inspired algorithm is implemented, which 
coordinates network traffic and improves the overall security of the network. Security analysis of the proposed algorithm shows 
that the combination of blockchain with encrypted SDN is removing more than 95% of the network attacks as compared to its non-
blockchain counterparts. 
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1.	 INTRODUCTION

Security has always been a major research issue with 
wireless networks. This is due to the fact that packets 
transmitted between wireless nodes are intercepted by 
adversaries, and a wide variety of malicious operations 
are performed on them. The malicious packets are then 
re-communicated via the network for affecting other 
nodes, thereby reducing the network’s optimum per 
formance capability.

The design of Vehicular ad-hoc networks [1] requires 
that a vehicular node must do the following operations:

a.	 Register on the network once it comes in the 
range of either a network vehicle node or a net-
work infrastructure node (hub)

b.	 Perform communication either directly in a 
peer-to-peer manner or using infrastructure 
hub as a hopping node

c.	 Periodically broadcast information regarding 
events that are sensed by the vehicle

d.	 Inform the neighboring nodes and the infra-
structure once the node is leaving the ad-hoc 
network

Volume 13, Number 2, 2022

e.	 Send heartbeat packets to the neighboring 
nodes and the infrastructure hub regarding the 
current parameters of the node (energy levels, 
location, etc.)

Based on these operations, each vehicular node com-
municates with other nodes in an effective manner. In 
some cases, attacker nodes without register in the net-
work try to interact with healthy nodes. In such cases, 
the attacker sends the critical information outside the 
network or changes the information and tried to insert 
malicious packets in the network which decreases the ef-
ficiency of networks.

In order to protect the networks from various attacks, 
different control mechanisms like bandwidth & securi-
ty are applied. Protocols like Open flow and SFLOW of 
SDN can control the traffic of the network and reduce 
attacks. SDN protocols are not effective for the attacks 
like Sybil and masquerading. To protect the networks 
from these attacks which change the identity of nodes’ 
secure hashing, Public Key Infrastructure (PSK) like al-
gorithm can be used. These algorithms can improve 
the probability of attacks but algorithms like block-
chain peer-to-peer communication are more efficient 
[2]. In the next section analysis of different architecture 
and algorithms are given and compared with proposed 
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encrypted blockchain open flow SDN architecture 
(ABOSS).

2.	 RELATED WORK

Blockchains are applied for securing VANETs exten-
sively. The self-organized secure (SOS) framework [3] is 
based on a peer-to-peer network. The main advantage 
of this network is to secure the network even if there is 
no roadside infrastructure exist in the network. Shamir 
sharing combined with a trust-based routing scheme to 
achieve this objective. Due to the combination of these 
techniques Vehicles Authority, Message Integrity, Privacy, 
Non-Repudiation, Traceability, Anonymity, and Availabil-
ity are improved. Moreover, attacks like Impersonation, 
Modification, ID Disclosure, Location Tracking, Repudia-
tion, and denial of service (DoS) are removed. Similar work 
with improved cryptographic primitive attribute-based 
encryption (CP-ABE) is defined in [4]. In this work, due to 
attribute-based encryption, the overall network speed is 
improved along with a reduction of the attack probability 
in the network. A verifiable hidden policy CP-ABE with a 
decryption testing scheme is also proposed in [4], it al-
lows nodes to be tested and authenticated before per-
forming network communication. This work is improved 
by adding true blockchain solutions, which is described 
in [5], wherein blockchain is used for privacy preservation 
along with reduction of the computational complexity of 
the system.  This work is implemented for the Internet of 
Things (IoT), but it can be extended to VANETs by replac-
ing IoT-specific blocks like IoT platform providers with RSU 
and cloud services with VANET infrastructure services. 
This work can be further extended with the help of Shor’s 
algorithm as described in [6], wherein a lattice-based 
conditional privacy-preserving & authentication scheme 
is defined. The lattice-based scheme is able to combine 
data from RSUs, vehicles, application providers, and trust-
ed-third parties as shown in Fig. 1.

Fig.1. Lattice-based security mechanism

Due to lattice computations, the delay of the system 
is reduced, thereby improving the speed of communi-
cation along with providing security to the network. 
But, all these schemes mentioned in [3-6] suffer from 
inherent drawbacks, which are given as follows:

a.	 Limited area of applicability, because each of 
these protocols requires either the presence of 
a control unit or a high-powered computational 
unit.

b.	 Limited security performance due to the lack of 
decentralized control.

In order to eliminate these problems, the work in [7] 
presents efficient decentralized management mecha-
nism with Blockchain. The solution employs manag-
ing the security of VANET by using a decentralized 
key-management mechanism. Bi-variate polynomial 
for a key agreement which is based on light-weight au-
thentication is used. This technology can manage user 
identity and public key material which will improve the 
efficiency and cost as compared to traditional schemes 
of VANET. An example of the network is shown in Fig.2, 
wherein vehicles are connected to each other with the 
help of a decentralized blockchain model.

Due to the use of distributed blockchain-based au-
thentication and communication, the overall com-
munication cost is reduced by 50% of the cost of a 
standard public key infrastructure (PKI) system. This 
enables the network to be used for a larger set of us-
ers without increasing system cost. This work is modi-
fied in [8], in which trust-based routing and location 
privacy schemes are added to the VANET. Due to the 
addition of these schemes, the quality of service (QoS) 
performance of the network reduces, therefore there is 
a need to improve it with the help of machine learn-
ing models. The location privacy is maintained using 
k-copy scheme while the trust-based routing is main-
tained with the help of the same decentralized scheme 
as mentioned in [7].

The work in [8] can be further optimized in terms of 
QoS parameters with the help of an incentive scheme 
as mentioned in [9]. In this scheme, the node decisions 
regarding communication, channel selection, packet 
rate, etc. are monitored, and the parameters combina-
tion responsible for improving the QoS is incentivized 
using a scoring mechanism. Due to this, there is a bal-
ance between the security offered by the network and 

Fig. 2. Blockchain-based VANET
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the overall QoS of the network. The parameter com-
bination which has the best score can communicate 
events in the network to the nearby nodes with the 
highest security and QoS. The event is mitigated with 
the help of the best possible route and parameter com-
bination to each of the nearby nodes.

A combination of these schemes [7-9] is given in [10], 
wherein privacy-preservation is maintained using block-
chain-powered trusted authorities. These authorities are 
responsible for node registration, node communication, 
and node termination from the network. All this data is 
stored in the form of the Merkle Patricia tree (MPT) for 
faster storage and retrieval performance. The system 
also supports conditional privacy by allowing each ve-
hicle to have multiple certificates, and each certificate 
is responsible for a particular communication scenario 
in the network. A sample of this process is shown in 
Fig.3, the certificate for every special access for segrega-
tion is given to the vehicle in the network. This enables 
the vehicles to get better security performance, as the 
memory and computational requirement of these cer-
tificates is very low, therefore the QoS of the network is 
also maintained at an optimum level when compared to 
single-certificate computation systems.

In order to add features like bandwidth control, dy-
namic addressing, etc. VANETs are coupled with SDN. 
SDN is responsible for controlling the communication 
between nodes in the network. In order to eliminate 
these problems, the work in [7] presents efficient de-
centralized management mechanism with Blockchain. 
The solution employs managing the security of VANET 
by using a decentralized key-management mecha-
nism. Bi-variate polynomial for a key agreement which 
is based on light-weight authentication is used. This 
technology can manage user identity and public key 
material which will improve the efficiency and cost as 

Fig. 3. Blockchain-based individual certificate scheme

compared to traditional schemes of VANET. An exam-
ple of the network is shown in Fig.2, wherein vehicles 
are connected to each other with the help of a decen-
tralized blockchain model. An application of [10] and 
[11] can be observed in [12], in which blockchain and 
distributed ledger systems along with SDN are used for 
securing high-performance cyber-physical systems.

A similar trust-based model based on blockchain is 
also described in [13]. In this paper, a blockchain-based 
anonymous reputation system (BARS) is used to protect 
distribution of fake messages and privacy of the vehi-
cles. The privacy preserving mechanism Lexicographi-
cal Merkle tree (LMT) is used to provide linkability  be-
tween public key and identity of the vehicle through 
the certificate authority  without disclosing private in-
formation of the vehicles. Law Enforcement Authority 
(LEA) is used to store the public key and identities of 
the vehicles. The reputation evaluation algorithm safe-
guards the vehicles from exposed behaviors  thereby 
improving efficiency , robustness and security of the 
system.Work in [14] uses a blockchain-based Trust con-
ditional privacy preservation announcement scheme 
(BTCPS].  It allows the vehicle to send  messages to 
non-trusted environments. RSUs  calculate reliability of 
the messages as per the reputation values of the ve-
hicles. It can trace the malicious vehicle identity with 
associated public address . Proof of Work algorithm is 
used to improve the efficiency and QoS performance of 
the network.Due to conditional privacy, each node-to-
node communication can be traced back to its source. 
It allows the system to trace the attacking node and 
eliminate it.

This scheme can be extended to include Group Mo-
bility Management as given in [15]. In this work, hando-
ver latency and signalling costs during authentication 
can be reduced using aggregate message authentica-
tion code and one-time password authentication. Due 
to these techniques, the proposed scheme is not only 
fast but also supports faster handoffs whenever nodes 
are shifting between different internal mini-networks. 
This results in reducing the signalling overhead and 
handover latency of the system, which improves the 
QoS of the proposed system. In order to evaluate the 
system under different security threats, possible solu-
tions are discussed in [16]. In this survey, it is observed 
that blockchain technology is the most useful when it 
comes to removing attacks from VANETs. It is used as 
the base security model for this underlying research. 
While security is a major aspect of any VANET, an ef-
fective data collection process must also be taken into 
consideration while designing networks. The work in 
[17] reviews a wide variety of data collection mecha-
nisms for VANETs, and observe that topology-based 
methods have the best performance in terms of reduc-
ing delay and increasing the overall throughput perfor-
mance. Using this mechanism, the QoS performance of 
VANETs can be improved. While using blockchain with 
topology-based methods, it is required that not more 
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than 51% of nodes must be clubbed together for com-
munication. This results in a highly secure blockchain 
network, which is given in [18]. Due to topology issues 
if the blockchain network is attacked with more than 
51% of users, then the network rules can be changed. 
These changes can allow an attacker to inject malicious 
rules into the network, and make backdoors in the 
system. It is also observed that when less than 51% of 
nodes are active then proper data dissemination can 
take place in the network. The overall performance 
and storage capabilities of the network depend on the 
memory and computational power needed per-node 
basis. The higher number of dissemination nodes will 
require a larger memory for storage, and will also re-
quire a higher computational power when compared 
to a network with a moderate number of participating 
dissemination nodes. This can be observed from [19], in 
which nodes within a radius of 1-hop distance are con-
sidered ideal candidates for data dissemination. This 
indicates that all kinds of topology constraints must 
always keep less than 51% nodes in close vicinity with 
each other.

Another attribute-based blockchain algorithm with 
privacy preservation and authentication is indicated 
in [20]. In this work, due to the decentralized nature of 
blockchain, there is no need to perform pre-authenti-
cation in the network. Moreover, the network provides 
high security without the presence of any roadside unit 
or infrastructure components. The network also dem-
onstrates trust management considerations, which 
are improved with the help of SDN as observed in [21]. 
Trust based Deep Enforcement Learning Framework 
with SDN uses deep enforcement learning algorithm 
to find the highest routing path of the network. The 
trust model is used to evaluate behavior of neighbor-
ing nodes of the forwarding packets which helps to 
improve QoS parameters. These techniques can be ex-
tended to 5G networks as given in [22], wherein it is ob-
served that network security is improved if SDN archi-
tectures are applied to high-speed 5G networks. While 
each network type has its own design requirements, 
the work in [23] indicates that SDN-based VANET net-
works require a lot of integrations before real-time de-
ployments. For instance, to support Privacy violations 
the SDN-based VANET must implement ‘Disclosing 
sensitive information module from SDN and ‘Revealing 
the identity of vehicles module from VANET. In order to 
improve the security performance of stand-alone SDN 
systems, the work in [24] indicates the usage of broad-
cast encryption mechanisms. These mechanisms allow 
the system to secure new and existing SDN networks. 
The broadcast encryption mechanism is based on the 
Advanced Encryption Standard (AES) in 256-bit mode 
(AES-256). The security performance of this network is 
found to be far superior to other SDN networks, and 
thereby the same AES-256 implementation is used by 
the underlying research. Network safety can also be 
improved with the help of cooperative communication 
similar to P2P networks, this is given in [25]. To improve 

the network performance ,roadside Open Flow switch 
(ROFS) is used.  SDN based Medium Access Control pro-
tocol is classified into two levels as follows:

a.	 Controller and management of vehicles is used 
to control Road Side Units .

b.	 Controller is used to schedule the cooperative        
time slot sharing between Road Side Units. Slots 
are allotted based on sharing information be-
tween control and data plane.

SDN based blockchain can improve vehicle density 
fluctuation which helps to improve agility and speed 
of the network which further improves the security. To 
improve network performance and better security, The 
Open Flow protocol is connected in tandem with ROFS, 
and a distributed communication architecture is imple-
mented.

For improving security, the energy consumption of 
the network is considered in [26]. In this work, a small 
change in the learning function with the inclusion of 
energy consumption results in routing solutions that 
have greater energy efficiency than the ones which 
do not include energy consumption into the equation. 
The energy consumption can be further improved by 
offloading all the security and related computations 
on fog devices. This is observed in [27], wherein mo-
bile edge nodes are utilized for performing complex 
encryption calculations, while the main communica-
tion and event-triggered processing are done on the 
main vehicular node. A device-to-device clustering 
(D2DC) method is described, which provides cover-
age to nodes that are not in the coverage radius of the 
main infrastructure node. This D2DC method does not 
only provides better coverage but also improves the 
overall energy efficiency of the network. The nodes 
which are not in coverage range do not require send-
ing unnecessary communication packets in search of 
the infrastructure nodes. Due to this, more than 74% of 
the unserviceable nodes come under proper service of 
the network, which improves the QoS performance of 
the network. A similar approach that uses multi-agent 
architecture is given in [28]. A hybrid SDN based geo-
graphic routing protocol  allows selection of reliable 
nodes to avoid communication problems between 
source and destination. By using load balancing criteria 
allows to form hierarchical topology of the network by 
creating group and selecting the group leader.  Rout-
ing protocol provides the better network flexibility and 
resource management which helps to improve QoS pa-
rameters. The geographic routing protocol can be fur-
ther modified as per the survey done in [29], in which 
it is suggested that VANET routing can be best adopted 
with key management-based trust & secure routing 
protocols for better routing efficiency. 

The future of VANETs is the integration of the net-
work with cloud-based approaches [30].Integration of  
Fog computing with SDN enhances the flexibility and 
programmability of the network. It will help minimize 
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future challenges in VANET. Blockchain- based SDN in 
combination with different protocols can improve in-
herent security of the network. The proposed Encrypt-
ed Blockchain based  open  Flow SDN architecture is 
explained and the performance evaluation of the given 
protocol and comparison with other standard algo-
rithms is described in the next section.

3.	 PROPOSED ENCRYPTED BLOCKCHAIN OPEN 
FLOW SDN ARCHITECTURE (ABOSS)

The proposed encrypted blockchain open flow SDN 
architecture is described by dividing the entire VANET 
traffic flow into 3 different parts which are given as:

a.	 Securing node to node communication using 
AES- 256 & ad-hoc on-demand distance vector 
(AODV) routing protocol.

b.	 Improving security for the entire network using 
blockchain-based data transfer.

c.	 Adding QoS improvement layer with network 
control using Open Flow SDN.

A Block diagram of the entire system is shown in Fig.4, 
where node-to-node communications are shown.

Fig. 4. Proposed encrypted blockchain open flow 
SDN architecture (ABOSS)

The input data originates from the source node,  is 
encrypted with the AES protocol. The private key of 
AES is shared with the source and destination nodes. 
This key is moved into a secure block using public-key 
cryptography and is sent in the network. The block di-
agram of AES is shown in Fig.5. AES follows the given 
steps for encryption of data:

AES is a standard encryption algorithm that follows 
the given steps for encryption of data:

a.	 Add round key

b.	 Substitute bytes

c.	 Shift rows

d.	 Mix columns

e.	 Add round key

For decryption the same process used in reverse or-
der using AES, the input data is altered to cipher text , 
and is kept ready for broadcast from the source node. 
Once the data is encrypted, to set the best routing 
paths between the source and destination packet is 
send to nearby nodes. These packets sent are known as 
Route Request (RREQ) packets as shown in Fig.6, where 
node ‘A’ is the source and node ‘F’ is the destination.

Fig. 5. AES block diagram

The nodes which are near, send Request reply (RREP) 
packets. Based on the reception of RREP packets, a path 
is selected between source ‘A’ and destination ‘F’ as A—
B—D—F. This path is selected and kept stored on the 
SDN node. The source node then applies a blockchain 
based data transformation protocol. Using this proto-
col, the input data is converted into the following block 
structure which is given in Table 1.

Fig. 6. Routing process

Table 1. Structure of the blocks in the blockchain

Previous Hash Source Destination Current Node

Timestamp Nonce Data Hash

The above structure gives the information of source 
node and destination nodes along with the timestamp 
of the transfer, current hash value and previous blocks 
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c.	 The network will not be affected by spying at-
tacks due to blockchain verification, due to 
which there will be no communication of any 
node with unwanted nodes, thereby removing 
any chances of spying or spoofing.

Once all these verifications are completed, then data 
communication proceeds on a node-to-node basis. A 
comparison of the results obtained for these protocols 
with other standard methods is done and conclusions 
are derived from these results in the next section.

4.	 RESULTS EVALUATION & ANALYSIS

In order to evaluate the results for the given proto-
col, the network is simulated under similar conditions 
as directed in the standard VANET simulation networks 
in [10]. Due to the use of blockchain, it is observed that 
the proposed model has high security, and is able to 
identify Sybil, Masquerading, DDoS, and Smurf at-
tacks with 100% efficiency. The reasons for this high 
efficiency are traceability, immutability, and improved 
trust levels of blockchain. Thereby making the network 
100% efficient in terms of attack detection. The QoS 
parameters were evaluated by changing the number 
of communications, and averaging the values. The 
number of communications was varied between 10 to 
100. The following network parameters are decided for 
simulating the network,

Channel Type: Wireless Channel

Propagation Mode: Two Ray Ground

Network interface: Wireless Physical

MAC Protocol: Mac/802.11

Interface Queue type: Drop Tail Priority Queue

Antenna Type: Omnidirectional

Routing: AODV

Network X Size: 300

Network Y Size: 300

Packet Size: 1000 bytes per packet

Packet Interval: 0.01 seconds per packet

Parametric values for the end-to-end delay, through-
put, energy consumption, and packet delivery ratio are 
evaluated based on the following formulas,

(1)

(2)

(3)

where, D is the end-to-end communication delay, E is 
the energy consumed during communication, Thr is 
Troughput and 𝑇𝑡 are the reception and transmission 
time for the packet, 𝐸𝑡 and 𝐸𝑟 are the transmission and 
reception energies in the network, 𝑃𝑠𝑟 are the number 

hash values and nonce value saved in the respective 
blocks. How the nonce value is responsible for creating 
the unique hash value. How to find the nonce number in 
blockchain the steps are shown below:

a.	 Initialize a random nonce value

b.	 Store the value in a block

c.	 Find the SHA256 hash of block

d.	 Check whether the hash value is repeated, if yes 
then discard and restart.

e.	 Check whether the hash value is following 
blockchain rules, if not then discard and restart.

f.	 If both rules (d, e) are followed, then store the 
nonce in the blockchain.

With above pseudo steps, the nonce number is eval-
uated and put in the blockchain. Which update the 
hash table’s data and transferred it from source node 
to the next nearby nodes. As the data transmit to the 
next hopping nodes, whole blockchain is checked for 
authentication. 

The blockchain, checking process is done using the 
following steps:

a.	 Check the current hash of the block

b.	 Check the previous hash of the next block

c.	 If these hashes match, then continue with the 
Checking,

d.	 If these hashes do not match, then discard the 
blockchain and re-start the communication

e.	 Once the blockchain is verified, then the com-
munication proceeds to the next node.

Each blocks should follow the blockchain rules once 
the hash values of previous and current blocks is checked 
and verify. Proof –of –Work consensus algorithm is used 
to verify all these process. Once the verification done, 
packets send from any nodes using Open Flow SDN Pro-
tocol. This protocol has the following rules:

a.	 Remove the nodes which are not found in regis-
tered node list during communication process.

b.	 Set of ‘N’ packets allow to be transmitted within 
the nodes, where ‘N’ is link of maximum capacity 
to handle the packets.

c.	 k is the maximum hopes between the source 
and destination nodes decided. During the 
communication only k hoping is allowed in the 
network.

All these rules are applied to each of the communi-
cation packets. After application of SDN rules, the net-
work will have the following advantages:

a.	 The network will be resilient to denial of service 
(DoS) attacks, due to SDN rules.

b.	 The network will not be affected by Spoofing 
(Masquerading) attacks, because of a combina-
tion of SDN rules and the blockchain verification 
process.
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No. of 
Nodes

Delay (ms) 
NSV

Delay (ms) 
ASV

Delay (ms) 
ASS

Delay (ms) 
ABOSS

10 34.09 45.80 25.02 21.40

20 31.09 44.80 32.02 22.40

30 34.31 44.82 27.79 25.72

40 37.94 42.04 47.56 24.31

50 54.93 45.33 28.31 27.47

60 57.02 35.06 26.39 22.30

70 47.45 33.66 25.39 24.71

80 32.69 29.54 29.89 21.89

90 49.29 44.80 32.02 21.40

100 61.24 51.27 22.20 21.69

Table 2. Delay Performance

From Table 2, it is observed that the Average delay 
of NSV is 44ms, ASV is 41.7ms, ASS is 29.6ms, and delay 
of ABOSS is 23.2ms. Thus, the delay using ABOSS is im-
proved by 44% when compared to VANET secured sys-
tems, and the delay using ABOSS is improved by 22% 
when compared to SDN secured systems. Similar com-
parisons are made for energy and throughput. These 
values are given in Table 3 and 4 respectively.

From Table 3, it is observed that the Average Energy 
consumption of NSV is 25.48mJ, ASV is 39.73mJ, ASS is 
18.3mJ, and energy consumption of ABOSS is 15.85mJ. 
Thus, the energy consumption using ABOSS is im-
proved by 60.1% when compared to VANET secured 
systems, and the energy consumption using ABOSS is 
improved by 13.4% when compared to SDN secured 
systems.

No. of 
Nodes

Energy 
(mJ) NSV

Energy 
(mJ) ASV

Energy 
(mJ) ASS

Energy 
(mJ) 

ABOSS

10 20.3 38.3 19.2 16.2

20 21.9 39.1 19.4 16.4

30 22.6 42 20.2 16.3

40 23.6 41.8 18.8 15.5

50 29.5 42.5 17.4 13.2

60 28.5 26 17.3 17.5

70 26.7 40.1 18.3 16

80 22.2 41.5 17.8 14.2

90 27.5 42.5 17.6 16.9

100 32 43.5 17 16.3

From Table 4, it is observed that the Average Through-
put of NSV is 12.74Tbps, ASV is 16.34Tbps, ASS is 
262.6Tbps and the Throughput of ABOSS is 442.6Tbps. 
Thus, the Throughput using ABOSS is improved much 
more than 100 % when compared to VANET secured 
systems, and the Throughput using ABOSS is improved 
by 68.5 % when compared to SDN secured systems.

No. of 
Nodes

Thr (Tbps) 
NSV

Thr (Tbps) 
ASV

Thr (Tbps) 
ASS

Thr (Tbps) 
ABOSS

10 19.8 19.3 163 423

20 18.8 17.3 173 435

30 15.3 8.83 240 620

40 12.3 8.78 287 354

50 5.4 8.5 244 429

60 7.73 14.2 261 372

70 16.6 22.1 256 447

80 7.91 40.2 466 469

90 4.8 6.94 363 442

100 18.8 17.3 173 435

Table 3. Energy performance

Table 4. Throughput performance

5.	 CONCLUSION AND FUTURE SCOPE

The QoS parameters are improved by combining 
SDN with Open Flow with blockchain, and AES encryp-
tion 256 standards of the network. The network is se-
cured from DOS, Masquerading, and Spying attacks 
due to the SDN rules and blockchain verification pro-
cess. Due to the incorporation of AES, there is a further 
improvement in the security performance of the net-
work in terms of data confidentiality. The work can be 
carried out on the cloud by unloading computations 
associated with security and blockchain and thus im-
proving the parameters of the network. By the addition 
of machine learning in the routing process, the routing 
algorithm can be improved, which will further improve 
the QoS and security performance of the network.
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Abstract – The Internet of Things (IoT) aims to create a digital world where any information system can expose, discover, understand 
and consume data and services for analysis, diagnosis, decision support and task automation in various domains such as healthcare, 
transportation, energy, industry, agriculture, etc. Faced with this diversity of applications and rapid evolution, infrastructures must be 
able to achieve high levels of security and confidentiality while being open, sustainable, and agile to adapt to the multiple requirements 
of applications.
To meet these needs, new paradigms are emerging. These include the Software Defined Networks (SDN) paradigm, which offers the 
ability to dynamically program different applications and devices to provide end-to-end service chains. In parallel, the Blockchain 
paradigm is increasingly used in the Internet of Things, making distributed transactions between connected objects such as financial 
transactions or "smart contracts" possible.
Although the combination of these two paradigms (Blockchain/SDN) is a major issue for the success of the Internet of Things, paving the 
way for new business models and management/control of communication networks, there is not yet a specified/formalized architecture 
allowing the use of the "Blockchain" in SDN. In this research, a new architecture for a system combining blockchain and SDN for IoT 
security is proposed.
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1.	 INTRODUCTION

In 2030, it is announced that there will be more than 
500 billion devices connected to the Internet with a 
variety of uses leading to security problems and an in-
crease in traffic on the networks that will be estimated 
in Zeta (1021) bytes [1].

However, currently, the security architectures de-
ployed in networks are mainly based on experience and 
work on wired networks. These architectures are mainly 
based on centralized equipment, whose main role is to 
control the information that is exchanged between the 
company's network and the outside world. It is there-
fore not possible to control the information exchanged 
between a terminal equipment that a user will connect 
to his computer.  On a corporate network, users can 
connect their phone to their computer, via Bluetooth 
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for example, and thus the computer becomes a new 
entry point to the network. With the Internet of Things 
(IoT), we have sensors, thermostats, webcams, watches 
connected to our phones, themselves eventually con-
nected to the Internet or to our computers [1]. So how 
can we control the information coming from this large 
mass of heterogeneous devices?

With the increase in the number of these heteroge-
neous devices, the complexity in their administration is 
growing. This requires a verification of the coherence of 
the configurations of all the network devices of a com-
pany, for example the security rules and the user rights [2].

With the support of a great combination of modern 
technologies such as IoT, SDN, and Blockchain, as the 
number of connected things to the internet grows 
these days, managing and controlling IoT has become 
a very difficult task. SDN steps in to provide the IoT 
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network's adaptability and programmability without 
requiring existing implementations to change their 
design. It may also assess how the network affects the 
overall performance and efficiency of the network sys-
tem, which is very useful when dealing with real-time 
transactions [4]. SDN is utilized in IoT applications to 
reduce response time and security concerns. In SDN, 
many controllers have recently been used instead of a 
centralized controller. The fundamental purpose of us-
ing multiple controllers is to balance the load between 
devices and controllers while minimizing packet loss. 
When the user of the SDN-IoT network need resources, 
they will be available immediately. In addition, utiliz-
ing an SDN controller, a network can be configured dy-
namically. One of the most common protocols used by 
SDN is OpenFlow [4].

Some other advanced technology is blockchain, a 
decentralized, emergent technology that can be com-
bined with SDN-based IoT applications. The hash value 
is used to link various blocks together, and each block 
of the transaction is saved forever [5]. Combining this 
Blockchain technology will boost security and privacy. 
Several academics have proposed numerous clarifica-
tions to increase the network's performance, but they 
are unable to entirely cure the problem.

Although IoT, SDN, Blockchain technologies are 
combined to provide a better solution for any smart 
technology such as intelligent building, smart homes, 
smart cities, and smart grids [5]. These technologies 
can also provide reliable data transmission as well as 
communication in the networks [3].

However, the potential use of this disruptive technol-
ogy spawn to each and every application that need to 
evolve from a centralized authorization entity acting 
as a trusted intermediary or sometimes a third-party 
verifiable trust anchor, towards a purely distributed au-
thentication model. 

Our goal in this paper is to give the reader particu-
larly interested in IoT security, a proposal for a new 
security architecture combining SDN and Blockchain 
technologies, with the aim of improving, and simplify-
ing the deployment of IoT security.

The remainder of the paper is laid out as follows: In 
section 2, we go over some background information 
before introducing IoT, SDN, and Blockchain, as well 
as their designs. Then, in section 3, we describe our 
proposed BCSDN-IoT architecture, its operation, and 
analysis and alert generation. In section 4, we conduct 
an implementation of the BCSDN-IoT solution in virtual 
through the open source solution OpenDayLight, start-
ing with its installation, the realization of the BCSDN-
IoT architecture and the simulation of some attacks. 
And finally in section 5 we conclude our article with 
some perspectives.

2.	 BACKGROUND & RELATED WORKS

2.1	 Internet of Things

The Internet of Things (IoT), as well as the Internet of 
Everythings (IoE) in a larger sense, is a relatively new 
concept. It is considered a major technological and 
economic innovation in the industry of new informa-
tion technologies and communication.

The IoT does not have a unique definition but gener-
ally speaking, It is characterized as a broadening of the 
current Internet to include all objects that can commu-
nicate directly or indirectly with electronic equipment 
that is also linked to the Internet.

The International Telecommunication Union [7] de-
fines the Internet of Things as: "A global infrastructure 
for the information society, which enables advanced 
services by interconnecting objects (physical or virtual) 
through existing or evolving interoperable information 
and communication technologies".

IoT devices are typically sensor nodes, RFID (Radio Fre-
quency IDentification) tags and wireless communication 
devices connected to the Internet in a smart environ-
ment [2]. These devices are very diverse (phone, watch, 
refrigerator...) and are now widely used in everyday life.

With the exponential development of these con-
nected objects with heterogeneous characteristics, the 
networks of the future must evolve towards new archi-
tectures to adapt to the increase in traffic and ensure 
their security. Security is one of the issues of today's 
Internet, as there are more and more intelligent secu-
rity attacks to deal with. In addition, security attacks 
for IoT are more difficult to handle due to the minimal 
energy storage, data and processing capacity that are 
not suitable for existing network security mechanisms 
based on firewall and IDS/IPS [21]. The concept of IoT is 
relatively simple but there are many problems because 
these connected devices do not have enough capacity 
to handle the communications and processing associ-
ated with the applications.

Architecture: The most commonly used IoT archi-
tecture for SDN solutions, and as shown in Figure 1, is 
made up of three layers: the perception layer, the net-
work layer and the application layer [8].

Fig. 1. The architecture of IoT
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Perception layer: it is at this level that the collection 
of information takes place. Various devices and devices 
help it in this, such as smart cards, readers and sensors, 
RFID tags, etc.

It is personalized by a function that allows it to detect 
the whole object in order to acquire information about 
it at any time and place, through the RFID system. (EPC) 
Electronic Product Code is a unique identifier that dis-
tinguishes each object in the IoT infrastructure, it gen-
erates a sequence of numbers giving an idea about the 
producer of the object, its production date and the ex-
piry date.... [8].

Network layer: This layer allows the sending of the 
required information from the previous layer to the 
internet through machines, wired or wireless network 
equipment. As a transport layer, digital data is trans-
ported reliably [8].

Application layer: or also known as the process lay-
er analyzes the information received and makes control 
decisions to perform its intelligent processing function 
by connecting, identifying and controlling objects and 
devices. Intelligence assets use intelligent computing 
technologies such as cloud computing and process 
information for intelligent control, as well as the tasks 
that must be completed and when they must be com-
pleted [8].

2.2	 Software-Defined Networking

SDN (software-defined networking) is a new net-
work architecture paradigm that describes a control 
plane that is completely separate from the data plane. 
According to the ONF (Open Network Foundation) [9] 
SDN is an architecture that separates the control plane 
from the data plane, and centralizes all network intel-
ligence [27] in a programmable entity called "Control-
ler", in order to manage several elements of the data 
plane (e.g. switches or routers, etc.) via APIs (Applica-
tion Programming Interface).

More concretely, we can say that a network architec-
ture follows the SDN paradigm if, and only if, it verifies 
the following points:

•	 The control plane is completely decoupled from 
the data plane; this separation is materialized 
through the definition of a programming inter-
face (Southbound API)

•	 All network intelligence is externalized in a logi-
cally centralized point called the SDN controller, 
which offers a global view on the entire physical 
infrastructure.

•	 The SDN controller is a programmable compo-
nent that exposes an API (NorthboundAPI) to 
specify control applications.

Architecture: A traditional network is generally com-
posed of interconnection equipment such as switches 
and routers. This equipment incorporates both the 

transmission and control parts of the network. In this 
architecture model, it is difficult to develop new servic-
es because of the strong coupling between the control 
plane and the transmission plane.

In order to open the network equipment to innova-
tions, the SDN architecture was born. It allows decou-
pling the control part from the transmission part of the 
interconnection equipment [29]. As depicted in Figure 
2, the SDN is made up of three layers and communica-
tion interfaces.

Fig. 2. The architecture of SDN

We describe in the following these layers, as well as 
the communication interfaces:

•	 The transmission layer: also called "data plane", 
it is composed of routing equipment such as 
switches or routers, its main role is to transmit 
data and collect statistics.

•	 The control layer: also called "control plane", it 
is mainly composed of one or more SDN control-
lers, its role is to control and manage the infra-
structure equipment through an interface called 
'south-bound API'.

•	 The application layer: represents the applica-
tions that enable the deployment of new net-
work functionalities, such as traffic engineering, 
QoS, security, etc. These applications are built 
through a programming interface called 'north-
bound API’.

Communications Interfaces

There are three main types of interfaces, which allow 
controllers to communicate with their environment: 
South, North and East/West interfaces

Southbound APIs: are the interfaces that allow the 
SDN controller to communicate with infrastructure 
layer devices like switches and routers.

The most widely used protocol, and the most de-
ployed as a Southbound interface is the OpenFlow 
protocol, which has been standardized by the ONF, its 
latest version is 1.5 [10], more details on this protocol 
will be given in the next section. There are now other 
southern interface alternatives, such as ForCes [11], or 
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Open vSwitch Database (OVSDB) [12], but the Open-
Flow protocol is currently the de facto standard, which 
is widely accepted and spread in SDN networks.

Nord interfaces: are used to program transmission 
devices, exploiting the network abstraction provided 
by the control plane. It is noted that unlike the South-
bound API which has been standardized, the North in-
terface still remains an open question.

While the need for such a standardized interface is 
a considerable debate within the industry, the advan-
tage of an open Northbound API is also important, as 
an open Northbound API allows for more innovation 
and experimentation. Several implementations of this 
interface exist, each of which offers very different func-
tionality. The RESTful [13] is considered the most wide-
spread North API in SDN.

East/West interfaces: are communication interfaces 
that allow communication between controllers in a 
multi-controller architecture to synchronize the net-
work state. These architectures are very new and no 
inter-controller communication standard is currently 
available.

2.3.	 Blockchain

Blockchain technology emerged in early 2009 with 
the crypto-currency Bitcoin (BTC). Bitcoin users use 
a variable public key (PK) [14] to generate transac-
tion information and broadcast it to the network for 
transferring funds. Transaction information is stored 
by all users in its own block. Once the block is full, a 
network mining process is performed; the hash value 
of the block is calculated, and the encrypted informa-
tion and blocks are added to the blockchain [15]. To 
mine the cryptographic hash value of a block, certain 
nodes in the network, known as miners, compete to 
solve a proof of work called the cryptographic re-
source consumption puzzle (POW) [28]. The node that 
solves the puzzle first and gets everyone's approval is 
considered to have mined the block. This is because 
blockchain technology maintains all transaction data 
counts among all members, and all members update 
the counts simultaneously to maintain completeness 
when new transactions occur [16] [23]. The Internet 
and encryption technologies are the underlying tech-
nologies that allow all members to verify the reliability 
of each transaction to resolve a single point of failure 
caused by a traditional third-party authorized transac-
tion. Because the blockchain is a peer-to-peer (P2P) 
network [17], the transaction is free of unauthorized 
third-party charges. As everyone keeps their transac-
tion information up to date, the hacking effect of single 
point records is very limited, and it frequently fails. In 
addition, users of a blockchain system can openly ac-
cess transaction records and reduce the costs of moni-
toring transactions. Since the hash value stored in each 
block peer is affected by the block peer is affected by 
the value of the previous block, forgery and modifica-

tion of data requires modification of the entire chain 
[18] and the amount of computation at one point is far 
behind the computation of the entire network. As a re-
sult, forgery is almost impossible.

Fig. 3. The architecture of IoT with Blockchain

2.4	Re lated Works

Several researchers have recently addressed emerg-
ing leading technology such as IoT, SDN, Blockchain, and 
other smart technologies in today's world [19, 20, 21, 
and 22]. In this section, some literature reviews of recent 
works have been mentioned which are given below:

Research Work
Used Summary 

contributions and 
featuresIoT SDN Block 

chain

M. J. Islam, M. 
Mahin, S. Roy, B. 
C. Debnath, and 
A. Khatun.[19]

✓ ✓ *

Presented a distributed 
black net with SDN-IoT 
architecture for smart 

cities and addressed the 
cluster head selection 

scenario

M. A. Ferrag, 
M. Derdour, 

M. Mukherjee, 
A. Derhab, L. 

Maglaras, and H. 
Janicke [20]

✓ * ✓

Provided several 
overviews of the 

Blockchains application 
domain in IoT, e.g: 

Vehicle Internet, Energy 
Internet, Cloud Internet

P. K. Sharma, S. 
Singh, Y.-S. Jeong, 
and J. H. Park, [21]

✓ ✓ ✓

Proposed a literature  
combination between 

Blockchain and SDN 
for IoT networks and 
presented flow rule 

table for validation of 
blocks as well

C. Qiu, F. R. Yu, F. 
Xu, H. Yao, and C. 

Zhao [22]
✓ ✓ ✓

Proposed an imminent 
permitted blockchain-

based consensus in 
distributed SDIoT and 
also efficiently used 

a novel dueling deep 
Q-learning approach.

Table 1. State of the art.
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3.	 BCSDN- IoT PROPOSED ARCHITECTURE 
COMBINING SDN AND BLOCKCHAIN FOR IoT 
SECURITY

Based on the analysis in the previous section for the 
rapidly growing IoT networks created by new com-
munication paradigms, we observed that the current 
distributed network architecture, protocols, and tech-
niques are not designed to meet the design principles 
required for future challenges and satisfy new service 
requirements. Today, organizations need a unique dis-
tributed security architecture that includes powerful 
network security devices that provide real-time proac-
tive protection and high performance to address the 
design principles analyzed. In this section, we provide 
the distributed secure SDN architecture,BCDSN-IoT ar-
chitecture, its workflow, and a mechanism for updating 
high-performance availability flow rule tables play an 
important role in a distributed blockchain network.

3.1.	 BCSDN-IoT approach

BCSDN-IoT adopts distributed secure network con-
trol in the IoT network using the concept of blockchain 
technology to improve security, scalability, and flex-
ibility without the need for a central controller. Figure 
5 shows the overall view of the proposed architecture. 
In the proposed architecture, all controllers in the IoT 
network are interconnected in a distributed blockchain 
network fashion so that each IoT transmitting device 
in the network can communicate easily and efficiently. 
Each local network view includes an IDS/IPS (Intrusion 
Detection System/Intrusion Prevention System) ser-
vice. By putting an IDS module on each controller, the 
BCSDN-IoT architecture not only enables operational 
flexibility, but also proactive and reactive incident pre-
vention based on the repeating threat environment, 
which is fast evolving, dynamic and high performing. 
It provides an agile, modular and secure network infra-
structure. Protections must dynamically adapt to the 
threat landscape without requiring security adminis-
trators to manually process large numbers of notifica-
tions and approvals. These assurances must be well-
coordinated across the broader IoT environment, and 
the architecture must adopt a protection posture that 
uses both internal and external sources constructively.

Our solution is inspired by the security grid concept 
and our intelligent firewall approach to improve secu-
rity in a conventional network and extend it to the IoT.

 In this approach, we propose a collaborative secu-
rity solution with a distributed controller architecture 
coupled with IDS. We have opted for a distributed SDN 
architecture distributed SDN architecture because a 
centralized architecture with a single controller in-
creases the danger of network in the event of a denial 
of service (DoS) attack, there will be a service outage.
For example, if the threat is only on one machine, it is 
not critical and isolating the machine can be a solution, 
but if the single controller is compromised, the whole 

network is at risk. The use of multiple controllers there-
fore creates redundancy, ensures high availability and 
reduces network latency.

Fig. 4. Distributed Routing Cluster for SDN

Fig. 5. The BCSDN-IoT architecture proposed

As shown in Figure 4, our solution consists of one or 
more clusters. Each cluster is composed of one or more 
network devices that are responsible for the intercon-
nection of devices including connected objects. Within 
each cluster, an SDN controller manages the OpenFlow 
network. Each SDN controller is coupled to an IDS. The 
IDS is responsible for detecting intrusions into the net-
work perimeter of each cluster. In other words, a clus-
ter is an SDN domain in which we use an OpenFlow 
network with an SDN controller and an IDS to manage 
the security domain, which we call the zone of trust. To 
form a trust zone, all the equipment and devices in this 
zone must be fully secured. This security work is done 
by the controller and IDS pair. The SDN controller acts 
as an intelligent firewall for the trust zone and has se-
curity rules specific to the security needs of the cluster. 
These rules are programmed by an administrator. They 
can be distributed to other trust zones if the security 
need is the same through the East-West API.

Our approach allows not only to manage security in 
a totally decentralized way through a local manage-
ment of security by the SDN/IDS controller couple, but 
also that the controllers exchange information on the 
threats detected in their respective clusters.
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The SDN controller is the central element for security 
management in each trust zone. It has a global view 
of the network, manages traffic and distributes security 
policies to the network devices in its own cluster.

Before the SDN controller can isolate the threat in 
each cluster, it must be detected. That is why we use an 
IDS to solve this problem. In practice, this can be done 
by setting up an IDS like snort or other.

3.2	 Analysis, detection and alert 
	 generation

To achieve this, we used an IDS to listen to all net-
work traffic, analyze and detect malicious flows.

The IDS analyzes the network data and detects anom-
alies or attack patterns predefined by the blockchain 
network administrators. This detection is mainly based 
on the analysis of the network and transport layer pack-
et headers but also on the packet content. To detect a 
malicious flow, the IDS mainly uses two analysis meth-
ods, namely the signature-based detection method 
which allows to detect known patterns in the analyzed 
data, or the behavioral detection method which detects 
deviations of a behavior from a normal profile. In both 
cases, the IDS compares the analyzed data to a reference 
described either by a signature or by a normal profile. 
Once the data is analyzed, the IDS can generate an alert 
in the form of a log file in case of malicious flows.

4.	 IMPLEMENTATION OF THE BCSDN-IoT 
SOLUTION

Our implementation model is entirely realized in a 
virtual environment with open source tools.

4.1	 Installing OpenDaylight

The OpenDaylight controller is an open source net-
work operating system software developed in Java 
and managed by the Linux Foundation. It is based on 
a modular architecture and exchanges with SDN appli-
cations using the Northbound API. OpenDaylight com-
municates with network devices using its Southbound 
API. The most commonly used Southbound API in SDN 
is OpenFlow.

To experiment with our solution, we created a virtual 
machine with 2 CPUs and 16GB of RAM with an Ubuntu 
16.04 operating system on the VMware platform. Then 
we installed on this machine an OpenDaylight SDN 
controller Beryllium- SR4 version.

Once OpenDaylight was installed, we added features 
such as odl-l2switch-switch, odl-dlux-all and odl-rest-
conf to support Layer 2/3 switches, web interface and 
communicate with applications via the REST API. It is 
also important to enable OpenFlow version 1.3 by add-
ing the -of13 option on the launch script file, as Open-
Flow version 1.0 is implemented on the OpenDaylight 
controller by default. OpenDaylight provides several 
types of features to use as needed.

Fig. 6. Installing OpenDaylight

Once OpenDaylight was installed, we added features 
such as odl-l2switch-switch, odl-dlux-all and odl-rest-
conf to support Layer 2/3 switches, web interface and 
communicate with applications via the REST API. It is 
also important to enable OpenFlow version 1.3 by add-
ing the -of13 option on the launch script file, as Open-
Flow version 1.0 is implemented on the OpenDaylight 
controller by default. OpenDaylight provides several 
types of features to use as needed.

To make a Layer 2/3 OSI routing decision, the Open-
Daylight controller knows the network topology, as well 
as the devices that are connected with their identifiers 
(IP addresses and MAC addresses). Using OpenFlow 1.3, 
the OpenDaylight controller configures an OVS switch 
and manages and updates the OpenFlow network.

4.2	Rea lization of the architecture

Most of the works in the literature use the mininet 
network simulator to experiment the SDN network. We 
have chosen to use virtual machines in a production en-
vironment on VMvare platform, to be in a real use case.

To realize our virtual network architecture, we cre-
ated a second virtual machine with an Ubuntu 16.04 
operating system, 2 virtual CPU and 16GB of RAM on 
a VMvare platform. On this machine, we installed an 
OpenFlow 1.3 compatible virtual switch (OVS version 
2.6.0) and Qemu (Quick Emulator), an open source vir-
tual machine emulator on x86 architecture.

The OVS is an open source software implementation 
of an Ethernet switch with the particularity of being 
multilayer and distributed. It is designed to work as an 
OSI level 2/3 switch in virtual machine environments 
supporting different protocols and standards, including 
the OpenFlow protocol. In our work, it has allowed us to 
make client virtual machines communicate with each 
other. Qemu is used to emulate our client machines with 
an Alpine Linux operating system, an ultra light distri-
bution of Linux with 48MB of RAM. We used the basic 
qemu-img tool to create and manage disk images. The 
qcow2 format is used in this work because it integrates 
more features like compression and encryption.

Then, we wrote a bash script to launch several qemu 
client virtual machines with the possibility to manage 
them remotely. The same script allows to launch the 
OVS to interconnect the Alpine Linux virtual machines 
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and to create the link between the OpenFlow switch 
and the OpenDaylight controller, to allow the latter to 
control the network via the OpenFlow 1 protocol.

A dynamic allocation of IPv4 addresses in DHCP of 
the virtual machines clients of the network is made by 
the same code. This is how we set up our OpenFlow 
network with the possibility of scaling up just by vary-
ing the number of virtual machines and number of vir-
tual machines and OVS desired.

4.3	 Securing the link between 
	the  OpenDaylight controller 
	and  the OVS

As discussed earlier, the communication channel be-
tween the OVS and the OpenDaylight controller is not 
encrypted by default, which means that encryption of 
OpenFlow exchange messages between these two ele-
ments of the SDN network does not run automatically. In 
addition, some controllers do not even support TLS for 
encrypting communications between the SDN switch 
and the controller. A hacker can exploit this lack of se-
curity on the OpenFlow channel to attack the network 
and conduct malicious actions. This is extremely dan-
gerous if the hacker gains access to the controller that 
would give him control over the entire network. With a 
grip on the controller, the hacker can remove OpenFlow 
switches, modify OpenFlow rules in the switch, capture 
sensitive traffic and monitor how the controller handles 
OpenFlow packets. For this reason, SSL/TLS encryption 
of OpenFlow message exchanges on the channel be-
tween the OVS and OpenDaylight is required.

The encryption of OpenFlow messages between the 
OVS and OpenDaylight is done using an SSL/TLS connec-
tion, based on the Public Key Infrastructure (PKI) model.

Fig. 7. Node Inventory on the OpenDaylight 
Beryllium-SR4

Using the OpenSSL encryption toolkit, we generated 
a keyStore, a file containing the controller's private and 
public keys. Then, the key file is imported into a JKS for-
mat key file, adapted to be configured on the Open-
Flow configuration file of the OpenDaylight controller.

4. 4	 Some examples of simulated 
	attac ks

To simulate an attack and see if the IDS detects it or not, 
we installed the Nmap tool on one of the client virtual ma-
chines. Then, we successively launched a denial of service 
attack, a port scan and an IP address spoofing with the 
specific Nmap command on a case by case basis.

•	 Denial of service
The objective here is to detect and block attempts to 

saturate a target machine with DoS attacks using the 
ICMP protocol. We proceeded to send ICMP requests 
to the second machine of our network, in order to see 
if the Snort IDS reacted by detecting the unwanted 
flows. With this example, we found that after this ICMP 
request, our Snort IDS detected and saved a log file on 
the specific directory of the Snort server. This type of 
attack attempt can make the controller or a machine 
unavailable to its users. It interrupts or suspends net-
work services temporarily or indefinitely.

With the proposed solution, it is possible to block the 
communication of malicious nodes in an automated way.

•	 Port scan
In this case, the goal is to detect port scan attempts 

on TCP and UDP protocols and to block these requests 
from the same source with the Nmap tool. Nmap is an 
open source port scanning software designed to de-
tect open ports and, more generally, to obtain informa-
tion about the operating system of a remote computer. 
To find out which ports are open on a machine, Nmap 
sends a packet to all ports on the target machine and 
analyzes the responses.

To simulate port scanning, we installed the Nmap 
tool on one of the Linux host alpine machines on our 
network. Then, we launched a port scan on one of the 
machines of the network with the specific command 
(nmap -p "*" Ip address target machine) and in the 
same way, Snort detected this attack attempt and re-
corded the corresponding log.

•	 IP or MAC address spoofing
MAC address spoofing is when a malicious attacker 

attempts to spoof a legitimate MAC or IP address in 
order to send packets to the network, using a trusted 
address. MAC/IP address replication forces systems to 
believe that the source is trustworthy.

In the same way as port scanning, we experimented 
with Nmap, and through the specific command (nmap 
spoof-mac target machine MAC address or target ma-
chine IP address), IP and MAC address spoofing and 
found that Snort detected the threat and logged the 
associated log.

We noticed that Snort detected all the attacks and 
saved the corresponding files in the log directory. This 
procedure can be extended to other types of more 
complex and intelligent threats.

5.	 CONCLUSION

In this paper, based on an analysis of the challenges 
faced by large-scale IoT networks due to new com-
munication paradigms, BCSDN-IoT, a novel distributed 
secure IoT network architecture composed of an SDN 
backbone using blockchain technology, has been pro-
posed to address current and future challenges and 
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satisfy new service requirements. BCSDN-IoT improves 
the performance and capacity of a system. The primary 
role of the BCSDN-IoT model is to generate and deploy 
protections, including threat prevention, data protec-
tion, and access control, and mitigate network attacks 
such as cache poisoning/ARP spoofing, DDoS/DoS at-
tacks, and detect security threats. The BCSDN-IoT ap-
proach also focuses on minimizing attack window 
time by allowing IoT forwarding devices to check and 
download the most recent flow rule table if necessary. 
The performance evaluation is based on the scalability, 
defense effects, accuracy rates and performance over-
head of the proposed model.
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