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Abstract – Mobile ad hoc networks (MANETs) are the self-sufficient nodes with their unique characteristics, such as open wireless 
mediums and self-motivated topology, which suffers from security weaknesses. Due to the complexity of the MANET security 
architecture, it is difficult to detect and prevent security issues in the wired networks. Hence, this paper proposes a secure and QoS-aware 
data transmission in the MANET that improves the efficiency of the transmission. The optimal route, which is the shortest possible path, 
is chosen using the modified ant colony optimization algorithm (MACO algorithm) and the secure transmission in MANET is ensured 
using the Diffie-Hellman key-exchange algorithm (DHKE strategy). The key exchange method is used to improve the security of the 
transmission of the MANET. This paper shows a high transmission rate on a secure path with a higher PDR and throughput.

Keywords: MANET, Security, MACO, DHKE, Routing

1. INTRODUCTION

The MANET network is a distributed multi-hop net-
work composed of mobile nodes that can be used 
for various applications [1] [2]. These nodes can in-
teract with each other in a multi-hop fashion. Each of 
the nodes in a network is a part of the same network, 
which means that they play an equal role in the trans-
mission of data. The mobile devices in a network are 
known as routers, which are used to control and route 
the data packets. The routing protocol serves as a way 
for a network to establish contact with its source and 
destination. It also determines the best path for a pack-
et to reach its intended destination. The MANET com-
munication is investigated using several network pa-
rameters, such as packet delivery ratio (PDR), delay, dis-
tance, and so on, which are enclosed within the Quality 
of service (QoS) of the network [3]. The optimal route 
for availing quality-of-service is chosen using the fol-
lowing factors: MACO, HRM, and energy efficiency [2].

Outstanding routing techniques were developed with 
the goal of eliminating wasteful data transfer losses [20] 
[22]. Routing methods reduce routing communication 
to a bare minimum to ensure efficiency, but the result-
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ing minimal data creates a barrier for a Routing Attack 
Detection System (RADS) [21]. The main issue with course 
disclosure is that it can result in loss of data. Fortunately, 
there are various algorithms that can help minimize this 
issue. Some of these include the Genetic algorithm, simu-
lated annealing, and particle swarm optimization [2]. Se-
cure routing techniques have been developed to protect 
MANETs from attacks, but these protocols do not protect 
additional data [23]. Because wireless sensor networks 
may be used in hostile environments such as battlefields 
[24] security in data communication is an important prob-
lem to consider when developing them. The Bee Ad Hoc 
fuzzy logic (FBeeAdHoc) framework has been used to pro-
vide a security layer for routing protocols in MANETs. In 
MANETS, the Homomorphic Encryption (HE) approach is 
used to accomplish multi-level security, which means that 
the data will be subjected to a cryptographic hash func-
tion and an encryption algorithm will be sent to the end, 
where the data will be decrypted and the data's depend-
ability will be checked. The wormhole attack is one of the 
most serious security threats that can significantly disrupt 
network connectivity. When a node breaks the security 
standards and so becomes vulnerable to attack, this is re-
ferred to as malicious behavior [25].
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The paper proposes a routing protocol that can in-
crease distribution ratios and reduce end-to-end delay. 
It also uses the Diffie-Hellman algorithm to improve se-
curity of path. The paper is divided into four sections: 
Section 2, Section 3, Section 4, and Section 5. The top-
ics covered by these sections include: (1) an overview 
of the concepts of routing and data protection (2) a 
comparison of various secure routing and protection 
protocols (3) a description of the characteristics of the 
proposed method.

2. LITERATURE REVIEW

In this section, the review of the existing literature is 
presented with the upcoming challenges of the research. 
An approach was proposed in 2019 to find the best CH 
for a stable MANET security level. The proposed model 
combines the number of attackers and the approxi-
mate distance and TV consumption of each certificate 
holder to ensure that the data is available and stable [1]. 
In 2019, Mariappan Rajashanthi and K. Vathi proposed 
a secure multipath routing scheme that is energy-effi-
cient and has an encryption technique [4]. In 2018, the 
authors of this paper proposed various security-related 
regulations for data collection. They then reviewed the 
various methods and techniques related to MANET de-
tection [5]. In 2017, the two authors updated the LEACH 
and AOMDV routing strategies. They provided a uniform 
approach for multipath routing and cluster generation 
[6]. In 2017, mobile ad hoc networks (MANETs) were in-
troduced to the concept of security through the use of 
pre-existing routing protocols. The goal is to gain fast 
and secure communication while protecting the integ-
rity and authenticity of the network [7].

The goal of a network is to receive and send mes-
sages from two users. To achieve this, the algorithm 
used to set the routing path was optimized. It allowed 
for better packet delivery and lower EC [8]. In 2018 [9], 
Mostafaei recommended a disseminated learning ma-
chine based calculation to work on the organization's 
exhibition with a few obliged QoS boundaries. It took 
a couple of QoS directing limitations into the record in 
way choice, like start to finish steady quality and defer-
ral. As far as start to finish postponement and energy-
viability, the outcomes showed that the estimation 
performed better compared to the present status of 
the craftsmanship brutal computations.

To decide the best area of the gathering particles, the 
fundamental multitude streamlining was refreshed. On 
account of a steady organization structure, one mole-
cule is relied upon to decide the G-best position, and the 
leftover particles can search for additional spaces to con-
firm that the best position is G-best, not the flow one. 
In this article, Modified Ant Colony Optimization (MACO) 
is used to tackle the inadequacies of current renditions 
of MANET. Most of past research has focused on either 
energy productivity or unwavering quality; in any case, 
in this article, both energy-effective bunching and de-
pendability are joined in a solitary MANET model.

3. PROPOSED SECURE TRANSMISSION IN MANET 
USING THE MACO ALGORITHM AND DHKE 
STRATEGY:

The method of sending information from a source to 
an objective without the need of a wired media is known 
as remote correspondence. A portion of the WSN's and 
MANET's elements are practically indistinguishable. In 
the modern days, MANET plays a significant role in ren-
dering the network services equipped within the hand-
held devices. Hence, there is a need to utilize the rout-
ing protocol for ensuring the easy access to the network 
services, where the optimal route is decided for reaching 
the services available through the hand-held devices. In 
this research, MACO algorithm is proposed for selecting 
the optimal communication path in MANET. Moreover, 
rendering security for the data provider and user is very 
significant, which is ensured using the DHKE strategy. The 
MACO algorithm and DHKE strategy are utilized in the 
MANET, which further promotes the QoS of the network. 

3.1 MANET COMMUNICATION

The network is equipped with numerous sensor 
nodes, which are engaged in the data transmission 
in the network as shown in figure 2. Following table 
1 shows the network parameters employed for simu-
lating the MANET in NS2. The source node generates 
the request message for initiating the communication 
with the destination node, and the communication is 
preceded only if the security keys of both the source 
and destination nodes matches with each other. In this 
context, optimal route selection and selection of the 
secure path is the major focus.

3.2 PROPOSED MODIFIED ANT COLONY  
 OPTIMIZATION (MACO) FOR OPTIMAL 
 PATH SELECTION IN MANET: 

In the MANET, ensuring the throughput rates is impor-
tant to meet the client demands with an effective QoS. 
Due to different plan hardships and imperative satisfac-
tion, conventional conventions fail to address the user 
challenges. Hence, upgrading throughput turns into a 
basic issue to fulfill client needs and application support. 
Therefore, throughput is the significant factor for ren-
dering the required QoS for any kind of MANET applica-
tions and in this research, MACO streamlining technique 
considers throughput as one of the factor in selecting 
the optimal routing path for MANET communication.

3.2.1 Solution representation:

In a optimization algorithm, the solution representa-
tion signifies the solution declared by the algorithm. In 
this research, solution is the routing path with the source 
node as the initiating node or the data sender S and des-
tination node D as the terminating node or the receiver, 
with the intermediating nodes (I1 , I2 , ... In)suchthat(n<m) 
being the communicating nodes between the source 
and destination nodes as shown in figure 1.
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It also uses the Diffie-Hellman algorithm to improve se-
curity of path. The paper is divided into four sections: 
Section 2, Section 3, Section 4, and Section 5. The top-
ics covered by these sections include: (1) an overview 
of the concepts of routing and data protection (2) a 
comparison of various secure routing and protection 
protocols (3) a description of the characteristics of the 
proposed method.

2. LITERATURE REVIEW
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An approach was proposed in 2019 to find the best CH 
for a stable MANET security level. The proposed model 
combines the number of attackers and the approxi-
mate distance and TV consumption of each certificate 
holder to ensure that the data is available and stable [1]. 
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an objective without the need of a wired media is known 
as remote correspondence. A portion of the WSN's and 
MANET's elements are practically indistinguishable. In 
the modern days, MANET plays a significant role in ren-
dering the network services equipped within the hand-
held devices. Hence, there is a need to utilize the rout-
ing protocol for ensuring the easy access to the network 
services, where the optimal route is decided for reaching 
the services available through the hand-held devices. In 
this research, MACO algorithm is proposed for selecting 
the optimal communication path in MANET. Moreover, 
rendering security for the data provider and user is very 
significant, which is ensured using the DHKE strategy. The 
MACO algorithm and DHKE strategy are utilized in the 
MANET, which further promotes the QoS of the network. 

3.1 MANET COMMUNICATION

The network is equipped with numerous sensor 
nodes, which are engaged in the data transmission 
in the network as shown in figure 2. Following table 
1 shows the network parameters employed for simu-
lating the MANET in NS2. The source node generates 
the request message for initiating the communication 
with the destination node, and the communication is 
preceded only if the security keys of both the source 
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context, optimal route selection and selection of the 
secure path is the major focus.

3.2 PROPOSED MODIFIED ANT COLONY  
 OPTIMIZATION (MACO) FOR OPTIMAL 
 PATH SELECTION IN MANET: 

In the MANET, ensuring the throughput rates is impor-
tant to meet the client demands with an effective QoS. 
Due to different plan hardships and imperative satisfac-
tion, conventional conventions fail to address the user 
challenges. Hence, upgrading throughput turns into a 
basic issue to fulfill client needs and application support. 
Therefore, throughput is the significant factor for ren-
dering the required QoS for any kind of MANET applica-
tions and in this research, MACO streamlining technique 
considers throughput as one of the factor in selecting 
the optimal routing path for MANET communication.

3.2.1 Solution representation:

In a optimization algorithm, the solution representa-
tion signifies the solution declared by the algorithm. In 
this research, solution is the routing path with the source 
node as the initiating node or the data sender S and des-
tination node D as the terminating node or the receiver, 
with the intermediating nodes (I1 , I2 , ... In)suchthat(n<m) 
being the communicating nodes between the source 
and destination nodes as shown in figure 1.
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Fig. 1. Solution representation

where, m is the total nodes in the MANET with n being 
the intermediate nodes in the communicating nodes.

3.2.2 Fitness measure: 

The optimal solution, which is the optimal routing 
path, is decided by MACO using the fitness measures, 
such as throughput, PDR, routing overhead, and delay. 
The solution is selected as optimal when the through-
put and PDR is high with the minimal overhead and 
transmission delay.

3.2.3 MACO description:

The MACO algorithm is the modified version of the 
ACO algorithm, which aims at the selection of the op-
timal route between the source and the destination 
nodes. The optimal route is the solution of MACO as per 
the figure 1. Technically, the solution or the route re-
fers to the ants in the MACO and initially, the proposed 
MACO establishes the random solutions at the initial 
iteration, which is accompanied with the generation of 
all the possible routes between the source and the des-
tination nodes, from which the optimal route satisfying 
the fitness measure is selected for communication. 

The MACO builds the connection's packet transmis-
sion rate, bringing about a reasonable course choice 
arrangement. Forward ant is begun by the source hub 
at arbitrary to visit the entirety of the open hubs in the 
course [15]. During their crossing, the ants leave a little 
amount of pheromone on the visited joins. At the point 
when the ants show-up at their objective, the ants up-
date the pheromone of all hubs visited all through the 
crossing. A hub's throughput is treated as a pheromone 
for this situation. The throughput work is utilized to re-
fresh a hub's pheromone [16] [17].

Equation 1 is used to calculate f(t).

(1)

Where k denotes the packet transmission limit, p(i) 
is the number of packets successfully transferred, and 
t(i) denotes the packet transmission time.

An ant (A) is a collection of routes that link all nodes. 
MACO's fitness function shown in equation 2, also 
known as the objective function, is shown as follows:

(2)

The pheromone is updated in a cyclic way during 
the course of each traversal of a link l. Equation 3 is 
used to calculate the likelihood of an ant 'm' visiting 
node 'j' from node i.

The pheromone concentration in link ij is τij, ej is the 
energy of the node, control parameters are α,β and γ, 
and the throughput heuristic value μij is f(t).

Equation 4 is used to calculate the pheromone con-
centration as it decreases over time.

Where, ∆ij
n is the change in pheromone amount in 

the link ij, updated by the mth ant, and (1-ρ) is a de-
creasing pheromone constant. The following genera-
tion of ants migrates to their goal via increasing phero-
mone concentration nodes.

This cycle is proceeded until the state of stagnation is 
satisfied. The street that arises after a time of balance is 
viewed as the best way for correspondence. This meth-
odology is done for every information transmission. 
This progression flags the beginning of the organiza-
tion's transmission interaction. The figure 2 portrays 
the most limited way that is discovered utilizing AODV 
considering every one of the elements of MACO im-
provement calculation.

Fig. 2. MANET network

3.3 DHKE STRATEgY FOR THE SECURE  
 COMMUNICATION IN MANETS

Using a finite number of nodes, a MANET is simu-
lated in NS2, where the nodes communicate the data 
between the nodes only when the routing path offers 
better QoS with guaranteed security. Thus, security is 
ensured through DHKE strategy, which ensures the 
path is secure. Initially, find the source and destination 
nodes in the MANET for transferring the data packets 
between the nodes. The AODV routing protocol is used 
with MACO to identify the shortest path between these 
nodes. The shortest route from source to destination is 
chosen using MACO, where the security is guaranteed 
using DHKE [19]. 
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First and foremost, a conduit from source to desti-
nation is constructed followed with the data transfer. 
Nodes at the source and destination locations for data 
transfer create two random numbers, p (prime num-
ber) and b (base number) in a DHKE-based strategy. 
The source node generates the private key Pk1 and the 
destination node generates the private key Pk2. Using 
the following formulas, two values A and B are calcu-
lated on the source and destination ends, respectively.

A = bPk1modp (5)

B = bPk2modp            (6)

The values of A and B are exchanged across the nodes 
in order to calculate the secret key values at both ends. 
The formulae for computing the value of the secret key 
at the source and destination nodes are as follows:

Cs = BPk1modp 
Ds = APk2modp

(7)

(8)

These secret key values are compared with each other 
for enabling the secure data transfer. Upon the mis-
match in the secret keys between the source and desti-
nation nodes, the packets drop intimating the presence 
of the malicious nodes in the network thereby, blocking 
further communication. The DHKE strategy for secure 
path selection is depicted in figure 3 as a flowchart.

Figure 3. Diffie-Hellman approach for checking 
whether path is secure or not

4. RESULT ANALYSIS

In this section, the achievements of the MACO with DHKE 
strategy are portrayed in order to enumerate the effective-
ness compared with the existing state-of-art methods.

4.1 SIMULATION ENvIRONMENT:

The simulation is established in NS2 environment 
with the network settings shown in table 1. In the MA-

NET network, a maximal of 150 nodes are distributed in 
the simulation area of coverage 1500 m × 1500 m.

Table 1. Parameters for simulation

Parameters Network Settings

Number of Nodes 30, 60, 90, 120 and 150 

Area Size 1500 m × 1500 m

Transmission Range 250 m

Data Types CBR

Packet Size 512Bytes

Antenna Omni directional

Type of Queue Drop Tail

Routing protocol AODV

4.2 PERFORMANCE METRICS:

The effectiveness of the routing protocol, MACO with 
DHKE strategy is revealed through the analysis based 
on the metrics, such as packet delivery ratio (PDR), 
throughput, routing overhead, and delay. 

4.3 COMPARATIvE ANALYSIS:

The methods employed for the comparative analysis 
include: ACO, genetic algorithm (GA), particle swarm op-
timization (PSO), and MDPSO [1]. The difference in the 
packet delivery ratio (PDR) with respect to the quantity 
of hubs is displayed in Figure 4. The proposed MACO 
with DHKE acquires better PDR, throughput, delay and 
overhead when compared with the existing methods, 
like ACO with signcryption, PSO with signcryption, GA 
with signcryption, MDPSO with signcryption, PSO with 
DHKE, GA with DHKE, and ACO with DHKE. Table 2 shows 
the acquired throughput for the methods. The PDR, 
throughput, overhead and delay analysis is enumerated 
in figures (4) – (7) and tables (2) – (5).

The PDR analysis is performed with respect to the 
number of the nodes (in table 2), where it is highlight-
ed that the PDR percentage shows slight improvement 
with the increasing number of nodes. Though the PDR 
decreases with the increasing number of nodes due 
to link failure, the application of the secure path selec-
tion method boosts the PDR through enhancing the 
link lifetime of the network. The proposed MACO with 
DHKE acquired the PDR of 97% when 150 nodes are 
communicating in the network, which is the best ever 
acquired PDR percenatge, which is mainly due to the 
development of the secure path selection mechanism.

The throughput analysis of the methods based on 
the total nodes is demonstrated in the figure 5. The 
throughput of the methods are affected when the 
transmission overhead prevails in the network due to 
the total number of users. When the total nodes is 150, 
the throughput acquired by the proposed MACO with 
DHKE is 4367 kbps, which is better when compared 
with the existing methods, justifying the effectiveness 
of the proposed method.
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Table 2. PDR analysis (in %) (Higher PDR is better)

Number of 
nodes

ACO with 
signcryption

PSO with 
signcryption

GA with 
signcryption

MDPSO with 
signcryption

PSO with 
DHKE

GA with 
DHKE

ACO with 
DHKE

proposed MACO 
with DHKE

30 85 89 91 91 92 93 94 94

60 85 85 86 86 91 92 92 94

90 85 86 86 90 94 94 95 96

120 85 86 89 93 95 95 95 95

150 86 88 88 92 94 95 96 97

Fig. 4. Analysis based on PDR (Higher PDR is better)

Fig. 5. Throughput analysis  
(Higher throughput is better)

Fig. 6. Overhead analysis  
(Minimal overhead is better)

Fig. 7. Delay analysis (Minimal delay is better)

Similarly, the overhead analysis is performed, which 
focuses on the analysis of the computational complex-
ity of the network when the node communication in-
creases. When the total nodes is 30, the overhead is 
minimal, while the overhead incrases with the increase 
in the total simulated nodes in the network. However, 
when compared with the existing methods, the com-
putational overhead of the proposed model is minimal, 
which insists that the proposed method schedules the 
communication through the optimal path.

Likewise, the delay analysis in the figure 7 insists that 
the effective performance of the network is based on 
the minimal delay of data communication between the 
nodes. For instance, as mentioned in the table 5, when 
the network is simulated with 150 nodes, the network 
communication delay is found to be around 8ms while 
using the proposed MACO with DHKE, which shows the 
siginificance of the proposed method in exhibiting the 
effective performance.

In short, the method that exhibts the minimal delay, 
minimal communication overhead, higher throuhgput 
and higher PDR are the best method. The proposed 
MACO with DHKE outperforms the existing methods 
with the minimal delay of 5ms with 30 and 90 nodes, 
and the minimal overhead of 0.02. On the other hand, 
the maximal PDR and throughput acquired by the pro-
posed MACO with DHKE is 97% (with 150 nodes) and 
4471 kbps (with 120 nodes), respectively.
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First and foremost, a conduit from source to desti-
nation is constructed followed with the data transfer. 
Nodes at the source and destination locations for data 
transfer create two random numbers, p (prime num-
ber) and b (base number) in a DHKE-based strategy. 
The source node generates the private key Pk1 and the 
destination node generates the private key Pk2. Using 
the following formulas, two values A and B are calcu-
lated on the source and destination ends, respectively.

A = bPk1modp (5)

B = bPk2modp            (6)

The values of A and B are exchanged across the nodes 
in order to calculate the secret key values at both ends. 
The formulae for computing the value of the secret key 
at the source and destination nodes are as follows:

Cs = BPk1modp 
Ds = APk2modp

(7)

(8)

These secret key values are compared with each other 
for enabling the secure data transfer. Upon the mis-
match in the secret keys between the source and desti-
nation nodes, the packets drop intimating the presence 
of the malicious nodes in the network thereby, blocking 
further communication. The DHKE strategy for secure 
path selection is depicted in figure 3 as a flowchart.

Figure 3. Diffie-Hellman approach for checking 
whether path is secure or not

4. RESULT ANALYSIS

In this section, the achievements of the MACO with DHKE 
strategy are portrayed in order to enumerate the effective-
ness compared with the existing state-of-art methods.

4.1 SIMULATION ENvIRONMENT:

The simulation is established in NS2 environment 
with the network settings shown in table 1. In the MA-

NET network, a maximal of 150 nodes are distributed in 
the simulation area of coverage 1500 m × 1500 m.

Table 1. Parameters for simulation

Parameters Network Settings

Number of Nodes 30, 60, 90, 120 and 150 

Area Size 1500 m × 1500 m

Transmission Range 250 m

Data Types CBR

Packet Size 512Bytes

Antenna Omni directional

Type of Queue Drop Tail

Routing protocol AODV

4.2 PERFORMANCE METRICS:

The effectiveness of the routing protocol, MACO with 
DHKE strategy is revealed through the analysis based 
on the metrics, such as packet delivery ratio (PDR), 
throughput, routing overhead, and delay. 

4.3 COMPARATIvE ANALYSIS:

The methods employed for the comparative analysis 
include: ACO, genetic algorithm (GA), particle swarm op-
timization (PSO), and MDPSO [1]. The difference in the 
packet delivery ratio (PDR) with respect to the quantity 
of hubs is displayed in Figure 4. The proposed MACO 
with DHKE acquires better PDR, throughput, delay and 
overhead when compared with the existing methods, 
like ACO with signcryption, PSO with signcryption, GA 
with signcryption, MDPSO with signcryption, PSO with 
DHKE, GA with DHKE, and ACO with DHKE. Table 2 shows 
the acquired throughput for the methods. The PDR, 
throughput, overhead and delay analysis is enumerated 
in figures (4) – (7) and tables (2) – (5).

The PDR analysis is performed with respect to the 
number of the nodes (in table 2), where it is highlight-
ed that the PDR percentage shows slight improvement 
with the increasing number of nodes. Though the PDR 
decreases with the increasing number of nodes due 
to link failure, the application of the secure path selec-
tion method boosts the PDR through enhancing the 
link lifetime of the network. The proposed MACO with 
DHKE acquired the PDR of 97% when 150 nodes are 
communicating in the network, which is the best ever 
acquired PDR percenatge, which is mainly due to the 
development of the secure path selection mechanism.

The throughput analysis of the methods based on 
the total nodes is demonstrated in the figure 5. The 
throughput of the methods are affected when the 
transmission overhead prevails in the network due to 
the total number of users. When the total nodes is 150, 
the throughput acquired by the proposed MACO with 
DHKE is 4367 kbps, which is better when compared 
with the existing methods, justifying the effectiveness 
of the proposed method.
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Table 2. PDR analysis (in %) (Higher PDR is better)

Number of 
nodes

ACO with 
signcryption

PSO with 
signcryption

GA with 
signcryption

MDPSO with 
signcryption

PSO with 
DHKE

GA with 
DHKE

ACO with 
DHKE

proposed MACO 
with DHKE

30 85 89 91 91 92 93 94 94

60 85 85 86 86 91 92 92 94

90 85 86 86 90 94 94 95 96

120 85 86 89 93 95 95 95 95

150 86 88 88 92 94 95 96 97

Fig. 4. Analysis based on PDR (Higher PDR is better)

Fig. 5. Throughput analysis  
(Higher throughput is better)

Fig. 6. Overhead analysis  
(Minimal overhead is better)

Fig. 7. Delay analysis (Minimal delay is better)

Similarly, the overhead analysis is performed, which 
focuses on the analysis of the computational complex-
ity of the network when the node communication in-
creases. When the total nodes is 30, the overhead is 
minimal, while the overhead incrases with the increase 
in the total simulated nodes in the network. However, 
when compared with the existing methods, the com-
putational overhead of the proposed model is minimal, 
which insists that the proposed method schedules the 
communication through the optimal path.

Likewise, the delay analysis in the figure 7 insists that 
the effective performance of the network is based on 
the minimal delay of data communication between the 
nodes. For instance, as mentioned in the table 5, when 
the network is simulated with 150 nodes, the network 
communication delay is found to be around 8ms while 
using the proposed MACO with DHKE, which shows the 
siginificance of the proposed method in exhibiting the 
effective performance.

In short, the method that exhibts the minimal delay, 
minimal communication overhead, higher throuhgput 
and higher PDR are the best method. The proposed 
MACO with DHKE outperforms the existing methods 
with the minimal delay of 5ms with 30 and 90 nodes, 
and the minimal overhead of 0.02. On the other hand, 
the maximal PDR and throughput acquired by the pro-
posed MACO with DHKE is 97% (with 150 nodes) and 
4471 kbps (with 120 nodes), respectively.
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Table 3. Throughput analysis (in kbps) (Higher throughput is better)

Number of 
nodes

ACO with 
signcryption

PSO with 
signcryption

GA with 
signcryption

MDPSO with 
signcryption

PSO with 
DHKE

GA with 
DHKE

ACO with 
DHKE

proposed MACO 
with DHKE

30 3586 3705 3737 3984 4141 4184 4240 4290

60 3632 3651 3735 3829 3866 3868 3888 4031

90 3591 3706 3869 4052 4154 4223 4235 4282

120 3586 3600 3610 3729 3905 4185 4249 4471

150 3604 3617 3794 4083 4098 4142 4272 4367

Table 4. Overhead analysis (Minimal overhead is better)

Number of 
nodes

ACO with 
signcryption

PSO with 
signcryption

GA with 
signcryption

MDPSO with 
signcryption 

PSO with 
DHKE,

GA with 
DHKE

ACO with 
DHKE

proposed MACO 
with DHKE

30 0.04 0.036 0.035 0.033 0.029 0.023 0.023 0.022

60 0.048 0.044 0.043 0.043 0.041 0.033 0.023 0.02

90 0.043 0.041 0.039 0.034 0.033 0.032 0.029 0.025

120 0.04 0.038 0.038 0.033 0.028 0.028 0.023 0.023

150 0.049 0.044 0.042 0.04 0.024 0.024 0.021 0.021

Table 5. Delay analysis (in ms) (Minimal delay is better)

Number of 
nodes

ACO with 
signcryption

PSO with 
signcryption

GA with 
signcryption

MDPSO with 
signcryption

PSO with 
DHKE,

GA with 
DHKE

ACO with 
DHKE

proposed MACO 
with DHKE

30 46 43 36 34 25 19 18 5

60 44 43 42 40 33 32 25 19

90 43 43 41 39 39 37 36 5

120 47 43 41 32 32 26 16 9

150 47 36 22 22 18 12 10 8

5. CONCLUSION: 

With the aid of an MACO with DHKE approach, the 
researchers suggested a unique model for a secure 
transmission in the MANET. The MACO-based MA-
NET routing was utilized to find the best and shortest 
path in the network. For data security in the MANET, 
the DHKE strategy is used, which determines whether 
the path between the source and destination nodes is 
safe. Furthermore, the suggested model combined the 
number of attackers with the performance evaluation 
procedure to examine the number of attackers. The 
performance of the proposed MACO with DHKE is enu-
merated based on the performance measures, such as 
delay, throughput, PDR, and overhead. The proposed 
method exhibts the minimal delay, minimal communi-
cation overhead, higher throuhgput and higher PDR of 
5ms with 30 and 90 nodes, and the minimal overhead 
of 0.02, maximal PDR and throughput of 97% (with 150 
nodes) and 4471 kbps (with 120 nodes), respectively. 

Furthermore, the suggested MACO with DHKE method 
achieved an improved result. To provide security in the 
MANET, backup routing in ad hoc networks (AODV) 
with a DHKE approach might be studied for detection 
of malicious node in future study. In addition, by com-
bining bio-inspired and security algorithms, the perfor-
mance of MANETs with security may be increased.
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Number of 
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PSO with 
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GA with 
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MDPSO with 
signcryption

PSO with 
DHKE

GA with 
DHKE

ACO with 
DHKE

proposed MACO 
with DHKE

30 3586 3705 3737 3984 4141 4184 4240 4290

60 3632 3651 3735 3829 3866 3868 3888 4031

90 3591 3706 3869 4052 4154 4223 4235 4282
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GA with 
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MDPSO with 
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PSO with 
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GA with 
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ACO with 
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with DHKE

30 46 43 36 34 25 19 18 5

60 44 43 42 40 33 32 25 19

90 43 43 41 39 39 37 36 5

120 47 43 41 32 32 26 16 9

150 47 36 22 22 18 12 10 8

5. CONCLUSION: 

With the aid of an MACO with DHKE approach, the 
researchers suggested a unique model for a secure 
transmission in the MANET. The MACO-based MA-
NET routing was utilized to find the best and shortest 
path in the network. For data security in the MANET, 
the DHKE strategy is used, which determines whether 
the path between the source and destination nodes is 
safe. Furthermore, the suggested model combined the 
number of attackers with the performance evaluation 
procedure to examine the number of attackers. The 
performance of the proposed MACO with DHKE is enu-
merated based on the performance measures, such as 
delay, throughput, PDR, and overhead. The proposed 
method exhibts the minimal delay, minimal communi-
cation overhead, higher throuhgput and higher PDR of 
5ms with 30 and 90 nodes, and the minimal overhead 
of 0.02, maximal PDR and throughput of 97% (with 150 
nodes) and 4471 kbps (with 120 nodes), respectively. 

Furthermore, the suggested MACO with DHKE method 
achieved an improved result. To provide security in the 
MANET, backup routing in ad hoc networks (AODV) 
with a DHKE approach might be studied for detection 
of malicious node in future study. In addition, by com-
bining bio-inspired and security algorithms, the perfor-
mance of MANETs with security may be increased.
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Abstract – With the fast development of different communication technologies, applications, and services, the adoption of 
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limited amounts of available networking resources to store, process, and use valuable information extracted from large quantities 
of gathered data. In this paper, an optimal planning process and prediction of usage of network resources is examined.  It takes 
into consideration the results of predictive modeling processes based on available sets of time series telecommunications data. The 
given forecasts enable effective selection of network architectures, as well as the distribution and allocation of network resources 
considering the cloud, edge, and fog networking concepts.

Keywords: optimal network resources allocation; edge-fog-cloud management for networking load distribution; telecommunications 
time-series data analyses; predictive analyses

1. INTRODUCTION

The significant advances in the development of in-
formation and communication technologies (ICT) have 
led to the massive adoption of various mobile com-
puting and sensory devices, as well as an exponential 
growth of generated wireless network traffic [1]-[6]. A 
constant evolution and adoption of advanced techno-
logical solutions, such as the Internet of Things (IoT) so-
lutions, expands opportunities for implementation of 
the Internet of Everything (IoE) ecosystems. These in-
telligent ecosystems are comprised of a large number 
of distributed heterogeneous devices that consistently 
generate vast amounts of data. 

According to some estimates, within a few years, 
there will be several hundred billion connected IoT 
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devices affecting every aspect of life, ranging from 
personal, public or industrial smart environments [1]. 
In this context, sensors have a crucial role in enabling 
the collection of various types of acquired data [7]. For 
handling massive amounts of data originating from 
numerous sources, increasing attention is given to 
the efficient transfer of network traffic and data pro-
cessing techniques [1]. Overall growth in the volume 
of network traffic and the development of the next 
generation ICT ecosystems encourage telecom opera-
tors and enterprises in the ICT domain to adapt their 
existing networking approaches, [4] and [6]. Adjusting 
network settings can achieve efficient distribution and 
allocation of resources for caching, processing, and 
computing. Due to existing requirements related to 
the performance of novel ICT systems, optimal selec-
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tion of adequate network architectures became a very 
challenging task. The processes of appropriate network 
resource distribution and allocation significantly im-
pact data processing speed. Therefore, these processes 
can be additionally supported by the implementation 
of algorithms for adaptive resource management, tak-
ing into consideration data usage patterns, as well 
as adequate techniques for traffic offloading [1]. The 
processes of prediction-based planning, distribution, 
and allocation of network resources present signifi-
cant challenges. The selection of adequate predictive 
models can effectively contribute to the optimization 
of planning processes, as can also be seen based on the 
results of analyses presented in this paper. Telecommu-
nications data analytics usually takes into consideration 
time-series data reflecting adoption or deployment 
rates of particular ICT solutions. The gathered results 
point to specific requirements that are necessary for 
optimization. If data representing ICT solutions’ adop-
tion and deployment patterns are taken into consider-
ation to derive useful knowledge, suitable prediction 
models must be used. This aspect is particularly impor-
tant because a vast number of telecom operators and 
enterprises in the ICT domain search for the best solu-
tions for the distribution and allocation of their limited 
caching and computing resources.  

In this paper, the analytics of gathered available 
telecommunications data sets are conducted based 
on the results created using several predictive mod-
els. The smaller sets of time series data are taken into 
consideration. In Section 2, an overview of current 
trends in adoption and deployment of relevant tele-
communications solutions is presented, as a starting 
point for further prediction-based forecasts and plan-
ning processes. In Section 3, the differences between 
centralized and decentralized network architectures, 
and between edge and fog computing concepts are 
presented. In Section 4, an overview of several com-
mon and some additional predictive models are pre-
sented, and the usage of gathered results in processes 
of network resources allocation and distribution is ac-
centuated. In Section 5, the defined models are ap-
plied to collected data sets, and the obtained results 
are carefully analyzed. The optimal approaches in 
making decisions related to network resources distri-
bution and allocation are indicated based on predic-
tive analyses results, and the most important conclu-
sions are highlighted.

2. ADOPTION TRENDS OF TELECOMMUNICATIONS 
SOLUTIONS 

The telecom operators and enterprises working with-
in the ICT domain have high expectations for scale and 
scope arising from advanced ICT solutions offerings 
[1]. The additional information extracted from a large 
amount of collected network traffic presents added 
value that encourages a significant incentive for ad-
vanced ICT services development and implementation 

processes. These expectations induce new research 
challenges related to available network settings. Higher 
levels of availability and quality of ICT solutions induce 
additional growth of their adoption, which is closely 
correlated with total achieved gains. The majority of 
businesses based upon usage of advanced ICT solu-
tions monitor metrics that reflect improvements in the 
efficiency of these solutions [5]. Therefore, the analyses 
and comparisons of models involving different ICT so-
lutions are prerequisites for the business planning pro-
cesses since a timely application of relevant data repre-
sents an essential advantage within business modeling 
process. For a better overview of current trends in the 
adoption of ICT solutions, various data sets reflecting 
their adoption rates can be used [2]-[5]. Some conclu-
sions that can be defined based on the analysis of these 
data are presented hereafter. 

A) The generated network traffic and the number of 
Internet connections

An increase in the number of Internet connections 
is generally followed by a growth in total generated 
network traffic [4]. The main reason behind the exist-
ing massive network traffic growth is in the usage of 
audio and video-on-demand content, whose quality 
continuously increases [1]. Furthermore, the users’ ex-
pectations related to the quality of services continue 
to rise. Uninterrupted high-speed connectivity is be-
coming an essential requirement for most users, re-
gardless of their location or the chosen network access 
solutions. An increase in average traffic consumption 
per user is mostly caused by the rise in the adoption of 
bandwidth-intensive video services streaming. Besides 
the audio-visual media which accounts for the major-
ity of network data traffic, the exchange of data traffic 
among end-user devices, terminal network equipment, 
servers and storage in the cloud continues to grow sig-
nificantly, as well. Increase in types of available solu-
tions users can choose to connect to the Internet, i.e., 
increase in the availability of Internet access technolo-
gies and services, follows growth in overall Internet 
network traffic demands. Intensive adoption processes 
of a wide range of Internet access solutions are current-
ly available, as well [4]. The significant advances in the 
development of wireless ICT solutions have led to the 
massive adoption of mobile broadband connections 
[4]. Moreover, the growth of the mobile subscriber 
base is expected to continue within the next few years, 
with mobile broadband constituting a majority of the 
personal mobile subscriptions. Machine–to–Machine 
(M2M) connectivity also has the potential of becom-
ing one of the contributors to the expected growth. 
The M2M services, as a part of the IoT solutions, which 
include automated communication and data trans-
mission among two or more ICT entities, also record 
growth in demand [4]. Although common characteris-
tics of IoT and M2M reside on remote access to devices, 
IoT is expanding the concept of M2M since it can be 
integrated into comprehensive and flexible business 
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solutions. While IoT is focused more on software solu-
tions and the Internet Protocol (IP) based networking, 
M2M communication is predominantly oriented on 
embedded hardware and mobile networks. However, 
considering the fact that M2M with Internet Protocol 
represents a part of IoT, the M2M/IoT services adoption 
trends can be analyzed jointly.

B) The generated network traffic and the package 
services 

Considering the fact that every market has its limited 
maximal capacity, i.e., the total number of end-users, an 
additional increase in ICT market share can be achieved 
with growth in the number of adopted services. As al-
ready proven in many cases, services diversification 
represents a key driver of revenue growth for service 
providers, e.g., telecom operators or ICT enterprises, 
since end-to-end solutions enable the most significant 
differentiation. While some operators specialize in spe-
cific ICT segments, others focus on specific vertical mar-
kets. However, many operators tend to invest in new ar-
eas of growth. Therefore, the key to sustainable growth 
is in expanding beyond the core ICT services offerings. 
A possible solution for the increase in the number of 
services offerings can be achieved with the IoT services 
offerings. The IoT can induce positive growth because 
each offer can include a different combination of con-
nectivity, devices, applications, and services. Many 
different types of ICT services offerings are currently 
available in the markets [5]. Although the stand-alone 
service offerings have a strong base of users, offerings 
of services packages comprising of more than one ICT 
service have also achieved fast adoption rates. These 
are any service packages where two or more ICT servic-
es are provided to users jointly, e.g., Internet, telephone 
services in the fixed network, telephone services in the 
mobile network or/and TV services. These are packages 
that jointly offer two or more services (e.g., 2D, 3D, and 
4D packages). The 4D packages, which include Internet 
access, TV, and the fixed and mobile telephone servic-
es, note for fast adoption growth, mainly based on their 
total value [4]. This fact goes in line with the concept 
which suggests the creation of all-inclusive services 
offerings for the end-users, and a specific definition of 
the services’ features [7].

C) The generated network traffic and the number of 
installed base stations

The seamless connectivity is one of the main contrib-
utors inducing growth in the adoption of wireless solu-
tions, along with increasing bandwidth demands. The 
exponential growth of wireless network connectivity 
necessitates the convergence of dense heterogeneous 
networks since a single base station may not be able 
always to provide the high quality of services necessary 
for services demanding high data rates, as in a case of 
multimedia streaming. 

Legacy mobile networks are dominated by macro 
cells served by high-powered cellular base stations 

whose radio coverage range of a few kilometers to tens 
of kilometers. As a response to the massive growth in 
network traffic, mobile operators have options to ad-
ditionally upgrade their networks and provide even 
higher network capacities and user throughputs. 
One of the possible solutions for improvement is to 
maintain multi-standard radio access networks which 
provide capacity scalability due to increased spectral 
efficiency in existing bands. Also, improvements can 
be based on the usage of adequate modulation and 
multi-antenna techniques, and aggregation of a large 
number of licensed and unlicensed carrier bands. 
Furthermore, network densification also improves 
network capacity. It assumes changes in network to-
pology or architecture by adding new cell sites. An 
appropriate network architecture should be chosen 
in combination with diverse factors. An increase in 
the number of radio sites using small cell sizes is an 
essential element for capacity increase. Small cells, as 
low-powered radio access nodes, are used to increase 
capacity without a need for tower-based radio sites. 
They operate in the licensed or unlicensed spectrum 
and typically cover areas range from ten meters to 
several hundred meters. Various types of small cells 
co-exist. These variants include femtocells, picocells, 
microcells, and metro cells. Network densification 
process achieved by adding small radio sites improves 
network coverage and capacity, enhances spectrum 
efficiency, and lowers energy power requirements. The 
usage of small cells operating on unlicensed bands is 
adequate in scenarios in which the deployment of 
network infrastructure is not commercially attractive 
for network operators, leaving that areas insufficiently 
covered by network services (e.g., as in some rural sce-
narios), as well as in scenarios with a scarce or limited 
volume of available network resources, as for instance, 
for a limited required radio frequency spectrum and a 
high network traffic demands (e.g. as in some urban 
scenarios). The small-cell based network access pro-
vides adequate coverage options for areas lacking ba-
sic network infrastructure (e.g., Fi-Wi or LPWA), as well 
as for offloading of network traffic on license-exempt 
frequencies (e.g., using Wi-Fi or LoRa) to free up the 
capacity in the macro network layer.  

3. OVERVIEW OF COMPUTING NETWORK 
ARCHITECTURES

The geographic distribution represents the scale to 
which a system is widely spread or localized. Within this 
context, a type of network architecture that should be 
used in the given scenario, i.e., the centralized or de-
centralized architecture, depends mainly on the utility 
of implemented ICT system, and the intended usage of 
information extracted from the processing of collected 
data traffic. The available computing network architec-
tures are the Cloud Computing (CC), Edge Computing 
(EC), Mobile Cloud Computing (MCC), Mobile Edge 
Computing (MEC), and Fog Computing (FC), as pre-
sented in Table I [8].
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Network 
architecture CC EC MCC MEC FC

Users Any Any Mobile Mobile Any

Providers Service 
providers

Enterprises / Network 
providers Users / Service providers Network providers Users / Service providers

Initiative Academic / 
Industrial Academic / Industrial Academic Academic / Industrial Academic / Industrial

Network 
architecture

Centralized / 
Hierarchical

Distributed / 
Localized

Central cloud & 
Distributed mob. devices Localized / Hierarchical Decentralized / Hierarchical

Internet 
connectivity

Necessary 
while running 

services

Not necessary, 
can operate 

autonomously 

Necessary for offloading 
and obtaining  content 

from the cloud

Not necessary, it can 
operate autonomously or 
connect to Int. using RAN

Not necessary, can operate 
autonomously

Hardware 
connectivity WAN WAN, (W)LAN, WiFi, 

cellular, ZigBee WAN WAN, cellular WAN, (W)LAN, WiFi, cellular

Service access Through the 
core network At the edge Through the core 

network At the edge Through devices from the 
edge to the core network

Table 1. Computing network architectures.

A) The Cloud Computing (CC)

A Cloud Computing (CC) model provides on-demand 
access to shared network computing resources [9]. 
Depending on the part of the application stack that 
can be managed by cloud users for processing, stor-
age, and networking, the cloud offers the following 
models: infrastructure, platform, and software as ser-
vices models (IaaS, PaaS, and SaaS) [10]. Because the 
demand for cloud resources can change within time, 
computing based on the provisioning of the required 
resources includes the virtualization for the deploy-
ment of on-demand applications. With the increase in 
the number of connected networking devices, services 
and applications, cloud architectures enable easy and 
cost-effective processes of computing, data caching 
and connectivity, but access to centralized resources 
can cause delays and degraded performance for de-
vices that are located far from centralized cloud or data 
center sources.

B) The Edge Computing (EC)

Edge Computing (EC) architecture enables placing 
servers, applications, or small clouds at the edge of the 
network. The term ‘edge’ used by the telecom opera-
tors usually refers to 4G and 5G base stations (BSs), Ra-
dio Access Networks (RANs), and Internet Service Pro-
viders’ (ISP) access and edge networks. Moreover, that 
term is recently used also in the IoT context, as pointed 
in [11], and [12]. It refers to the local network in which 
sensors and IoT devices are placed. Therefore, the edge 
presents the first hop from the IoT devices, such as 
gateways or access points, but not the IoT nodes them-
selves. The usage of edge computing is intended to en-
able storage and compute resources closer to the user 
[13]. EC connects the IoT devices with the cloud. It en-
ables data filtering, preprocessing, and aggregating us-
ing cloud services implemented near IoT devices [11].

•	 The Edge Computing (EC) vs. Cloud Computing 
(CC):

When placed at the network edge, storage, and com-
pute systems reside closer to device, application, or user 
that produces the data to remove data processing la-
tency. In this way, it is not necessary to send data from 
the edge of the network to some remote cloud or any 
centralized processing system, and back. By reducing 
the distance and time necessary to send data to the cen-
tralized system, the speed of data transfer, as well as the 
performance of services and applications on edge can 
be improved. The EC is adequate for industrial IoT usage 
cases since it brings processing closer to the sensors and 
actuators, and enables edge analytics of local data.

C) The Mobile Cloud Computing (MCC)

Mobile Cloud Computing (MCC), presents infrastruc-
ture outside of the mobile device where the data stor-
age and processing are conducted [14]. MCC shifts 
most of the computation from mobile devices to the 
cloud, and therefore increases the mobile devices’ bat-
tery life. However, offloading computation tasks to the 
cloud causes a relatively high latency for the delay-sen-
sitive applications. MCC enables coordination between 
IoT devices, mobile devices, and cloud computing. This 
allows the running of data-intensive and computing-
intensive IoT applications [15].

•	 The Mobile Cloud Computing (MCC) vs.  Cloud 
Computing (CC):

MCC shares the characteristics of Mobile Computing 
(MC) and CC. As opposed to mobile computing which 
is resource-constrained, in MCC, the high availability of 
computing resources is present. In MCC, the availability of 
cloud services is higher than that of mobile computing.

•	 The Mobile Cloud Computing (MCC) vs. Edge 
Computing (EC):
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Unlike MCC, EC is located at the edge of the network. 
Due to proximity to the IoT devices and users, latency 
in EC is in general lower than in MCC and CC. In the EC, 
connected devices are not limited by the resources as 
in standard mobile computing. EC uses small data cen-
ters and has higher service availability since devices do 
not have to wait for a centralized service. 

D) The Mobile Edge Computing (MEC)

Within Multi-access Edge Computing, i.e., Mobile 
Edge Computing (MEC) system, functional, manage-
ment, and orchestration entities, enable applications to 
run as virtual machines in a virtualized computing en-
vironment [16]. MEC elements are co-located with base 
stations. They deploy virtual machines for performing 
virtualization of routers and firewalls' functions to im-
prove network efficiency, and cache content services 
to enhance user experience. Since edge architecture 
supports a specific access network, either wireless or 
wireline, the MEC infrastructure is deployed and owned 
by the telecom operators.

•	 The Mobile Edge Computing (MEC) vs. Cloud 
Computing (CC):

MEC is an extension of MC through EC. MEC presents 
a platform providing CC features within the Radio Ac-
cess Network (RAN) close to mobile users. 

•	 The Mobile Edge Computing (MEC) vs. Edge 
Computing (EC):

MEC extends EC by enabling computing and storage 
near mobile devices. MEC enables adding of EC func-
tionality to the existing RAN base stations. In MEC, small 
data centers with virtualization can be used. In MEC and 
EC, computing resources are lower than in CC due to the 
available hardware. MEC supports low-latency applica-
tions. Both EC and MEC can operate even without Internet 
access. While MEC enables connections through a WAN, 
cellular, or WiFi, EC enables connections using LAN, cel-
lular, or WiFi. MEC enables EC to various mobile devices 
[17], as well as the usage of applications sensitive to de-
lays over the mobile network [18]. MEC has also incorpo-
rated the Software-Defined Networking (SDN), as well as 
Network Function Virtualization (NFV) capabilities. SDN 
enables easy management of virtual networking devices 
through software Application Programming Interfaces 
(APIs), and NFV enables faster deployment of networking 
services through virtualized infrastructure [19]. Using SDN 
and NFV, the orchestrator can be used to coordinate the 
resource provisioning across multiple network layers [20].

•	 The Mobile Edge Computing (MEC) vs. Mobile 
Cloud Computing (MCC):

Increased adoption of wireless solutions induces fur-
ther growth in mobile data traffic. The generated large 
quantities of multimedia traffic need to be processed 
by keeping up to demands set on users' experience. To 
overcome the existing data processing limitations of 
radio access networks, the following complementary 

approaches are proposed: one which suggests the cen-
tralization of base station functions using virtualization 
and shifting of computing capabilities to the central 
cloud, i.e., the Cloud Radio Access Network (C-RAN), 
and the other which suggests shifting of computing 
capabilities to the edge, i.e., the Mobile Edge Comput-
ing (MEC). Unlike MCC, related to the cloud service us-
ers of mobile devices and cloud service providers, MEC 
focuses on RAN-based infrastructure [18].

E) The Fog Computing (FC)

In Fog Computation (FC), storage, computing, and data 
management occur in the cloud but also along the path 
on which data travel to the cloud. FC presents a horizontal 
architecture platform that enables computing, storage, 
control, and networking functions closer to the users [21], 
and allows the distribution of computing functions be-
tween different platforms [22]. In FC devices either serve 
as computing nodes or use fog resources. FC is mainly im-
plemented in devices (e.g., small servers, gateways, access 
points, routers, or switches) owned by ICT enterprises.

•	 The Fog Computing (FC) vs. Cloud Computing 
(CC):

While CC must be accessed using the core network, 
FC can be accessed using connected devices from the 
edge to the network core. While CC provides comput-
ing resources using high power consumption, FC pro-
vides computing resources at lower power consump-
tion [23]. CC devices need Internet connections for 
cloud services. The FC can work independently and 
send necessary updates to the cloud when an Internet 
connection is available. 

•	 The Fog Computing (FC) vs. Edge Computing 
(EC):

FC extends EC capabilities given computation dis-
tribution and traffic load balancing. While EC orches-
tration and management derive from specific vertical 
practices of legacy systems, such as mobile network, 
FC provides an architecture which incorporates tools 
for distributing, orchestrating, and managing resourc-
es and services across networks. FC orchestration en-
ables the pooling of resources and collaborations be-
tween fog nodes which helps load balancing. FC and 
EC both move the computation and storage to the 
network edge. However, while FC provides comput-
ing, networking, and storage in any place from cloud 
to devices, EC provides computing at the edge [21]. EC 
is optimized for a single type of network resources. FC 
supports cooperating nodes running distributed ap-
plications, and heterogeneous environments on any 
node. FC's architecture permits every fog node to be 
equipped with the necessary dynamically configured 
resources and provides a balance of computation and 
storage capabilities. While FC focuses on interactions 
between edge devices, EC focuses on the technology 
of connected devices [12].
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•	 The Fog Computing (FC) vs. Mobile Cloud Com-
puting (MCC):

FC can be integrated within the radio access net-
works (RAN), and form the so-called Fog RAN (F-RAN). 
F-RAN may be used for data caching at the edge [24]. 
Cloud RAN (C-RAN) virtualizes the base station func-
tions [25] and provides centralized control over F-RAN 
nodes. Both F-RAN and C-RAN are appropriate for cel-
lular networks with base stations.

•	 The Fog Computing (FC) vs. Mobile Edge Com-
puting (MEC):

The MEC computing process aligns with the emerg-
ing concept of FC. However, these somewhat differ. 
While MEC extends computing capabilities to the edge 
of the radio access network with a new interface be-
tween the base stations and upper layers, FC architec-
ture brings the processing and storage resources to the 
lower layers for occasionally connected mobile ad-hoc 
and sensory devices.

The majority of the research conducted in the field of 
edge and fog computing is related to schemes that deal 
with the topics related with improvement of the Quality 
of Service (QoS) by minimizing latency or data losses, the 
topics related with the scalability by efficiently scaling 
to the large magnitude of IoT networks, and the topics 
related with the heterogeneity of devices, as presented 
for instance in [26], and [27]. Also, the network manage-
ment schemes are in the research focus, as presented, for 
instance, in [28] and [29]. The problems related to man-
agement of latency-sensitive IoT applications is evident 
in [30]. Moreover, it is important to mention that the 
cloud applications can fully or partially migrate to edge 
[31]-[32], and inversely [33]-[34] however the streaming 
a massive amount of data to the cloud imposes consid-
erable energy consumption.

4. PREDICTIVE MODELS

An overall increase in generated network traffic and 
a limited amount of available network resources have 
encouraged telecom operators and enterprises work-
ing within ICT domain to search for the optimal net-
work architectures to enable the best approaches for 
storing and management of generated data traffic, ap-
plying analytics over gathered data, and deriving use-
ful knowledge. Within this context, forecasting of ICT 
solutions’ adoption rates can be used within planning 
processes to achieve efficient distribution and alloca-
tion of available network resources. The forecasting of 
adoption rates of various ICT solutions is increasingly 
important in optimal resources management. 

Different predictive models whose implementation 
can impact planning processes are used [35]. The pro-
cesses used for the selection of the forecasting meth-
ods are described in [36]. In processing time-series 
data, one of the most commonly used methods in-
cludes data classification. There are many examples of 

usage of data classification processes, some of which 
are applied, for instance, in adapting the mobility man-
agement mechanisms [37], prediction of applications’ 
data consumption [38], and user activity [39]. 

In this paper, several commonly used models for time 
series data analytics, described for instance in [40] and 
[41], and some additional models, described in more 
detail in [42], are taken into consideration. In [42], the 
analyses are conducted to point to the fact that the 
presented models enable adequate forecast of the 
number of future service users, and in [41], to point to 
the fact that these models allow adequate forecast for 
finding the best service offerings. However, the aim of 
the analyses conducted in this paper, unlike the ones 
conducted in [41] and [42], is to point to the fact that 
predictive modeling processes can be used for select-
ing optimal network architectures for storing and pro-
cessing of exponentially increasing generated network 
traffic, as well. This is particularly important for enhanc-
ing data processing speed and achieving higher levels 
of quality of services.

A) Common Models Used  
      in Predictive Modeling

The scope of this paper covers the prediction-based 
analyses of ICT solutions adoption, used as the starting 
point to further processes of network resources distri-
bution and allocation planning. The several standard, 
i.e., commonly used [40], as well as some additional 
predictive models [38] are used, to show and compare 
their predictive accuracy. The common models for the 
forecasting of adoption, and their related expressions 
for the Simple Logistic model, Richards model, Bass 
model, and Gompertz model, respectivelly, are:
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where L, R, B, and G represent the volume of adopted 
solutions over period t, determined using the Logistic, 
Richards, Bass, and Gompertz models, respectively. The 
following parameters define these models: M, which 
reflects the market capacity; a, which indicates the 
speed of adoption; b, which positions the graph on the 
timescale; and c, which places the model's inflection 
point; p, which reflects the coefficient of innovation (p> 
0); q, which demonstrates the coefficient of imitation (q 
≥ 0); and t, which reflects the time when the solution 
was introduced in the market (t≥ts).
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where BB(t) denotes the volume of adopted solu-
tions, and M a total capacity.

Models:
Parameters values:

Notes:
Parameter c: Parameter d:

Logistic (L) 1 0

Bass (B) 1 1

Richards (R) cϵ|0,+∞ 0 For c=1: R ≡ L

Gompertz 
(G)

0 1
Subcases of c for d=0 

and d=1
1 0

GB 1 1

GR cϵ|0,+∞ 0 Subcases: (c=0, d=0) 
and (c=1, d=0)

GBR cϵ|0,+∞ 1 Subcases: (c=0, d=1) 
and (c=1, d=1)

+∞∈ ,0c

+∞∈ ,0c

+∞∈ ,0c

Table 2. Overview of additional predictive models.

These modified forms take into consideration several 
additional combinations of parameters’ values, previ-
ously defined in [38], as presented in Table III.

(6)

(7)

(8)

These models combine the features of the Gom-
pertz (G), Bass (B) and Richards (R) models. They model 
the fast growth and are determined by the same pa-
rameters, M, a, b, c, p, and q, as common models. The 
predictive models can be additionally modified using 
more explanatory parameters. Although certain gener-
alizations of the existing models expand their features’ 
description, additional parameters require larger sets 
of known data points used in the predictive modeling 
process, which limits their usage.

5. MODELING OF ICT SOLUTIONS ADOPTION

The given models (1)-(8) are used in forecasting adop-
tion trends of several ICT solutions. The analyses of the ac-
curacy of fitting and forecasting processes are conducted, 
and the parameters estimated within the fitting processes 
are used to generate the forecasts of future values, based 
on the known ones. The chosen data sets comprise data 
reflecting the total mobile and fixed network data traffic 
[2]-[4], total wireless data transmission capacity across all 
frequency bands [3]-[4], total number of GSM, UMTS and 
LTE base stations [3]-[4], number of users of stand-alone In-
ternet services [5], number of users of 4D service packages 
[4]-[5], and number of users of the M2M/IoT services [4]-[5].

A) Fitting Process

As can be seen from the Figures 1-6, the fitting pro-
cesses comprise the adjustments of models’ parame-
ters to best describe the real time series values (denot-
ed as ‘Data’ [2]-[5]), representing the trends in adoption 
of several chosen ICT indicators. The fitting process is 
conducted within the time period from 2011 to 2020 in 
order to point to the fact that the smaller set of known 
data values is sufficient for forecasting of further values. 
The presented results point to the fact that the accura-
cy of the Bass model improves if the number of known 
data points, i.e., the ones used for training, starts with 
lower values. All other common models and GR model 
show good fitting properties in the given cases. 

Fig. 1. The total data traffic in mobile networks (TB) 
[2]-[5]

B) Additional Predictive Models

To expand the analysis and compare features of addi-
tional models, combinations of some other parameters 
are taken into consideration, and combined models are 
derived, as described in more detail in [38], using the 
following expression:

Fig. 2. The total data traffic in fixed networks (TB) 
[2]-[5]
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Fig. 3. The total transmission capacity of 
connections across all frequency bands (Mbit/s) 

[3]-[4]

Fig. 4. The number of GSM, UMTS, LTE  
base stations [4]

Fig. 5. The number of users of 4D service packages 
[3]-[5]

Fig. 6. The number of users of the M2M/IoT services 
[3]-[5]

Moreover, these models show very good fitting prop-
erties used for the longer forecasting time periods, as 
well, as presented by the values shown in Figure 7. 

In Figure 7, the real data for the period 2014-2020 [4]-
[5], and assumed data values of further growth in the 
period 2021-2024 are used according to the existing 
total network traffic growth trend.

Fig. 7. The total data traffic in fixed and mobile 
networks (TB) [2]-[5]

B) Forecasting Process

Several measures are used to determine the accuracy 
of conducted forecasts. Statistical criteria can be se-
lected after deciding on the general type of forecasting 
method [36]. There are mainly four types of forecast-er-
ror metrics: scale-dependent, percentage-error, relative-
error, and scale-free error metrics. The chosen statistical 
parameters that describe the accuracy of forecasted 
time series values are the forecast error and the mean 
absolute deviation. These are adequate metrics in ana-
lyzing the error for a single output and considering the 
fact that the prediction errors are in the same unit as the 
original series. The Mean Absolute Deviation (MAD), also 
commonly called the Mean Absolute Error, is the mea-
sure of aggregate error defined by the expression:

n

E
MAD

n

i
i∑

== 1

where n is the number of prediction errors which are 
used for the calculation, and E, forecast error, i.e., the 
difference between the actual value and the forecasted 
value in the corresponding period t. A smaller amount 
of the mean deviation denotes the model's better pre-
diction performance. 

The sample data set used for modeling is divided into 
subsets which comprise the training data (the shaded 
ones in tables below Figures 8-14) - used for the model 
parameters fitting, and the testing data (all other) - used 
for determination of the accuracy of the forecasted val-
ues. To determine the accuracy of the forecasted val-
ues, not only training data, but also testing data must 
be known, so data from the reports [2]-[5] are used. 
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Considering the gathered results of the conducted 
fitting processes presented in Figures 1-7, and the un-
dertaken forecasting processes shown in Figures 8-14, 
it can be concluded that the primary difference among 
the models’ fitting and forecasting accuracy is caused 
by different positions of the models’ inflection points. 

As presented in Figures 1-14, the Bass model shows 
limitations both in fitting and in the forecasting of the 
initial short-term upper market capacity. All other mod-
els show very good fitting properties, as presented in 
Figures 1-7. Moreover, the common models show ad-
equate accuracy in forecasting, as well, as presented in 
Figures 8-14.

The additional GB, GR and GBR models combine 
the features of the Gompertz (G), Bass (B), and Rich-
ards (R) models. The combined models that have the 
features of the Gompertz model accurately predict 
the fast growth. However, the lack of the Gompertz 
model relates to the fact that it cannot limit the exces-
sive increase in the long run, and this can reflect the 
forecasting accuracy of the combined models, as well.  
Moreover, since the Bass model has difficulties in as-
sessing the exact upper market capacity limit in the ini-
tial growth phase, the forecasting accuracy of the Bass 
model combined solely with the Gompertz model, i.e., 
the GB model, is also not always adequate, as present-
ed in Figures 8-14. However, the model that combines 
the features of the Bass model with the Gompertz and 
Richards models, i.e., GBR model, is more accurate for 
forecasting of the long- term adoption of the services 
since having a flexible inflection point which limits the 
accelerated growth in values, as presented in Figures 
8-14. The combined models that use the features of the 
Richards model, i.e., the GR and GBR models, gener-
ally show very good forecasting properties even if the 
minimum number of values is used in fitting, as pre-
sented in Figures 8-14. The Richards model accurately 
forecasts significant growth in the long run since it uses 
a flexible inflection point to adjust growth to the last 
existing training value, which can be seen for the GR 
and GBR models, as presented in Figures 1-14. 

For a sum-up of the presented results, the models 
that combine the features of the Richards model with 
the Gompertz model achieve proper fitting to fast 
growth and show very good forecast results in all pre-
sented cases. 

The purpose of the conducted analyses is to point to 
the fact that the predictive models can be used to ade-
quately forecast values in many different usage cases, for 
instance, in the case of expected further growth in the 
total (fixed and mobile) network data traffic, as present-
ed in Figure 7, as well as ICT indicators associated with 
it - growth in the network bandwidth usage, increase in 
the number of base stations, changes in the number of 
users of stand-alone services, as well as the growth in the 
number of users of package services and the M2M/IoT 
services. Moreover, additional significance and useful-
ness of these given forecasts are presented hereafter.

Fig. 8. The total data traffic in mobile networks (TB) 
[2]-[4]

Period: 2011 2012 2013 2014 2015 2016 2017

The total data traffic 
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Fig. 11. The number of GSM, UMTS, and LTE base 
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Fig. 13. The number of users of stand-alone 
Internet services [5]
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Fig. 12. The number of users of 4D service packages 
[3]-[5]

Fig. 14. The number of users of the M2M/IoT 
services [4]-[5]
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C) Analysis of results

Advanced telecom networks implement features that 
allow simultaneous management of network traffic 
originating from various types of terminal devices, ser-
vices, and applications, having different requirements 
on the speed of data processing. The following analysis 
is conducted to point to the fact that the methods used 
in the selection of adequate network architectures for 
optimal distribution and allocation of available net-
work resources and efficient data processing should 
be based on the forecasts of additional network traffic 
growth given by the best forecasting methods. Accord-
ing to the forecasted trends in growth of the network 
traffic presented in Figure 7, the forecasts of growth in 
adoption of related ICT solutions can be assumed as 
well, which are also assumed in reports [1], [4] and [6]. 
The processes of distribution and allocation of network 
resources used for data caching and computing based 
on predictive analysis results are placed in the scope 
of conducted research. The following analysis consid-
ers applying forecasted trends in adoption rates of ICT 
solutions as a starting point in the planning of distribu-
tion and allocation of network resources, as well as in 
the selection of adequate network architectures. The 
following guidelines can be defined based on the pre-
viously presented results, and reports [1]-[6]. 

•	 The results of the conducted analyses presented 
in Figure 1, Figure 2 and Figure 7 and reports [1], 
[4] and [6] forecast further growth in mobile and 
fixed network traffic. 

The increase in data traffic is directly related to the 
development of the digital society. A significant in-
crease in network data traffic is visible in both fixed 
and mobile networks, especially in the fixed network 
[4]. Moreover, within the last four years, the increase in 
data traffic has also been recorded among broadband 
users accessing Internet via wireless technologies in 
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In report [6], in densely populated areas of larger cit-
ies funding of fixed solutions used within FWA is con-
sidered unnecessary with the deployment of 5G access. 
However, in larger city industrial zones, as well as on 
highways along which the wired (fiber) infrastructure 
is implemented, additional funding of fixed infrastruc-
ture upgrade can be adequate solution even for the 
FWA models that can be used to provide both ultra-
high capacity and mobility for the real-time commu-
nication, especially in the cases of smart environments 
and autonomous driving, having very high network 
traffic requirements. In these scenarios, upgrade of fi-
ber infrastructure should be additionally funded by EU 
funds in order for FWA infrastructure to give its best 
possible application results, and to enable sufficient 
capacity and support for high traffic requirements re-
lated to autonomous driving. In these cases, it is pos-
sible to lease fixed network access to mobile operators 
to achieve convergence of ultra-high fixed capacities 
and necessary mobility, also using the converged FWA 
implementation business model.

Considering the given forecasts which point to fur-
ther growth in generated mobile and fixed network 
traffic, the guidelines related to effective busy hour 
and real-time network traffic management can be ad-
ditionally defined concerning the deployment of con-
tent offloading processes (used in CC, EC, MCC, MEC 
and FC computing network architectures) or computa-
tion offloading processes (used in CC, EC, MEC, and FC 

computing network architectures), applied to increase 
data processing speed and improve users' quality of 
experience with a shorter delay. In general, for the 
majority of network traffic, there is no added value to 
route the data through the core network. In this case, 
the offloading process can be carried out. The content 
off-loading can be achieved by switching the traffic to 
use complementary network technologies for deliv-
ering data, freeing bandwidth and reducing the total 
amount of data being carried over a particular com-
munication channel, but also allowing the selection 
of adequate communication channel for better con-
nectivity. Either the client or operator can set the rules 
triggering the off-loading action. It is possible to select 
traffic off-loading at different locations, over open or 
secured license-exempt access links, and depending 
on the demanded quality of service. Furthermore, the 
mobile edge (EC) and fog (FC) based networking ar-
chitectures enable distribution of data storage at the 
edge of the network and in that way enable better data 
processing efficiency and reduced latency to users. Al-
though edge systems scale by adding more resources 
at a given location, for instance, the small clouds, this 
approach is not adequate for scaling to support the 
massive number of devices. Fog system is, on the other 
hand, capable of shifting computation, networking or 
storage tasks across peer nodes, or between the cloud 
and fog, and enables resources pooling. Moreover, the 
recent developments in mobile edge and fog com-
puting concepts are leveraging small cells as possible 

a fixed network [4]. Considering the importance of 
broadband internet access, as well as expected further 
investments in fiber access networks and 5G technolo-
gy [4], support for significant additional growth of data 
traffic is expected in the following years.

Development in fixed communication networks is 
going in the direction of high availability of ultra-fast 
fiber optic networks, and in mobile networks in the di-
rection of the introduction of the new 5G technologies 
[4]. The increasing convergence of these networks in 
the future will not only lead to even greater availability 

and the quality of existing services than to the emer-
gence of new services and business models [6].

European policy makers have set broadband connec-
tivity targets for Europe, and both wired, notably fiber, 
and wireless technologies play important role in deliv-
ering the target. The directives of the European Parlia-
ment and Council 2014/61/EU, refer to fixed (wired) and 
wireless to lower the costs for deploying broadband, 
while several national broadband development plans 
explicitly acknowledge the role of FWA, as a combina-
tion of different fixed and wireless technologies [6].

Forecasts: Demands: Necessary features: CC EC MCC MEC FC

Increase in generated 
network traffic

Content offloading using 
complementary network solutions Heterogeneity support

Content offloading using additional 
servers Distributed storage support

Computation offloading Virtualization support

Increase in bandwidth 
usage for wireless traffic

Network densification using small 
cells

Access to services not necessary through the 
core network to approach centralized server

Increase in usage of 
multimedia package 

services
Multimedia streaming

Ultra-low latency support

Real-time applications support

Increase in usage of IoT 
services IoT ecosystem deployments Multiple IoT applications and devices support

Table 3. Features of computing network architectures
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computing platforms. Edge computing uses virtual-
ization to distribute computing resources locally. Fog 
architecture additionally extends edge capabilities by 
supporting hardware virtualization at each node and 
allows data processing to be moved to adjacent nodes 
if some node in the network is unavailable or overload-
ed. However, although offloading processes increase 
the efficiency of data processing, they do not always 
manage to reduce overall systems’ capacity consump-
tion. Due to the significant expected increase in the 
traffic demands, the volume of network resources nec-
essary to achieve a defined level of quality of service 
also increased. In this context, the selection of effective 
offloading strategies, and also network infrastructure 
upgrade must be carried out. 

•	 The results of the conducted analyses presented 
in Figure 3 forecast further growth in transmis-
sion capacity of wireless connections across all 
frequency bands (bandwidth) usage, as well as 
growth in the number of installed base stations 
presented in Figure 4.

According to market indicators given in [4], a contin-
uous growth in demand for the broadband internet ac-
cess services is present. To meet the increased service 
demand while maintaining the level of service quality, 
it is necessary to increase network capacities and ac-
cess speeds, i.e., to invest in high-speed and high-ca-
pacity access networks.

In larger cities, the base station inter-site distance is 
supported by the need to provide capacity rather than 
range. This assumes co-location by all operators but in 
practice there are likely to be many more small cells 
sites because not all sites will have colocation [6]. 

Considering the given forecasts which point to fur-
ther growth in wireless bandwidth usage presented in 
Figure 3 due to expected significant growth in gener-
ated wireless network traffic [4], the guidelines related 
to effective bandwidth management can be defined 
concerning network densification processes. The over-
all increase in bandwidth usage presents the main driv-
er to deploy small cells and to justify the further net-
work densification [6], since the denser networks imply 
deployment of more edge-oriented services closer 
to the users (EC and MEC), and this greatly improves 
the quality of user experience (as well as FC solutions’ 
application) and reduces the network traffic loads on 
the backhaul links. To identify the point at which small 
cells become necessary to supplement macro cellular 
networks, the traffic volume density per allocated unit 
of bandwidth (Gbps/km2/Hz) is used as the metric. 
Network densification starts by deploying small cells 
when the parameter exceeds the 0.02 Gbps/km2/Hz 
threshold. Furthermore, the need for small cells will be 
even more necessary in the next generation network 
settings since the higher spectrum bands need denser 
network deployments to support larger traffic volumes 
[6]. While in 4G/LTE networks site densities of up to 30 
sites/km2 are common, a 5G network densification 

process assumes the ultra-dense networks with site de-
ployment densities of 90 sites/km2. According to data 
presented in [4], the reported number of UMTS and LTE 
base station sites in 2017 reached 12.440 sites in to-
tal. This reflects the joint average site densities of 0,21 
sites/km2 in UMTS/LTE networks, which implies that 
there is a possibility for further network densification, 
also presumed within the 5G networking concept. This 
is also visible from the significant growth in the volume 
of the generated network traffic, i.e., from the fact that 
the mobile network data traffic for example in 2018, 
compared to 2017, showed an increase of 103%, as re-
ported in [5], and that further significant network traffic 
growth is assumed within the next several years [4], as 
presented in Figure 7. The network traffic growth rates 
will be even higher once smart environments and solu-
tions become implemented extensively, as pointed out 
also in [1] and [6].

•	 The results of the conducted analyses presented 
in Figure 5 forecast further growth in the num-
ber of users of package services.

Given the data from [3] and [5], the operators offer 
their services to end users in service packages much 
more than independently, as presented in Figure 9 and 
Figure 10. The significant increase in the number of 4D 
packages, i.e., service packages in which operators of-
fer customers in one account services in the fixed and 
mobile network, is visible. This is possible for fixed net-
work operators that are convergent operators, i.e. the 
operators that with fixed services can also offer services 
in mobile networks. The number of users of 4D packag-
es is growing, while the number of users of 2D and 3D 
packages [4], as well as the number of users of stand-
alone Internet services [5], is reducing.

Considering the given forecasts which point to fur-
ther growth in the number of users of package services 
demanding the transfer of heterogeneous data traffic 
and multimedia streaming, the guidelines related to 
the effective management of large amounts of multi-
media content can be defined concerning the deploy-
ment of distributed storage systems (EC and MEC). Un-
like in the case of the number of users of stand-alone 
services, the forecasts point to significant growth in 
the usage of multimedia package services. The large 
quantities of multimedia event streams need to be ef-
ficiently processed. To keep up with demands set on 
users’ experience, and to overcome the limitations of 
current radio access networks, the emerging context 
suggests moving computing capabilities to the edge, 
as well as the usage of fog computing (FC). The MEC 
servers implemented directly at the base stations allow 
faster computing, high-volume media content storage, 
and hosting compute-intensive applications close to 
terminal devices. In this way, the MEC systems bring 
various network improvements, such as the fulfillment 
of the ultra-low latency requirements, pre-processing 
of large volumes of data before data forwarding to the 
cloud, and context-aware services information.
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•	 Finally, the results of the conducted analyses 
presented in Figure 6 forecast further growth in 
the number of users of M2M/IoT services.

The traffic demand from non-human usage is just 
at the beginning of its growth curve [4]. Therefore, 
new use cases need to be considered. According to 
[6], connected cars, cameras, and a high density of IoT 
devices in smart environments will generate signifi-
cant amounts of new data traffic. Traffic generated by 
connected vehicles, cameras, and video-based sensors 
could be a multiple of traffic generated by human us-
ers [6].

Considering the given forecasts which point to 
further growth in the number of users of M2M/IoT 
services, the guidelines related to the management 
of network resources within the IoE ecosystems can 
be defined concerning the deployment of fog and 
edge solutions. Concerning the ambient intelligence 
of computing and sensory devices embedded in the 
environment, smart environments are generating sig-
nificant quantities of data, and this induces progress 
towards next-generation data-intensive intelligent 
systems. With remote sensors installed on machines, 
components, or devices, different types of data are 
generated. Concerning the management of limited 
available network resources and a need for large-
scale data classification and clustering processes, the 
heterogeneous data-rich ecosystems present new 
challenges in designing intelligent systems. IoT de-
vices have limited computational, memory, and en-
ergy resources, so they heavily rely on edge (EC, MEC) 
and core networks for data handling, processing, and 
analysis. If data is sent back across a long network link 
to be analyzed, logged and tracked (CC), that process 
takes much more time than in the case in which the 
data is processed at the network edge, close to the 
source of the data (EC, MEC and MCC). The fog (FC) 
and edge systems (EC and MEC) enable better options 
for IoT users and technology providers. By removing 
the limits imposed by centralized network architec-
tures based on data processing on centralized cloud 
servers (CC) allows deployments of more distributed 
and flexible IoT systems.

6. CONCLUSION

Since novel ICT technologies, applications, and ser-
vices bring many advantages to end-users, ranging 
from smart homes and smart cars, to smart factories 
and smart environments, further growth in the adop-
tion of these solutions, as IoT solutions, is inevitable. 
However, given the accelerated growth in the volume 
of generated network traffic which is closely correlat-
ed to the adoption of advanced ICT solutions, some of 
the main challenges telecom operators and enterpris-
es working within ICT domain currently cope with are 
related to the enabling of efficient processing of large 
amounts of data. Valuable information extracted from 
a large volume of collected data presents added value 

that encourages operators and enterprises to experi-
ment with the implementation of novel ICT solutions 
and to invest in deployments of large-scale IoT initia-
tives. Therefore, available networking architectures 
and network settings that enable efficient distribution 
and allocation of available network resources used for 
data caching, processing, and computing are exam-
ined. Due to requirements related to the performance 
of novel ICT systems, optimal selection of adequate 
networking architectures can be achieved based on 
the analysis of data usage patterns. The processes of 
effective distribution and allocation of network re-
sources, which significantly impact data processing 
speed, processing latency and energy consumption 
can be supported by adaptation and upgrade of ex-
isting network architectures.

Therefore, it is necessary to carefully consider all as-
pects of justification of avoidance of usage of certain 
funding schemes for network upgrade, proposed for 
instance in the report analyzing 5G FWA implementa-
tion scenarios within [6], and it is important to suggest 
valid FWA scenarios in which funding schemes for fixed 
network upgrade are justified and desirable, with re-
gard to their specifics.

In this paper, the analytics of the adoption pro-
cesses of different telecommunications solutions is 
conducted for the gathered sets of time series data. 
The predictive modeling process of broadband servic-
es adoption using several types of adoption growth 
models are given. Alongside standard predictive 
models, some additional models are used to extend 
the analysis and additionally back up the results col-
lected by commonly used models. The prediction-
based processes of planning, distribution, and al-
location of network resources present a crucial step 
to achieve effective resource planning and network 
management and to improve the overall system per-
formance. The presented results point to further fast 
expected growth of overall generated network traffic. 
Although the telecom operators and ICT enterprises’ 
operation contexts differ and their demands on net-
work infrastructure features may be somewhat differ-
ent, the guideline that can be drawn from the collec-
tion of presented traffic growth forecasts and market 
estimates includes the fact that the existing network 
architectures should be developed towards edge and 
fog networking concepts to enable efficient process-
ing of large amounts of generated data. 

It is important to emphasize that the analyses are 
conducted only for a particular available data sets 
since a very reduced amount of statistical data is pub-
licly available. In the cases when additional data sets 
are available, the more precise planning processes 
can be achieved using the same presented forecast-
based approach. Considering the fact that the choices 
related to network design can be based on more than 
one parameter, multi-objective decision approaches 
are planned in future research work.
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Abstract – Energy and spectrum efficiency for energy management systems based on wireless sensor networks in intelligent structures 
and powered by ambient energy harvesting (EH) are the main problems in wireless sensor networks. Herein, we consider relay selection 
methods. To address this issue, we proposed the optimal multiantenna power beacon opportunistic relay selection (OMPB-ORS) protocol, 
which uses decoding and forward methods, in which the relay wireless sensor nodes and the second source are energy-restricted and 
can harvest energy from a power beacon (PB) multiantenna to transmit aggregated information data from source to destination. The 
proposed protocol based on specific switching time receiver architecture enhances end-to-end performance for maximum hardware 
impairments and interference for the transceiver. To evaluate the performance, we compared our proposed protocol with best ORS 
(B-ORS), conventional ORS (C-ORS), and hybrid partial relay selection (H-PRS) protocols. Using the Rayleigh-fading channel, the 
simulation is driven based on asymptotic and exact form expressions of throughput (TP) and outage probability (OP). Simulation results 
show that the OMPB-ORS protocol achieves a higher TP and OP than all compared protocols.

Keywords: wireless sensor networks, energy harvesting, multiantenna power beacon, partial relay selection, opportunistic relay 
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1. INTRODUCTION

Wireless sensor networks, which provide their ener-
gy from ambient energy harvesting (EH), have recently 
been listed as a promising technique to fix the famous 
problem of energy constraint for energy management 
systems in intelligent structures [1]. The communica-
tion equipment is outfitted with circuits that can har-
vest energy from the surrounding natural environment 
[1, 2]. In [3], the authors designed simultaneous wireless 
information and power transfer (SWIPT) systems. How-

Volume 13, Number 4, 2022

ever, SWIPT systems are suited only for short-distance 
transmission because of a large operational sensitivity 
gap between the decoder and the energy harvester. In 
[4], the authors designed a novel system to deal with 
this issue in which power beacons (PBs) are used to 
activate wireless equipment. In [5, 6], to achieve maxi-
mum energy transfer and data rate for multiple input 
and output (MIMO) systems, the authors built a SWIPT 
receiver for the broadcasting system.
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Recently, various PB-assisted wireless sensor net-
works using EH have been studied [7]. In [8], the au-
thors proposed a novel hybrid wireless network with 
PBs deployed randomly in the area to offer mobiles an 
almost limitless battery life. In [7], using TDMA, the au-
thors analyzed multiple-user wireless throughput (TP) 
for distributing Nakagami-m fading. Device-to-device 
(D2D) systems also deliberate PB-assisted techniques 
[9] because of the advantages of D2D systems, such 
as high spectral efficiency, low latency, and low-power 
transmission [10].

In contrast, besides the energy problem, the issue of 
spectrum scarcity needs a solution. In [11], the authors 
introduced the concept of cognitive radio (CR), where 
licensed primary users (PUs) can share their bands with 
unlicensed secondary users (SUs), provided the primary 
network’s quality of service (QoS) is maintained. Gener-
ally, secondary users must know if PUs are available or 
not to use empty bands or shift to another spectrum 
[12, 13]. For CR WSNs, several spectrum-sensing mod-
els were created and compared [14, 15]. The benefits of 
CR WSNs and the significant differences between the 
three types of wireless sensor networks: CR WSNs, con-
ventional WSNs, and ad hoc CR networks were also dis-
cussed in [16, 17]. Recently, various CR protocols were 
proposed and developed to ensure that SUs continue 
their operation [18, 19]. SUs are permitted to use the 
licensed bands simultaneously as PUs if the second-
ary transmitters adjust their broadcast power to meet 
a PU-imposed interference constraint. In [20,21], the 
authors improved the performance of the secondary 
network with vital technology, called cooperative re-
laying algorithms, due to the capacity to increase the 
performance gains. In [22], two relaying methods, such 
as partial relay selection (PRS) and opportunistic relay 
selection (ORS), have been extensively inspected. In 
PRS, the relay selection depends on the channel state 
information (CSI) for the source relay network. In ORS, 
the perfect relay must be selected to maximize the 
signal-to-noise ratio (SNR) end-to-end (e2e) between 
the transmitter and the receiver. In [23], the authors 
evaluated the performance of dual-hop CR WSNs in the 
existence of hardware noises and proposed three relay-
ing algorithms, namely, best ORS (B-ORS), conventional 
ORS (C-ORS), and hybrid PRS (H-PRS) protocols. How-
ever, researchers proposed a better PRS scheme, where 
CSIs of the relay-destination connections are used to 
choose the relay [24]. In [23–29], several relay selection 
methods have been described in CR networks. Espe-
cially in [23], the PRS and ORS methods evaluated the 
overall performance in terms of bit error rate (BER) and 
outage probability (OP). 

CR and EH were used in wireless sensor networks to 
solve the two main problems concerning energy and 
spectrum efficiency. In [30], the authors make SUs pick 
a channel to enter the harvested energy or data trans-
mission. In [31], the authors use several SUs and various 
channels to fix the RF energy harvesting optimization 

problem for CR wireless networks. Specifically, a system 
model proposed by the authors where PUs take chan-
nels and make them busy, creating a chance for SUs 
to harvest energy and conserve it in the battery, then 
use the saved energy in the transmission process via 
an empty channel. In [32], the authors give a detailed 
analysis of the performance of a two-way CR EH-TWCR 
wireless network (EH-TWCR), which is based on decode-
and-forward (DF) in the existence of transceiver limita-
tions. In [19,20,24,25,33,34], the authors proposed the 
performance of multihop CR wireless networks, specifi-
cally end-to-end, where PB or RF signals of the primary 
transmitter can be used from SUs to harvest energy.

Because of the low-cost transceiver equipment, wire-
less sensor nodes fall victim to hardware limitations 
due to amplifier nonlinearities and phase noise [24, 26, 
35, 36, 43]. The performance degradation can be recov-
ered using a cooperative relaying algorithm. In [35], 
the effect of hardware failures on Nakagami-m fading 
channels in dual-hop relaying networks was investigat-
ed. In [36], in underlay CR networks, the performance of 
two-way relaying systems with hardware faults using 
EH relays were examined.

The contributions made by this work are as follows:

•	 A multiantenna PB wireless-powered coopera-
tive communication network model is proposed, 
in which relays and sources are not connected 
with a fixed power network. Instead, PBs with 
multiantennas are used by relays and sources to 
harvest energy and then aggregated data to the 
destination.

•	 The proposed model is compared with three 
well-known relay selection models, namely, B-
ORS, C-ORS, and H-PRS models, under interfer-
ence and hardware limitations. The results com-
pare the proposed optimal multiantenna power 
beacon ORS (OMPB-ORS) model performance 
with H-PRS, C-ORS, and B-ORS protocols in terms 
of system EH, TP, and OP.

•	 Numerical simulation is used to validate and 
drive outage the probability and average system 
TP for H-PRS, C-ORS, B-ORS, and proposed model 
closed-form expressions.

•	 The effects of multiantenna PB and other sys-
tem characteristics, including harvesting time, 
number of relays, and position on system perfor-
mance, are also examined.

The remainder of the paper is laid out as follows. The 
system model is described in section II. Next, Section III 
presents the conventional relay selection techniques. 
Furthermore, Section IV presents the equations of sys-
tem performance for OMPB-ORS, H-PRS, C-ORS, and 
B-ORS schemes for OP and TP. Also, Section V displays 
the numerical result and compares the proposed mod-
els with all mentioned models. Finally, Section VI con-
cludes the study.
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2. SYSTEM MODEL

2.1 SyStEM DESCRIPtION

Fig. 1. shows the proposed OMPB-ORS system model. 
It comprises the primary and secondary networks. The 
dual-hop technique communicates between a source 
S and a destination D in the primary network. Pn refers 
to the main licensed users, while n ∈ (1, 2,… , N). The 
secondary network comprises M relays, where N > 1 is 
denoted by Rm, while m ∈ (1, 2,… , M). Since the source 
has no direct connection with the destination, the sys-
tem must select a suitable relay to transfer data from the 
source to the destination. Because they are considered 
to lack an integrated power supply, both   and the set 
of M relay nodes must harvest energy from the multian-
tenna PB signal to allow information transmission. The 
source and relays have only one antenna. Additionally, 
they harvest energy from PBs. Two orthogonal time slots 
are used to transmit data via the chosen Relay.

It is assumed that Rayleigh fading affects all channels, 
and that the channel gains have exponential distribu-
tions. γSRm and γDRm are denoted as the channel gains 
for S ⟶ Rm and Rm ⟶ D links, respectively. γBkRm and 
γBkS are denoted as channel gains between PB’s k-th 
antenna and the S and relay Rm, respectively, where k 
= 1, 2, …, K denotes γSPn and γRmPn as channel gains 
between S ⟶ Pn and Rm ⟶ Pn links. λXY is denoted as a 
random variable parameter, which equals λXY = 1/E{γXY}, 
where (X,Y) ∈ {S, Rm, Bk, Pn, D} and the anticipated value 
of the random variable Z is E{Z}. 

Fig. 1. System model of PB-assisted relaying 
protocols with relay selection methods.

The system model of the proposed protocol is imple-
mented using the TS-HTC algorithm [37]. Fig. 2. shows 
that the protocol comprises three phases over the time 
block T, and only one node communicates at a time.

However, assuming optimal synchronization and 
channel state information in the network, it is beyond 
the scope herein to discuss how to achieve this syn-
chronization. The batteries of S and Rm begin charging 
in the first phase, in which PB beamform RF signal to 
allow them to charge. Using the energy harvested in 
the first phase, S sends information to Rm. In the third 

phase, the best relay among the Rm relays is selected to 
transmit the received information from S to D by the 
proposed OMPB-ORS relay selection scheme or the 
well-known traditional relay selection schemes, i.e., H-
PRS, C-ORS, or B-ORS as described in section 3.

The following set of assumptions is considered here-
in and in other related publications:

•	 A location-based clustering approach was used, 
in which the relays are clustered together close. 
This proposal is widely utilized in relay selection 
systems [38–40].

•	 As proposed in [41, 42], the PB is considered a 
network’s devoted power source. The PB, S, Rm, 
and D nodes run in accordance with the harvest-
ing energy and cooperating protocol.

•	 In the transmission phases, it is assumed that 
both the source and relay candidates exhaust 
their harvested energy.

2.2. HARDWARE MAlFuNCtIONS

Assuming the transmitter (X) is connected with the 
receiver (Y), the signal-to-noise ratio of the X–Y con-
nection can be obtained by (see [43]).

(1)

where τX
2 and τY

2 implement hardware malfunction 
levels at the transmitter and receiver, respectively, τXY

2 
is the total hardware malfunctions level in the connec-
tion between transmitter and receiver, and N0 is Gauss-
ian noise variance at the receiver.

In the presence of Hardware malfunctions, the re-
ceived signal of the X–Y link can be estimated as

(2)

where Px is the power of transmitter X, hXY is channel 
gain for X–Y link, µXY and ηXY are noises caused by hard-
ware malfunctions in the receiver and transmitter, re-
spectively, and νXY denotes the additive white Gaussian 
noises represented as Gaussian random variables with 
zero mean and variance N0.

2.3. SIgNAl MODElINg

2.3.1 EH phase

Here, the S and M relays charge their batteries by the 
beamform RF signal from PB, and the harvested energy 
by S and M relays can be formed, respectively, as

(3)

(4)
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where PB represents the power of the transmitted sig-
nal from B, η is the efficiency of the harvested energy at 
S and M relays, and αT is the EH process time.

Fig. 2. shows that in the remaining (1 − α)T duration, 
the selected relay collaborates the source by decode 
and forwards the received signal. Finally, the optimal 
relay is chosen to transmit the S information to D once 
a relay selection procedure occurs. Consequently, the 
transmitted power at S and the set of Rm relays are ex-
pressed, respectively, as

(5)

(6)

From [43] in the underlay CR with respect to interfer-
ence constraint, the signal-to-noise ratio can be obtained 
at the 1st and 2nd hops across the relay provided by

(7)

(8)

where N0 is the variance of the additive white Gaussian 
noise AWGN and 

(9)

Fig. 2. Diagram of time-switching harvest then 
cooperate protocol (TS-HTC).

3. RElAy SElECtION SCHEMES

3.1 OPPORtuNIStIC RElAy SElECtION  
 (ORS) SCHEME

Both channel hops are significant in the ORS relay se-
lection method and should be considered [39, 41, and 
42]. The optimal relay, which precisely maximizes the 
minimum number of channel strengths between S ⟶ 
Rm and Rm ⟶ D is selected and is provided by

(10)

3.2 PARtIAl RElAy SElECtION (PRS) SCHEME

This approach assumed that CSI is only valid for 
one hop [23, 39, and 44]. Precisely, when the CSI is 
available for the initial hop S ⟶ Rm, the PRS technique 
is denoted by PRSI. If the CSI is only accessible for the 
second chance Rm ⟶ D, it is termed PRSII. In PRSI and 
PRSII, the chosen relay can be represented as

(11)

(12)

3.3 PROPOSED OPtIMAl MultIANtENNA  
 POWER BEACON OPPORtuNIStIC RElAy  
 SElECtION (OMPB-ORS) SCHEME

(13)

The optimal relay is chosen in the OMPB-ORS proto-
col to optimize the end-to-end SNR, i.e.,., where ν ∈ {1, 
2,… , M}. The end-to-end performances of this scheme 
are then calculated as follows:

(14)

where the Cth in the secondary network is the desired 
data rate. The end-to-end channel capacity with de-
coding and forward technique of S ⟶ Rm ⟶ D path is 
described by

(15)

4. PERFORMANCE EvAluAtION

4.1 OutAgE PERFORMANCE OF PROPOSED 
 SCHEME AND tHROugHPut

The Flowchart of (OMPB-ORS) protocol scheme is 
shown in Fig. 3.The TS-HTC algorithm [37] was used in 
the proposed protocol, and the other three protocols 
used the TSR Protocol [23]. This approach made the 
difference in results clear, in favor of our protocol. The 
end-to-end OP can be defined as the probability that a 
positive threshold Cth exceeds the end-to-end capacity 
CSD, and is expressed as follows:

(16)

(17)

(18)

where,

Then, the throughput (TP) can be formulated as in [23]:

(20)

(19)

where (1 − α)T is the overall transmission time from the 
source passed by the relay to the destination.
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4.2 OutAgE PERFORMANCE FOR (H-PRS), 
 (C-ORS), AND (B-ORS) AlgORItHMS,  
 AND tHROugHPut

As in [23], the general form of e2e OP for the three 
protocols is given as

where,

(21)

(22)

(23)

Fig. 3. The flow chart for the data transmission of 
OMPB-ORS scheme.

5. SIMulAtION RESultS

Here, the performance of the proposed protocol is 
presented. A set of numerical results is implemented 
under the existence of PUs provided with the 
interference constraints. To investigate the theoretical 
derivations, Monte-Carlo simulations are used. In 
TABLE 1, the WSN’s nodes are organized in Cartesian 
coordinates in the simulation environment where S is 
located at the origin. The simulation, exact theoretical, 
and asymptotically theoretical results referred to them 
as (Sim), (Exact), and (Asym), respectively.

System Parameters Value
The number of relays M = 2, 3, 4, and 5

The number of antennas of PB K = 2
The transmission rate of S Cth= 0.6, 0.7, and 1

Energy conversion efficiency η = 1
Time block T = 1

Harvesting time α = 0.2s
Path-loss β = 3

Ratio between Ith and PB μ = 0.25
Number of PUs N = 2

Relay coordinates (XR,0)
Destination coordinates (1,0)

beacon coordinates (0.5,0.5)
PU coordinates (XP, YP)

table 1. System model parameters

Fig. 4.compares the OP performance of the proposed 
protocol versus the H-PRS, C-ORS, and B-ORS protocols 
with Cth values. The proposed protocol has the lowest 
OP, and the H-PRS protocol has the highest. At a known 
high signal-to-noise ratio, the OP of the proposed, C-
ORS and B-ORS protocols quickly decreased as Δ in-
creased, which at Δ = 25 the enhancement percent-
ages for the proposed protocol over H-PRS, C-ORS, and 
B-ORS protocols are 99.669%, 94.125%, and 94.20%, 
respectively, because the proposed, C-ORS and B-ORS 
protocols have a larger diversity gain than the H-PRS 
protocol.

To analyse the influence of distance on the proposed 
protocols’ outage performance, OP was demonstrated 
as a function of the relay positions on the x-axis XR. Fig. 
5. Shows that the relays are in the best possible loca-
tion, at which the proposed protocol OP value is low-
est. Furthermore, when the relays are close to the des-
tination, an intriguing consequence might be noticed, 
the OP values of the B-ORS and C-ORS protocols reach 
the OP of the proposed protocol. When the relays are 
extremely near the destination, the source-to-relay 
connection significantly impacts the OP of all proto-
cols. Consequently, the B-ORS and C-ORS protocols are 
essentially equivalent to the proposed protocol.

Fig. 4. OP as a function of Δ in dB when M = 2, XR = 
0.5, XP = 0.5, YP = −0.5, α = 0.25, and τD

2 = τ1
2 = 0
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Fig. 5. OP as a function of XR when M = 4, XP = 0.5, YP 
= −0.5, α = 0.1, Cth = 0.6, and τD

2 = 0.1, and τ1
2 = 0.05.

Fig. 6. Explores the effect of the degree of hardware 
weakness τD

2 on the performance of all mentioned pro-
tocols. The OP values rapidly increase as τD

2 increases. 
Moreover, all protocols decrease when τD

2 exceeds 0.55.

Fig. 7. Shows that TP is plotted as a function of the 
time spent on the EH process. As previously said, α 
value acts as a significant function in the EH operation 
because it affects the collected and transmitted power 
of the source or chosen relay node. There exist opti-
mum values of where the proposed protocol TP is the 
best (Fig. 7.). Consider the following example: when the 
α-value is extremely low, PB can only gather a limited 
amount of energy. Consequently, the source or relay 
node can only transmit information with a minimal 
quantity of energy. When the α-value is too high, the 
data are relayed from the source to the destination with 
a lower effective transmission time, which decreases 
the overall TP. Consequently, the best TP performance 
may be attained for practical design when an optimum 
α-value is obtained. Fig. 7. shows that the enhance-
ment percentages at α = 0.035 for the proposed pro-
tocol over the H-PRS, C-ORS, and B-ORS protocols are 
23.7%, 18.1%, and 8.3467%, respectively. Finally, simi-
lar to the OP measure, the proposed TP performance 

Fig. 6. OP as a function of τD
2 when Δ = 15 dB, M = 5, 

XP = 0.5, YP = −0.5, α = 0.1, Cth = 0.7, and τ1
2 = τD

2 /2.

is always the highest overall values. Fig. 7. shows that 
the enhancement percentages at α = 0.035 for the pro-
posed protocol over H-PRS, C-ORS, and B-ORS proto-
cols are 3%, 6.6%, and 10.2%, respectively.

Fig. 7. TP as a function of α when Δ = 15 dB, M = 3, 
XR = 0.5, XP = 0.5, YP = −0.5, Cth = 1, and τ1

2 = τD
2 =0

In Fig. 8., TP is shown against the number of relays. 
As predicted, increasing the M-value improves the TP 
of the OMPB-ORS, H-PRS, B-ORS, and C-ORS protocols. 
By effectively assigning the α-value, the performance 
of the investigated protocols can be enhanced.

Fig. 8. TP as a function of M when Δ = 20 dB, M = 3, XR 
=0.4, XP = 0.5, YP = −0.5, Cth = 1, and τ1

2 = 0.1, τD
2 = 0.05.

6. CONCluSION

This study enhanced the performance of energy 
management systems based on WSN in intelligent 
structures under hardware weakness and interference 
restrictions. An OMPB-ORS protocol was proposed 
for EH relay networks using multiantenna PB, where 
PB supplies dual-hop DF relays and sources with RF 
signals to the EH process. In the presence of numerous 
PUs and across, i.e.,., Rayleigh-fading channels, exact 
and asymptotic formulations of the proposed protocol 
OP and TP were presented. The numerical results 
indicated that the OMPB-ORS protocol outperforms 
the B-ORS, C-ORS, and H-PRS protocols. Finally, by 
changing the energy harvesting ratio, increasing the 
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number of relays, and locating the relays in the ideal 
place, the proposed protocol system’s performance 
was improved.
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Abstract – The Internet of Things Robot (IoTR) is an emerging paradigm that brings together robotic systems with the Internet of 
Things (IoT) that connect sensors and smart objects pervasively embedded in everyday environments. With the recent developments 
in robotic system applications, it becomes apparent that the mobile robot has great importance in real-world applications such as 
navigation and surveillance. One of the most important applications of a mobile robot is patrolling and gas leak detection. This 
paper proposes a real-time IoT Robot (IoTR) that can be used indoors or outdoors for gas leak detection purposes. The proposed 
mobile robot is equipped with microphones, speakers, the hub of smart sensors that are necessary for patrolling and gas leak 
detection, a high-resolution IP video camera for live video streaming, Bluetooth for indoor applications and tracking, and GPS/GPRS 
for outdoor applications and tracking. The experimental testing of the preliminary prototype confirms the design objectives. The 
robot has been tested for indoor and outdoor modes; the robot can detect gas leakage and provides a live video streaming of the 
surrounding area, which can be tracked on Google maps. At the same time, the robot can be controlled remotely through a mobile 
app or website, the robot can move autonomously and avoid obstacles. The proposed work provides a low-cost IoT robot through 
the use of the available and cheap components and sensors, which featured a high quality at the same time. Our proposed system 
exhibits promising gas sensing performance in harsh environments, using intelligent gas sensors that have a fast response (>10s), 
low cost, high sensitivity, long life, robustness, and physical size.

Keywords: Gas Leak Detection, IoT Robot, Remote Monitoring, Patrol Robot, Tracking System, Real-Time

1. INTRODUCTION

With the development of society, economy and rapid 
developments of autonomous mobile robots that have 
been developed to tackle the challenges of the petro-
leum industry, increasing the protection measurements, 
enhancing the quality of critical patrol and gas areas and 
decreasing costs are now possible. The use of security 
patrol robots has become very important recently be-
cause it helps to prevent human lives from danger and 
reduce human errors. The patrol robot can be used in-
doors or outdoors depending on the applications, with 
automatic obstacle avoidance as a common feature [1, 
2]. Oil and petroleum companies need a safe environ-
ment for their critical work. The industry of oil and gas 

Volume 13, Number 4, 2022

is now positively looking for advanced robotic solutions 
in conjunction with the growth of global demand and 
depleting resources for fossil fuels. These smart robotic 
systems are used to increase their productivity and safe-
ty [3]. Health and safety awareness is so essential for all 
workers and technicians who are working in those com-
panies [4, 5].

 Explosive and toxic gases are surrounding us every-
where such as gas stations, power plants, landfill sites, 
hotels, kitchens, wells, oil, and gas companies [3]. They 
have different sources such as welding, swamp wells, vol-
canos, grinding, mining, petroleum areas, etc. Explosive 
materials, toxic wastes, and hazardous gases endanger 
our lives. They cause chronic and dangerous diseases for 
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humans such as pneumonia and angina pectoris. Also, 
it may cause instant death for humans. Moreover, acci-
dents that happen due to these hazardous gases cause 
property damage, substantial money, injuries, grieving 
families, and many other fatalities [3, 6, 7]. These gases 
are very hazardous for companies in the oil and gas 
industry due to their critical job. Therefore, oil and gas 
companies need to comply with strict gas safety regu-
lations to ensure no gas leakage occurs. The employees 
and the people working in these companies deserve to 
work in a safe and healthy environment. Our solution is 
a creative cost-effective and scalable solution for health 
and safety environments to employees and employers 
on-site, potentially from remote sites. 

 The presented work in this paper is extended re-
search of the proposed remote monitoring system that 
has been introduced by [8, 9]. The research aims to de-
velop real-time [10] remote monitoring and control IoT 
robot that is used for security and detecting explosive 
gases at the same time. The robot is equipped with a 
video camera and smart sensors for the smart detec-
tion tasks carried out by the robot. The proposed sys-
tem consists of different subsystems, the controlling 
unit where it is either indoors using Bluetooth connec-
tion or outdoor controlling using the internet connec-
tion, the monitoring unit with a live streaming video 
camera, and the detection unit that consists of smart 
sensors and is used for detecting explosive gases. The 
IoT robot will work as security surveillance in real-time 
and can be tracked and controlled remotely through 
the Global Positioning System (GPS) and General Pack-
et Radio Service (GPRS) network [11]. The robot will be 
able to change its route once the stationary alarm sen-
sors are triggered. This feature will help the pipeline 
inspectors and the patrolling employees to maintain 
a safe distance in the remote areas of the site in case 
of any hazardous gas leakage. Additionally, the robotic 
system gives instant data analysis of the surrounding 
gases for the users using data visualization dashboards.

The paper is organized as follows: Section two ad-
dresses the state-of-the-art, where related work is de-
scribed. Section three outlines the existing problem 
and the corresponding solution provided by the IoT ro-
bot, by describing the full system architecture and the 
main subsystems. Section four outlines the software 
user interface. In section five, the testing and validation 
results are discussed. Finally, section six provides con-
clusions and future research.

2. RELATED WORK

Gas leakage detection in industrial facilities is critical 
for ensuring the safety of human life, stationary gas sen-
sors can be used to discover the gas leaks. In the follow-
ing section, a review of the state-of-the-art mobile robot 
applications in security and gas leakage will be covered. 
A mobile robotic system for remote leak sensing and lo-
calization in large industrial environments has been pre-
sented by [12] to develop the RoboGas Inspector shown 

in Fig. 1. The gas leak detection technology for LNG facili-
ties in Australia is shown in Fig. 2.

In [13], the authors introduced a novel smart security 
robot that used to work in dark non-vision environments, 
since most of the methods available are not that capable 
to work in a dark environment. The proposed work uses 
fuzzy logic and neural network methods to determine 
the situations that are not normal in the environment 
area, and they used a different level of danger alarm. 
The research shows a general view of the proposed se-
curity system as shown in Fig. 3. The system starts with 
the initialization step (all devices will be turned on), then 
the path planning operation, and then a motion con-
trol operation using four different fuzzy logic modules 
to monitor the area. During this stage, if any abnormal 
thing happens, the system will be switched to the alarm 
system to alarm the user.

Fig. 1. The RoboGas Inspector [12]

Fig. 2. Gas-Leak Detection Technology for LNG 
Facilities in Australia [12]

Fig. 3. General view Proposed Security System [13]

The authors in [14] proposed an android controlled 
surveillance spy robot with a wireless night vision cam-
era. They aim to save human lives in the military sec-
tor where this robot is used in wars to monitor the area 
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Fig. 4. System Architecture of the autonomous 
patrol and surveillance system using UAV [16]

In [17], the system is integrated with a mobile robot 
that can detect carbon monoxide (CO) with the tem-
perature. The authors stated that their system tackled 
the challenges of the current CO gas sensors which are 
the limited detection ranges and sensitivity due to en-
vironmental factors such as temperature and humidity. 
This system lacks flexibility due to the usage of one gas 
sensor compared to our system. Besides, it does not 
have outdoor applications which are fundamental to 
industrial and landfill applications.

The authors in [18] introduced a mobile robot with 
a gas leakage detector for safety purposes. The system 
has an array of 16-metal oxide sensors (e-nose) that 
can detect the concertation of the gases by obtain-
ing 16 voltage measurements. The system focused on 

detecting gas leakage in closed rooms due to the few 
amounts of airflow surrounding the rooms.

The authors proposed natural gas detection by us-
ing an intelligent gas searching method achieved by a 
swarm optimization algorithm [19]. Their system has a 
detection strategy for gas detection, gas tracking, and 
gas source localization with search time consumed be-
tween 27s-92s. The drawback of the discussed research 
is that the detection system has not yet been estab-
lished with a real experimental robot based on relevant 
hardware and software equipment. Furthermore, their 
system needs more optimization for the user searching 
algorithm and a real simulation platform for the gas 
sensors analysis.

The system proposed in [20], provided a fireNose that 
contains three Metal-Oxide (MOX) sensors (SnO2, WO3, 
and NiO). They used online unsupervised gas discrimi-
nation algorithms that increased the sensitivity for the 
gas sensors.

2.1 COMPARISON TO STATE-OF-THE-ART  
 RELATED WORK

The proposed design has been compared to state-
of-the-art related work; the comparison has been 
carried out with other systems that are similar to the 
proposed system. The gas inspector system that has 
been presented by [21] and shown in Fig. 1 uses mul-
tiple measurement principles for remote sensing. This 
solution is used for the detection of hazardous gases 
by using novel leak-detection technologies. However, 
this system is portable which will make human life en-
danger. The explosive detector introduced by [22], is 
using Fido® XT. The Fido solution uses polymer-based 
technology to achieve faster detection results. How-
ever, this solution is a handheld detector. The IoTR has 
more advantages than stationary sensors network (SN) 
and portable sensors. The IoTR has the flexibility and 
feasibility to combine a variety of gas sensors depend-
ing on the application. Besides, the IoTR has the feature 
to explore the environment and detect gas leakages 
remotely. In contrast, handheld sensors have to be car-
ried by the users to the required areas to detect the 
hazard gases, thus this jeopardizes human lives. The 
IoTR will be equipped with intelligent sensors to pro-
vide accurate computational gas results, gas sources 
localization, live tracking system, real-time visual moni-
toring, map-based approaches, alarming system, and 
remote-controlling. On the other hand, the portable 
sensors and stationary sensors have a limitation of in-
ability to sense accurately when there is a variance in 
optimal sensor positions across long distances. Our 
system is a real-time system with a tracking system, live 
video streaming, and a web-based or mobile applica-
tion to access the sensors reading remotely with intel-
ligent dashboard visualizations. Furthermore, our mo-
bile robot is operated remotely from anywhere on the 
planet, therefore, our system emphasizes the outdoor 
controlling. On the other hand, other solutions use lim-

where it is dangerous for the army. Their robot consists 
of a night vision camera fixed to it to monitor the area 
while saving human lives. This robot is an Arduino-
based controlled robot that used a developed android 
application for controlling it. However, their system 
does not have a gas detection system.

A fire robot based on a quad-copter has been devel-
oped in [15]. This robot is required to detect fires. They 
used an algorithm for processing the video signal to 
detect the fire and for the robot realization. Also, they 
used a software program using the SDK software devel-
oper kit to control the robot's motion.

The research introduced by [16] aims to develop a 
surveillance system that uses an unmanned aerial ve-
hicle (UAV). The UAV robot has mobility capability. The 
authors proposed a surveillance robot for indoor moni-
toring. They combined six components of the system, 
such as unmanned aerial vehicles, vision-based pose 
estimation, vision-based state estimation, patrol path 
planning, UAV controller, joystick controller, and pri-
ority assignment for different inputs of the robot[16]. 
These components are used for autonomous patrol 
and surveillance systems. They developed and tested 
their system in the indoor environment. Fig. 4 shows 
the system architecture of the system. 
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ited distance controlling. Additionally, the gas sensors 
that have been used in the proposed system have ad-
vantages of low cost, fast time response, which is less 
than 10s, stability, physical size, and long life. Moreover, 
our robotic system has a reasonable cost compared to 
other solutions in the market. Our IoTR cost is ≈1000$.

3. IOTR ARCHITECTURE 

The proposed IoT robot shown in Fig. 5 handles dif-
ferent kinds of tasks depending on the usage and the 
application. The proposed mobile robot has the flexibil-
ity to be equipped with a specific sensor based on the 
application. The robot can be remotely controlled with 
the mobile application or through the website to go 
through narrow or tough locations to discover the gas 
leakages in its surrounding area. It is equipped with a 
tracking device and a live video streaming camera for re-
al-time monitoring. Additionally, the robotic system pro-
vides instant notifications through text messages on cell 
phones or text emails. Also, the system provides a voice 
alarming once the sensors trigger high concertation of 
the hazard gases.  Besides, the robotic system provides 
gas sensing analysis reports on a daily, monthly, and 
yearly basis using visualization dashboards [23, 24]. The 
robotic system architecture for relaying data between 
the robot and the monitoring server is illustrated in Fig. 
6. The patrol robot system depends on the IoT and cloud 
computing features. The system has database storage on 
the cloud server which will store all the data required for 
the system. These data contain the gas sensing results, 
the temperature measurements, the humidity measure-
ments, the GPS coordinates data, the response time, 
the latest controlling request that is required for remote 
controlling, and the live streaming video. This full safe-
ty system sends and receives requests through GPRS/
GSM communications. Fig. 7 shows the main hardware 
components required for real-time monitoring, track-
ing, and controlling, including Arduino Microcontroller 
(Fig. 7 (a)), Bluetooth shield (Fig. 7 (b)), GPRS shield (Fig. 7 
(c)) and GPS shield (Fig. 7 (d)), all interfaced with the IoT 
robot. Fig. 8, shows the State Machine Chart (SMC) for 
the microcontroller Interfaced with the complete Sys-
tem. SMC illustrates the two different ways of accessing 
the system which are accessing the mobile application 
and websites. The mobile application has the function 
of indoor controlling using Bluetooth and autonomous 
controlling using a ready path follower. The website has 
three main functions: outdoor controlling, live track-
ing, and gas sensing results. All of these functions were 
successfully achieved through the communication be-
tween the GPRS and the web-server. Besides, there is a 
function of live video streaming using an IP camera to 
be accessed through the website or mobile application. 

The patrol robot consists of four main subsystems:

1. Live video streaming using IP camera

2. Real-time remote controlling system whether in-
door or outdoor. 

3. Real-time tracking using GPS/GPRS and Google 
Map technologies. 

4. Gas leakage inspection system using intelligent 
gas sensors. 

The main four subsystems are discussed in the fol-
lowing subsections.

Fig. 5. IoT Robot Prototype

Fig. 6. IoTR System Architecture

(a) Ardunio Uno R3 (b) Bluetooth Sheild 

(c) GPRS Sheild (d) GPS Sheild

Fig. 7. Hardware components interfaced with the 
IoTR
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Fig. 8. State Machine Chart for the microcontroller 
Interfaced with the complete System

3.1 REAL-TIME VISUAL MONITORING

The patrol robot has one eye to provide a real-time 
visual monitoring of the robot’s location and the sur-
rounding area. The IP camera shown in Fig. 9 has been 
used for this purpose. It has several features such as, it 
can be accessed through the internet, has night visibility 
up to 15 or 20 meters, a low-cost, support smartphone, 
it is equipped with a motion sensor for automatic trig-
gering of the camera, and can take a snapshot or record 
live video streaming. This robotic system can be used re-
motely from homes or work areas. Therefore, the camera 
has been accessed remotely through a static IP address 
from an Internet Service Provider (ISP) which is required 
for the stability and security of the network. As the main 
purpose of this robotic system is security, therefore, one 
user can access the camera per account. A DNS (Domain 
Name System) has been assigned to the IP address. The 
user account is synchronized with the IP address by reg-
istering that account in the router with the specific port 
address to allow any incoming connection to access the 
IP address through that port.

Fig. 9. IP Camera

3.2 REAL-TIME REMOTE CONTROLLING 

To control the movement of the robot, some com-
mands must be sent from the mobile apps or web-
server to move it forward, backward, right, left, or stop 
its movement [25, 26]. These commands will be saved 
in the web-server’s database. The robot moves in a spe-
cific direction through a series of communications and 
handshaking that have been done between the web-
server, GPRS, and Bluetooth modules. 

As the main purpose of this robotic system is to sense 
dangerous areas, outdoor controlling has been accom-
plished to save human lives. The robot has been con-
trolled remotely by a developed web application by giv-
ing instructions for spatial movement or stopping. These 
instructions are represented by specific commands 
that are understandable by the NXT intelligent brick of 
the robot. As illustrated in Fig. 10, the user will click on 
one of the buttons to control the robot by moving it 
forward, backward, left, right, or stop it. Each request is 
associated with that clicked button will be received by 
the web-server.  Then, the web-server network will send 
the request to be saved in the web-server database stor-
age. The instruction will be saved in the last row at the 
instructions table. After that, the handshaking will be ac-
crued between the web server and the GPRS.  Then, the 
web-server will send the command through a generated 
PHP code that contains the movement command with a 
unique code. For instance, forward instruction is repre-
sented by '1' code. Each code has its response to be sent 
through the HTTP protocol between the web-server, the 
connected GPRS, Bluetooth, and Arduino.  After that, the 
GPRS will send the response to the Bluetooth module. 
Finally, the motors of the robot will be able to move or 
stop based on each command. Fig. 11 shows the flow-
chart of the controlling process.

The goal of outdoor controlling cannot be achieved 
through the GPRS shield only because LEGO Mind-
storm NXT robotics cannot be connected to the GPRS 
directly. LEGO Mindstorm NXT has only the ability to 
communicate with other devices and shields via Blue-
tooth. For this reason, a Bluetooth shield is used to in-
tegrate a Bluetooth module that can receive the data 
from the GPRS and send it to the robot by connecting 
the Bluetooth shield with the GPRS shield. Fig. 12 shows 
the hardware components required for real-time moni-
toring and controlling. The general architecture of the 
Bluetooth protocol telegram is shown in Fig. 13. Byte 
0 contains the telegram type. The three types of tele-
grams (byte 1, 2, 3) represent the direct command tele-
gram, reply command telegram, and the system com-
mand telegram respectively. 

Fig. 10. Outdoor Controlling Process Steps
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Fig. 11. Flowchart of the outdoor controlling 
process

For this system design, the direct command and the 
reply command have been used. Table 1 shows some 
important commands with their types that have been 
used for the robotic system. The other bytes consist of 
the command itself and the reply command based on 
each telegram type. The direct commands have a limited 
size which is 64 bytes including the byte that represents 
the telegram type. Two additional bytes are not included 
in the size limit, and they should be in front of the Blue-
tooth message as shown in Fig. 14. Based on testing and 
experiments, the motor’s medium speed was set to 360 
degrees/seconds.  Fig. 15 shows that the patrol robot 
has reached a distance of 100m which is represented by 
the objective (green mark) within 10.2s. Therefore, the 
speed is accelerated by 9.79 m/s. While the patrol robot 
reached the same objective (red mark) within 5.1s with 
a fast speed of 19.58 m/s. In this system design, two mo-
tors have been connected to ports B and C of the NXT 
Brick. There are lists of commands used for the spatial 
movement of the patrol robot are listed below [27]:

Fig. 12. Connected GPRS shield, Bluetooth shield, 
and Arduino UNO

Fig. 13. The General Architecture of the Bluetooth 
Protocol of LEGO Mindstorm NXT

Fig. 14. Bluetooth Message Architecture

Fig. 15. Speed test bench for the IoTR movement

I. Moving the robot forward with fast speed 

The command shown in  Fig. 16-a is used for moving 
the robot forward with fast speed. The command con-
sists of 14 bytes. The first two bytes contain the length 
of the message without counting these two bytes, the 
command will contain 12 bytes in decimal. The number 
should be converted to hexadecimal to be 0x0C in the 
first byte. The second byte contains 0x00 because one 
byte is enough for representing 12 in hexadecimal. The 
third byte has the value of 0x80 which is the command 
type that is used to send direct commands without wait-
ing for a response. The fourth byte contains 0xff which 
means moving all motors. The fifth byte contains 0x64 
in hexadecimal which is the turn ratio, and it has a range 
(-100 to 100) in decimal. This value should be positive 
to move the robot forward. The maximum speed here 
is 100 in decimal (64 in hexadecimal). The sixth byte 
contains 0x07, which are used for the mode byte which 
means turn on all motors. The remaining bytes will be 
the same for all commands. The meaning for 0x00 in the 
seventh byte is disabling the regulation. In the eighth 
byte, it is for clearing the turn ratio to move straight. The 
ninth byte has 0x20 enumerations which are used for 
setting the output to be run. Finally, the last four bytes 
which contain (0x00 0x00 0x00 0x00) are used for the 
taco limit to continue running indefinitely.

II. Move the robot forward with medium speed 

This command moves the robot forward with me-
dium speed, Fig. 16-b shows the command. This com-
mand is similar to the command of (moving the robot 
forward with fast speed) with one difference in the fifth 
byte. The range is (-100 to 100) in decimal, the half of 
this range has been taken which is “50” in decimal then 
we converted it to hexadecimal which is “32”. Therefore, 
the byte will be 0x32.

I. Moving the robot backward with fast speed 

The command is shown in Fig. 16-c, used for moving 
the robot backward with fast speed. For this command, 
the fifth byte has been adjusted to be 0x9C. A negative 
value is chosen to move the robot backward. Therefore, 
the fifth byte represents the least two significant bits 
for -100 in decimal. The maximum speed has been used 
in a negative hexadecimal representation.



285Volume 13, Number 4, 2022

II. Moving the robot backward with medium speed 

For moving the robot backward with medium speed, 
the command is shown in Fig. 16-d. The Fifth-byte val-
ue is decreased to be 0xCE in hexadecimal, which rep-
resents the least two bits -50 in decimal. 

III. Move the robot to the left 

This command is used to move the robot to the left. 
Fig. 16-e shows the structure of moving the robot to the 
left command. Moving all the motors doesn’t require 
moving the robot to the left. For moving the robot to the 
left, motor B should move to the left and motor C should 
stop. Therefore, the value of the fourth byte will be modi-
fied to be 0x01 to select the output of motor B. Fifth byte 
will be 0x32 to move the robot with a medium speed. 

IV. Moving the robot to the right 

The command is shown in Fig. 16-f, used for moving 
the robot to the right, motor C should move to the right 
and motor B should stop. This command is similar to 
the command of moving the robot to the left, the dif-
ference is changing the fourth byte to be 0x02. So, mo-
tor C will be selected to be turned to the right. 

V. Stop moving the robot 

The last command is shown in Fig. 16-g is used to 
stop the robot’s movement. All motors will be in an idle 
mood in this command. Thus, the fifth byte will be set 
to be 0x00.

The command The type

0x00 Direct command telegram, response required

0x01 System command telegram, response required

0x02 Reply telegram

0x80 Direct command telegram, no response required

Table 1. The important commands with their types

(a) Forward Command telegram 
 with Maximum Speed

(b) Forward Command Telegram 
 with Medium Speed

(c) Backward Command Telegram  
with Maximum Speed

(d) Backward Command Telegram 
 with Medium Speed

(e) Moving Left Command Telegram

(f ) Moving Right Command Telegram

(g) Stop Moving Command Telegram

Fig. 16. Different Command Telegram used for IoTR 
movement

3.3 REAL-TIME TRACKING SYSTEM

The tracing system is a fundamental sub-system 
in this robotic system as it is used for monitoring the 
movements of the patrol robot and live navigation for 
outdoor applications. Besides, the tracking system pro-
vides some other data such as current time, date, and 
the coordinates of the location during the movements 
of the robot. GPS module has been added to the hard-
ware components for achieving a live tracking system. 
The GPS data will be sent to the web-server database 
through the GPRS connection. Then the user will be 
able to display the live location on Google Maps along-
side the timing log data. The flowchart of the tracking 
system is shown in Fig. 8.

The GPS module that has been used in this system is 
EM-406. The GPS module is connected to the SparkFun 
GPS shield as shown in Fig. 17. The GPS Shield is con-
nected at the top of the hardware implementation as 
shown in Fig. 18. The GPS shield has been connected 
with the GPRS shield using the pin assignment as given 
in Table 2.  Pin 2 and 3 of the Arduino UNO are used 
only for the serial mode of the GPRS. To tackle this chal-
lenge, three steps have been accomplished. Firstly, the 
GPS shield should be connected at the top of the hard-
ware system as these two pins can not be used for the 
serial mode of the GPS. Secondly, these two pins have 
been flexed to be out of connection with the Arduino. 
Thirdly, two other pins (9,10) will be plugged using two 
jumper wire connectors for the serial mode of the GPS, 
instead of the tucked GPS pins (1,3). Pin (2) will be con-
nected with pin (9) of the GPS shield and pin (3) will be 
connected with pin (10).

Fig. 17. GPS Module connected to the GPS Shield
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Fig. 18. GPS shield connected on the top of the 
hardware implementation

Table 2. EM- 406 GPS module pin assignment

Pin 
no. Pin name Usage

1 Enable/disable For ON and OFF

2 GND Provide the ground for the board

3 GPS-Rx Receiving software commands

4 GPS-Tx Outputting the measurement and 
navigation data to the user software

5 VIN For DC supply

3.4 GAS LEAKAGE INSPECTION SYSTEM  

The gas explosion occurs from a gas leakage with 
the excitement of an inflammation source [28]. The gas 
explosion happens with three conditions which are an 
explosive gas, an ignition source, and an oxidizer such 
as air or oxygen [29]. The most common explosive gas-
es that are used for cooking and heating purposes are 
methane, butane, propane, and natural gas. In this pro-
posed robotic system, LPG (Liquefied petroleum gas) 
has been the main explosive gas for testing and valida-
tion purposes. The reason for choosing LPG is this gas 
is available in the market and can be tested for personal 
and educational usage. While other gases such as natu-
ral gas and propane need a special safe environment 
for testing. LPG is propane or butane or a mixture of 
60% propane and 40% butane that is used for commer-
cial use. LPG gas is highly used for heating in homes or 
hotels or vehicles, however, LPG gas leakage is explo-
sive and flammable [30]. 

For the LPG, the flame point is considered almost at the 
same point as the butane at 1970 °C in the air condition. 
In this research, we are not able to measure the flame 
point or the level of danger in terms of temperature, but 
we used a specific sensor to detect the LPG gas under 
certain conditions which is the MQ-6 gas sensor. There 
are different types of gas sensors in the market. These 
gas sensors have a small heater with an electrochemical 
sensor [31]. Besides, they are used at room temperature 
and outdoors, below are four different gas and chemical 
sensors that have been tested and validated.

A. MQ-5 Gas Sensor 

MQ-5 sensor can be used in several types of appli-
cations such as "Domestic gas leakage detector, indus-

trial combustible gas detector, and portable gas detec-
tor" [32]. This gas sensor is used to detect the leakages 
of natural gases.

B. MQ-6 Gas Sensor 

MQ6 has been used due to two reasons which are 
low conductivity in clean air and low sensitivity to ciga-
rette smoke and alcohol. Therefore, it is easy for testing 
and validation. Moreover, the MQ-6 gas sensor has a 
fast response time which is less than 10s [33]. 

C. ChemSee's Nitro-Pen Sensor 

Trinitrotoluene (TNT) is a popular explosive material 
that has been used in many military and industry ap-
plications [34]. ChemSee's Nitro-Pen Sensor is a very 
effective chemical detector that can be built into the 
patrol robot to detect TNT. Fig. 19 shows the TNT test-
ing using that detector. 

D. Nanotechnology Chemical Sensor 

A new chemical sensor chip joint with carbon Nano-
tubes has been made[35]. It enables the rapid detec-
tion of TNT in rivers and reservoirs. Fig. 20 shows the 
chemical sensor chip using Nanotechnology and the 
detection of the TNT process. This sensor is used by 
semiconducting carbon nanotube network transistors 
to make extremely sensitive sensors that are capable of 
operating stably underwater. Therefore, it is sensitive in 
the range of a few parts per billion for the detection of 
explosive compounds such as TNT [35]. Fig. 21 shows a 
diagram of a Nano-tube transistor on a flexible chip for 
detecting toxins or explosives in a water sample.

Based on experiments and testing, this research fo-
cused on using two sensors which are MQ5 and MQ6. 
The usage of MQ5 and MQ6 has the advantages of its low 
cost, availability in the market, and is lightweight com-
pared to other gas sensors. On the other hand, these types 
of sensors have a lack of selectivity and cross-sensitivity to 
environmental factors such as temperature and humidity. 
In order to tackle this challenge, two sensors have been 
used, one for operating different temperature measure-
ments and the other one for humidity measurements. 
These gas sensors obtain fast and calibrated measure-
ments for concertation type of gases. The main hardware 
components that are used for hazard gases detection are 
explained in the following subsections.

3.4.1 MQ6 GAS SENSOR

MQ-6 gas sensor has a high sensitivity to LPG, Iso-bu-
tane, and propane gas. MQ6 gas sensor has a shield that 
is compatible with the Arduino shield. This shield of MQ6 
has 3 pins which are Vcc, GND, and Vout. These 3 pins 
have connected to the Arduino shield; The Vcc pin of the 
MQ6 sensor is connected to +5v of the Arduino shield. 
The GND pin of the MQ6 sensor is connected to the GND 
of the Arduino shield. The Vout pin of the MQ6 sensor is 
connected to the A0 pin, which represents analog input 
to the Arduino. Fig. 22 shows the schematic circuit for 
the MQ6 sensor connected to the Arduino shield.
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The sensor is connected at the top of the GPS shield 
as shown in Fig. 23. According to [36], the sensor pro-
vides a reading of 100mv in the clean air, then the out-
put voltage starts to increase according to the increase 
of the gas concertation. The resistance ratio of the sen-
sor is calculated using Rs/Ro. Rs means the resistance 
of the sensor in 1000ppm methane under different 
temperatures and humidity. Ro means the resistance 
of the sensor in the environment of 1000ppm propone. 
Rs calculated as in Equation (1).

Fig. 19. TNT Testing using ChemSee's Nitro-pen

Fig. 20. The Chemical Sensor Chip using 
Nanotechnology and detection of TNT process

Fig. 21. The diagram of a Nano-tube transistor 
 on a flexible chip for detecting toxins  

or explosives in the water

Fig. 22. Schematic circuit for MQ6 Gas sensor 
connected to Arduino UNO

(1)

VRL is the voltage across the load resistance which 
is the voltage output of the MQ6. V_c is the reference 
voltage which is equal to 5v. RL is the load resistance 
which is 10 kΩ. PPM value of the LPG concertation is 
calculated using Equation (2).

(2)

The calibration of the sensor has been done with the 
collaboration of the HPC company team. Based on ex-
periments and testing, the threshold level of the gas sen-
sor result is 750mv to be considered a dangerous level.

Fig. 23. Gas detection using MQ-6 Gas Sensor and 
Interfacing to System Board

3.4.2 TEMPERATURE SENSOR

The proposed gas sensor that has been used, worked 
within a certain condition of temperature which is in a 
range of -10C to 70C. This was the reason to use a tem-
perature sensor to measure the temperature in the tested 
environment if it meets this condition. The temperature 
sensor used for that purpose is LM35. It works in a tem-
perature range between -55C to 150C [37]. This range will 
contain the range of the gas sensor condition. LM35 has 
three pins to be connected. The first pin from the left is 
connected to the VCC of the Arduino. The second pin is 
the Vout. Vout is connected to resistance that equals 4.7 
KΩ and it is connected to the analog input pin A2 of the 
Arduino. The third pin is connected to the common GND 
in the Arduino chip. Fig. 24 shows the schematic design of 
the LM35 sensor with the Arduino shield. 
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Connecting this sensor in the proposed system will be 
on the top of the GPS shield as shown in Fig. 25. The 4.7 KΩ 
resistance is used for the safety of the circuit and to avoid 
burning of the temperature sensor. The output value ob-
tained from the analog pin will be converted to mv and 
then it will be analyzed and converted to Celsius degrees 
in the software development code using C language.

Fig. 24. Schematic design of the LM35 connected 
to Arduino shield

Fig. 25. LM35 Temperature Sensor connected to the 
system

4. SOFTWARE USER INTERFACE

Patrol robot communicates with mobile apps or 
web-server through GPRS network to send or receive 
commands. The default setting of the baud rate for the 
GPRS is 19200. Table 3 displays the AT commands that 
have been used for the connection of GPRS [9]. The web-
based system software with smart applications has been 
designed and tested, and it is available online, a screen-
shot of the website system is shown in Fig. 26. Addition-
ally, the mobile application has been developed and 
tested to achieve the main four sub-systems of the pa-
trol robot. Some of the main pages of the mobile appli-
cation are shown in Fig. 27. The users have the flexibility 
to use both of them based on their preferences. Fig. 28 
shows the flow chart for the mobile application of IoTR.

Fig. 26. The interface for the IoTR website

The AT command The meaning

AT+CSQ Check Signal quality

AT+CGATT Check the status of Packet service attach

AT+SAPBR Bearer settings for applications based on IP

AT+HTTPINIT Initiate the HTTP request

Table 3. AT commands used for the GPRS

Fig. 27. Some pages of IoTR Mobile Application

5. TESTING AND VALIDATION RESULTS

This section presents the experimental results in 
terms of testing and validation for the whole system 
and subsystems. Different experiments have been 

Fig. 28. Flow chart for mobile application of IoTR
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Fig. 29. IoT Robot

5.1 OUTDOOR CONTROLLING RESULTS

The IoT robot has been tested for outdoor controlling 
subsystem as shown in Fig. 30. The purpose of testing 
the outdoor controlling is to verify the output of the 
software development code and the hardware imple-
mentation by getting a fast response from IoTR. For the 
hardware implementation of the controlling system, the 
hardware units which are the Arduino UNO board, GPRS 
shield, and the Bluetooth shield have been connected. 
Then, the software code for controlling is uploaded and 
run. The results have been shown on the serial mode 
that obtains the data log of the controlling. Verifying the 
setup of the GPRS connection is an important step, as 
the GPRS is responsible for receiving the data from the 
database of the web-server and sending it back to the 
mobile robot to make a successful controlling through 
Bluetooth. After making a connection between the Ar-
duino shield and the GPRS shield, the serial mode has 
been shown the connection data of the GPRS as in Fig. 
31. The serial mode showed the SAPBR connection type 
of the GPRS is established. Also, it verified the local APN 
server which is the ’ VIVA’ network provider that has been 
used. After that, the AT command and the HTTP request 
have been successfully sent.

Fig. 30. Testing the Outdoor Controlling System

Fig. 31. Setting up the GPRS for outdoor controlling

conducted mostly at the University of Bahrain campus 
whether indoor or outdoor. Testing web-server and mo-
bile apps verified successfully by sending and receiving 
the data from and into the database. The full hardware 
implementation of the IoTR prototype is shown in Fig. 
29, which contains all the hardware units and sensors. 
The testing and validation results of each subsystem 
have been discussed in the following subsections.

The GPRS can transmit data outdoor at unlimited dis-
tances. Therefore, the users can remotely control the 
robot from anywhere to avoid accidents and save their 
lives in harsh environments. The data transmission 
speed (baud rate) used is 19200 bits per second (bps).

5.2 TRACKING SYSTEM RESULTS

The main purpose of testing the GPS shield is to 
verify the tracking and the localization of the IoT ro-
bot. Firstly, the GPS shield has been connected to the 
hardware units. After a few seconds, accurate GPS data 
has been received which are the date, time, longitude, 
and latitude of the location. Fig. 32 shows the GPS data 
and results on the serial mode. The tracking system 
has been tested to trigger the last location reporting 
and real-time tracking. Fig. 33 shows the results of the 
last location and reading history through the website. 
The live tracking has been tested at different locations 
when the robot moves. Fig. 34 and Fig. 35 show two 
different live locations for the movement of the robot.

Fig. 32. The GPS data results on serial mode
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Fig. 33. The last location of the robot on Google 
map and the reading results of the GPS

Fig. 34. Live Tracking - Test location -1

Fig. 35. Live Tracking - Test location -2

5.3 GAS SENSORS RESULTS

Firstly, the gas sensor (MQ6) is tested using a voltam-
meter. The results obtained from the voltammeter vary 
from 100 to 1200 mv. Secondly, the MQ-6 sensor has a 
high sensitivity to Propane, Butane, and LPG. Therefore, 
the testing has been done using a cigarette lighter or 
smoker because it contains a percentage of butane.  The 
temperature sensor has been tested by using a candle.  
After that, the voltage readings are increased when the 
smoker cigarette gets closer to the sensor. On the other 

Fig. 36. Gas Sensor Results

Fig. 37. LPG and Temperature Measurements

hand, the voltage readings decreased slightly when the 
cigarette lighter got away from the sensor.  All of these 
testing scenarios mean that the changing of the voltage 
readings depended on the concentration of the ppm of 
the gases. The concentration of the gases should be be-
tween 200-10000ppm. Fig. 36 shows the results of the 
MQ6 sensor. The change of LPG concertation and the 
temperature values have been validated under the same 
measurements. Fig. 37 shows the LPG monitoring chart. 
Fig. 37 Illustrates that the threshold level is 750 mV. If the 
LPG ppm concertation is less than the threshold which 
is 750 mv, it means the surrounding area is safe and con-
tains fresh air. On the other hand, if the LPG ppm concer-
tation is equal to or more than 750 mv, it means there is a 
leakage of hazardous gases that will cause accidents and 
explosions. The reading of smart sensors has been veri-
fied through the database storage. Besides, the system 
generates user-friendly dashboard visualization reports 
for the gases and temperature sensors readings based 
on filtration by the date and time. Fig. 38 shows the 
sensor's results with showing the red highlighted row 
that represents a gas leakage. Finally, the system sends 
a warning message and a sign of gas leaks through the 
website and mobile application once there is a trigger 
of a gas leakage as shown in Fig. 39. Moreover, if the 
concentration of the explosive gas is getting higher, the 
Piezo buzzer will make an alarming sound.  
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Fig. 38. The dashboard report of the gas sensor and 
temperature results

Fig. 39. A warning message appeared at  
the user-interface

6. CONCLUSIONS AND FUTURE WORK

This work describes the development and hardware 
implementation of a low-cost real-time IoT robot that 
can be used either indoors or outdoors for surveillance 
and gas leakage inspection purposes. The system has 
many features that are used by the security and gas de-
tection system to locate the robot using GPS/GPRS for 
outdoor applications or Bluetooth for indoor applica-
tions. The design approach is economically better and has 
real-time features when compared to other approaches 
in the state-of-the-art related work.  The proposed design 
achieves a low-cost and high quality, it has been tested 
indoors and outdoors for real-time monitoring, gas leak-
age inspection, remote controlling, live tracking, and vid-
eo streaming. The developed autonomous mobile robot 
has the obstacle avoidance feature, which is a common 
feature of robotic patrolling. However, an optimized algo-
rithm for obstacle detection is planned for future work. 
The hardware and software design of the gas detection 
system has been validated and tested using intelligent 
gas sensors. LPG gas has been sensed using MQ6 gas sen-
sor. More different gases will be tested in future work. The 
network protocols between the microcontroller of the ro-
bot and the web-server have been established and tested 
for three main features which are controlling using the 
website and the mobile application, live video streaming 
using IP cameras, and live tracking on google maps.
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Abstract – Several online restaurant applications, such as TripAdvisor and Yelp, provide potential consumers with reviews and ratings 
based on previous customers’ experiences. These reviews and ratings are considered the most important factors that determine the 
customer’s choice of restaurants. However, the selection of a restaurant among many unknown choices is still an arduous and time-
consuming task, particularly for tourists and travellers. Recommender systems utilize the ratings provided by users to assist them in 
selecting the best option from many options based on their preferences. In this paper, we propose a trust-based recommendation 
model for helping consumers select suitable restaurants in accordance with their preferences. The proposed model utilizes multi-
criteria ratings of restaurants and implicit trust relationships among consumers to produce personalized restaurant recommendations. 
The experimental results based on a real-world restaurant dataset demonstrated the superiority of the proposed model, in terms of 
prediction accuracy and coverage, in overcoming the sparsity and new user problems when compared to other baseline CF-based 
recommendation algorithms.

Keywords: restaurant, collaborative filtering, recommender systems, multi-criteria, sparsity, new user

1. INTRODUCTION

The restaurant industry has experienced a remark-
able expansion in recent years, with a slew of new res-
taurants springing up. Consumers nowadays are more 
interested in trying a variety of cuisines, and just be-
cause there are many restaurants does not mean that 
everyone will visit each one and try everything. More-
over, the internet offers a vast amount of online restau-
rant review information, which is particularly useful for 
consumers when deciding where to dine. Consumers, 
on the other hand, frequently find it time-consuming 
and difficult to extract meaningful information from 
the vast amount of online information available, mak-
ing selecting a restaurant even more challenging. Giv-
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en how people's lifestyles are changing as a result of 
their use of technology, an intelligent recommender 
system that recommends restaurants can be a good 
solution for consumers to assist them in finding a res-
taurant that fits their needs and preferences [1-7].

Recommender systems are programs that aim to sug-
gest the most appropriate items (services and products) 
to specific users by anticipating a user's interest in an item 
based on relevant information about the items, the users, 
and their interactions with the items. The goal of build-
ing recommender systems is to avoid information over-
load by obtaining the most relevant information from a 
large amount of data, allowing personalized services to 
be provided in various disciplines such as e-commerce, 
e-business, e-library, e-learning, e-tourism, e-health, 
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and e-government [8-13]. Collaborative filtering (CF) is a 
well-recognized technique in recommender systems for 
producing personalized recommendations based on: 1) 
rating information of items liked by other similar users 
(user-based CF), and 2) rating information of items similar 
to items the user has liked in the past (item-based CF). Us-
er-based CF approaches have proven to be effective rec-
ommendation approaches across a variety of disciplines. 
However, due to major constraints such as sparsity and 
new user, they may provide poor recommendations (re-
ducing accuracy) or decline recommendations (reducing 
coverage). Sparsity arises from a lack of user ratings, par-
ticularly when the number of ratings obtained is mod-
est in comparison to the number of ratings that must be 
predicted. The term "new user" refers to a user who has 
only rated a very small number of items [14]. To address 
these issues and enhance the accuracy and coverage of 
user-based CF recommender systems, researchers have 
lately begun to utilize the multi-criteria ratings of users 
and combine CF with additional information, such as the 
trust relationships between users, to provide more trust-
worthy recommendations [15,16]. 

To generate recommendations, most current recom-
mender systems solely consider an item's overall rating, 
which is a single-criterion score from a user. However, it 
has been established that while selecting an item, a user 
may consider more than one feature of the item. That is, 
understanding why users like things in addition to what 
they like is critical to making more successful recommen-
dations. To put it another way, the exploitation of multi-
criteria ratings of items can ensure a better understanding 
of users' preferences, hence improving recommendation 
accuracy [15-17]. Furthermore, numerous websites nowa-
days allow users to rate items based on multiple criteria. 
In terms of restaurants, users can rate restaurants based 
on a variety of aspects. On TripAdvisor (https://www.tri-
padvisor.com/), for example, consumers can rate restau-
rants based on three criteria: service, food, and value. The 
multi-criteria ratings of restaurants are used in this study 
to accurately learn consumers’ preferences and, as a result, 
provide more personalized restaurant recommendations.

Trust-based recommender systems use social net-
works that are weighted by trust ratings to make rec-
ommendations to users based on other users they 
trust. Trust data can be gathered either explicitly or 
implicitly. Users' explicit trust information can be col-
lected, and each user can determine whether or not 
others are trustworthy. Implicit trust information, al-
ternatively, can be inferred from user ratings [15,16]. 
The implicit trust information is used in this study as 
a supplementary source of information to alleviate the 
impact of sparsity and new user drawbacks and, as a 
result, increase the coverage of recommendations.

To this end, in this paper, we propose a trust-based 
recommendation model for helping consumers select  
suitable restaurants in reference to their preferences. 
Specifically, we propose a Trust-based Multi-Criteria CF 
(TMCCF) recommendation model that includes multi-

criteria item ratings and implicit trust relationships 
among users for restaurant recommendations. There are 
a number of advantages of the proposed recommenda-
tion model. First, the model exploits the multi-criteria 
ratings of restaurants to learn the users’ preferences 
more accurately. Second, the model incorporates im-
plicit trust information of users as an additional source 
of information to overcome the sparsity and new user 
challenges. This paper is organized as follows. Sections 2 
and 3 present  related work and introduce the proposed 
model, respectively. Experimental evaluations and re-
sults are demonstrated in Section 4. Finally, we conclude 
the paper and further work in Section 5.

2. RELATED WORK

Restaurants recommendation is a hot topic among 
numerous recommendation applications that has at-
tracted the interest of practitioners and researchers in 
recommender systems in recent years [1-7]. A number of 
restaurant recommender systems have utilized mobile-
based context aware services as well as location-based 
approaches, for example, Chu and Wu [1] proposed a 
restaurant recommender system based on mobile con-
text aware services to supply users with personalized 
restaurant recommendations. The proposed system sig-
nificantly satisfies the user’s needs for restaurant recom-
mendations by utilizing location-based approaches and 
user preferences. The experimental results of users satis-
faction revealed that the proposed system satisfies the 
search requirements of the mobile users to a great ex-
tent. In another study, Zeng et al. [3] developed a restau-
rant recommendation system based on mobile environ-
ment. The proposed system employs a user preference 
model based on the features of user’s previously visited 
restaurants as well as location information. The Baidu 
map cloud service and Baidu web cloud service were 
utilized to find the user’s location as well as the nearby 
restaurants. The results of a case study revealed that the 
proposed system is capable of successfully recommend-
ing appropriate restaurants to a variety of users.

Some restaurant recommendation systems use CF-
based approaches to provide suggestions to users. For 
instance, a restaurant recommendation system, based 
on a user-based CF approach, was developed by Li et al. 
[4]. The proposed approach is broken down into three 
components: user rating similarity, user attributes simi-
larity, and a fusion of these similarities. The experiments 
were carried out on  data from 627 restaurants and 46718 
ratings provided by 30081 users from the dianping.com 
website, which covered the city of Guilin, China. Using 
MAE and RMSE measurements, the proposed approach 
is shown to be effective and accurate in recommending 
restaurants when compared to traditional user-based 
CF. In similar research, Fakhri et al. [5] propose a user-
based CF method for recommending restaurants based 
on users’ ratings and users’ attributes. If a target user 
wants to find a restaurant, then the system will calculate 
the similarities between the target user and other users 



Volume 13, Number 4, 2022

based on their ratings and attributes. Then neighbors 
who have the biggest similarity with the target user will 
be consulted for personalized restaurants recommen-
dations. For validation purposes, the study uses a ques-
tionnaire of users who have rated restaurants they have 
visited. The dataset contains 86 restaurants from the 
zomato.com site and 50998 ratings from 593 users from 
the questionnaire. Furthermore, Tripathi and Sharma 
[6] propose a restaurant recommender system that em-
ploys the k-Nearest Neighbors and the multiclass sup-
port vector machine (SVM) classification algorithms. The 
experiment was  carried out using a dataset obtained 
from the Yelp website. The experimental results reveal 
that both the user-based SVM and item-based SVM out-
perform the K-nearest neighbours algorithm.

With the growth in the number of users’ reviews on 
websites and social media, sentiment analysis has be-
come a viable method for extracting users’ preferences. 
As a result, a number of restaurant recommendation 
systems have been analyzing user reviews to determine 
their preferences. For example, Alfarhood and Gauch [2] 
propose Traveltant, a social network-based restaurant 
recommender system that makes recommendations 
based on the user's preferences, the preferences of their 
friends, and the restaurant's overall reputation. To recom-
mend restaurants, Traveltant mines the user's and his/
her friends' interests from Facebook and retrieves the res-
taurants, their categories, and their reputation from Yelp. 
The proposed system is validated by asking volunteers to 
rate the recommendation results using 14 distinct mod-
els representing different combinations of factors, and 
the results demonstrate that personal preferences are 
the most important factor influencing the decision-mak-
ing process when it comes to where to dine. In another 
study, a context-aware restaurant recommender system 
is proposed by Asani et al [7]. The proposed system first 
applies natural language processing techniques to users' 
comments about restaurants to extract the desired food 
names. After that, the names of foods retrieved from user 
comments are clustered and their sentiments about them 
are analyzed using a semantic technique. Finally, nearby 
restaurants that fit the user's food preferences are recom-
mended. The proposed system is evaluated using data 
from comments on the TripAdvisor website. The evalu-
ation results show that the proposed system can make 
highly accurate recommendations to users. KesavaDasu 
et al. [18] proposed a restaurant recommender system 
using a nearest neighbor based MapReduce approach. 
The top-k restaurants are retrieved based on the prefer-
ence of the user’s cuisine, the food price, and the distance 
from the customer's current location. Chen and Xia [19] 
proposed an approach for restaurant recommendations. 
In this approach, the user-based CF is integrated with the 
distance decay function to take into account the geo-
graphical effect on the restaurant selection. To provide 
just-in-time recommendations, the approach filters out 
restaurants that are not open according to the current 
time. In order to alleviate the sparsity of data, restaurants 
are assembled by their price tags. Experiments on the 

Foursquare dataset demonstrate that the approach out-
performs traditional recommendation approaches. Dutta 
et al. [20] proposed a restaurant recommender system 
which predicts the rating of new restaurants based on 
an analysis of ratings, reviews, restaurant type, cuisines, 
online ordering service, demand, and availability of the 
restaurant. The authors utilize a RandomForestRegressor 
to predict the ratings of restaurants. The study uses the 
Zomato Bengaluru dataset to realize which features are 
vital to predicting the ratings of new restaurants. 

However, in comparison to the massive amount of 
research done in recent years on other real-world ap-
plications of recommender systems, restaurant recom-
mender systems have received less attention. 

3. THE TRUST-BASED MULTI-CRITERIA CF (TMCCF) 
RECOMMENDATION MODEL

The proposed TMCCF model takes as input a raw ma-
trix of user-item MC ratings, which is made up of M us-
ers' multi-criteria ratings on N items. The following four 
primary tasks exemplify the proposed TMCCF  recom-
mendation process, as shown in Fig. 1.

Fig. 1. The TMCCF recommendation model

3.1 ThE DERIvATIon oF IMPlICIT TRuST

The reliability of a given user can be obtained by 
appraising the accuracy of predicted ratings of that 
user as a recommender to the active user in the 
past.  For this purpose, the predicted rating of user 
u on item i based on the only neighbor user v is 
given as follows:

Where 
ur and 

vr  denote the mean rating of users u 
and v respectively. ( )vU i  corresponds to the overall 
utility of user v on item i defined as follows:

Where ( )v
ac i  refers to the rating value of user v on 

item i in respect of criterion ca and v
aw  is a weight that 

implies the importance of criterion ca by user v on item i.

Then, based on the distance between the ratings of 
the co-rated items and predicted ratings, and the im-
portance of the co-rated items, a weighted version of 
the Euclidean distance [21] with the Inverse User Fre-

(1)

(2)

295
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Where ,u iP  is the rating prediction of user u on item i, 
and ,u vI is co-rated item set of the users u and v . ( )uU i
is the overall utility of user u on item i, U is the over-
all number of users in the rating matrix, and 

iU is the 
overall number of users who rated item i.

The weighted Euclidean distance, on the other hand, 
still has limitations as users who have rated a small 
number of items can gain a high level of trust with al-
most all other users. To solve this problem, we use the 
Rating Jaccard method [23]. The Rating Jaccard meth-
od is a structural similarity metric that considers the 
proportion of total common ratings that are equivalent 
in absolute value, calculated as follows:

Where u vI I  is the total number of commonly rated 
items by users u and v, and NT(u,v) is the total number 
of commonly rated items that have the same absolute 
value given as follows:

(3)

(4)

(5)

In addition, to address the sparsity issue, an extreme 
behavior similarity metric [24] is used as a weighting 
factor. The extreme behavior similarity suggests that 
users who give an extreme rating (like 1 or 5) on the 
same item are more similar than users who give a neu-
tral rating (like 3), and a user's exceptional rating on an 
item is more significant than the public rating.

Where S1(ui ,vi ) reflects the influence of users u and 
v’s extreme ratings on item i compared to the median 
rating on the system, defined as follows:

Where S2(ui ,vi ) reflects the influence of users u and v’s 
extreme ratings on item i compared to its mean rating, 
defined as follows:

(6)

(7)

(8)

Finally, the implicit trust between any given pair of 
users is calculated as follows:

(9)

3.2 ThE CoMPuTATIon oF TRuST 
 PRoPAgATIon

Trust propagation is the notion that contributes to the 
formation of new trust relationships from pre-existing 
trust relationships. Trust transitivity is the most visible 
form of trust propagation, which means that if X trusts 
Y, and Y trusts Z, X will likewise trust Z due to transitivity. 
In this study, we employ trust propagation to compute 
the implicit trust among users who do not have direct 
relationships in the implicit trust social network. To 
compute the propagated implicit trust between users, 
we use the following aggregation metric.

(10)

Where adj(u and h) is the set of trusted adjacent 
neighbors of user u who trust user h, which includes 
user v.

3.3 ThE CoMPuTATIon oF uSER 
 REPuTATIon SCoRE

The user reputation score is used to improve the sys-
tem's capacity to predict unseen items that are caused 
by an active user's lack of trusted nearest neighbors. It's 
determined based on the average variation between 
the user items rating and the items' mean rating, as well 
as the ratio of trust relationships with other users in the 
implicit trust social network [25], as shown below.

(11)

Where 
,u ir is the rating of user u on item i, 

ir is the 
mean rating of item i by all users, and 

uU is the total 
number of users who are associated to user u in the im-
plicit trust social network.

3.4 ThE CoMPuTATIon oF RATIng  
 PREDICTIon

For the computation of the final predicted rating, the 
deviation-from-mean metric is used, as shown below:

quency measure [22] is used to compute the initial im-
plicit similarity of users u and v.

(12)

Where ,u vTrust represents the trust obtained from 
the implicit trust social network between the user u and 
neighbour user v, ,v ir is the rating of item i by user v. 

vURS is the user's reputation score of user v, and NU  is 
the nearest neighbour set of user u.
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4. PERFORMANCE EVALUATION

4.1 DATASET AnD EvAluATIon MEASuRES

The Restaurant MC dataset gathered from the Tri-
pAdvisor website is used to validate the performance 
of the proposed TMCCF recommendation model. The 
dataset comprises users' numerical ratings of restau-
rants on three criteria: food, service, and value. The rat-
ing values range from 1 to 5. It contains 14,633 multi-
criteria ratings for 205 restaurants from 1,254 users. The 
dataset is split into 80% training and 20% test sets for 
the performance evaluation.

To measure the effectiveness of the proposed mod-
el, the recommendations made were assessed using 
two metrics: 1) the Mean Absolute Error (MAE) metric, 
which measures how much the predicted ratings are 
close to the actual ratings (the smaller the value of 
MAE, the more accurate a recommendation), and 2) the 
prediction Coverage metric, which is the proportion of 
prediction requests for which a recommendation algo-
rithm can produce a prediction [26].

4.2 METhoDS FoR CoMPARISon

The results of the proposed TMCCF recommendation 
model were compared to the results of two commonly 
used benchmark user-based CF recommendation al-
gorithms: 1) the user-based SC CF algorithm [27] that 
employs Pearson Correlation as a similarity measure to 
produce personalized recommendations (denoted by 
SC-UCF); and 2) the user-based MC CF algorithm [21], 
which adopts the similarity-based approach to produce 
personalized recommendations (denoted by MC-UCF).

4.3 PERFoRMAnCE CoMPARISon

Extensive experiments have been conducted to as-
sess the performance of the proposed TMCCF recom-
mendation model, respecting the prediction accuracy 
and prediction coverage when confronted   with the 
limitations of sparsity and new user.

Performance evaluation on the Restaurant dataset. 
In comparison to the other benchmark algorithms on 
the Restaurant dataset, the proposed TMCCF model 
produces the best results in terms of the MAE mea-

Fig. 2. MAE performance under varying numbers of 
neighbours on the Restauarent dataset

sure under varying numbers of nearest neighbors, as 
shown in Fig 2. The MAE improvement results of the 
proposed model are roughly 57% and 13% better than 
the benchmark algorithms, respectively. Notably, the 
results illustrate that the proposed model outperforms 
the benchmark algorithms on the Restaurant dataset in 
terms of prediction accuracy.

Performance evaluation with varying Sparsity levels.  
A number of experiments were performed on different 
datasets with varying sparsity levels by filtering out us-
ers who provided ratings less than a specific number 
of times in the given datasets. The experimental results 
of the proposed TMCCF and benchmark algorithms are 
shown in Fig. 3 and Fig. 4. We can notice that TMCCF 
consistently outperforms the other benchmark algo-
rithms in terms of MAE and Coverage in all cases. The 
TMCCF model obtains lower MAE values and higher 
Coverage percentages than the benchmark algorithms 
at each sparsity level, which further demonstrates that 
the incorporation of implicit trust information of users 
is very helpful in finding adequate neighbours, lead-
ing to increased prediction accuracy and coverage in 
highly sparse datasets.

The results demonstrate that the proposed model's 
MAE is improved by roughly 69% and 66%, respective-
ly, when compared to the benchmark algorithms. Cov-
erage has increased by around 56% and 49%, respec-
tively. Incredibly, the proposed model outperforms 
benchmark algorithms in dealing with highly sparse 
datasets, as evidenced by the considerable improve-
ment in MAE and Coverage results.

Fig. 3. MAE performance under varying levels of 
sparsity

Fig. 4. Prediction coverage performance under 
varying levels of sparsity
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Performance evaluation with a varying number of rat-
ings of new user. A number of experiments were con-
ducted on six datasets with a varying number of rat-
ings of a new user (from 10 to 20 ratings) in the given 
datasets. Fig. 5 and Fig. 6 demonstrate the experimen-
tal results of the proposed TMCCF and benchmark 
algorithms. It can be noticed that TMCCF constantly 
exceeds the other benchmark algorithms in terms of 
MAE and Coverage in all cases. At each number of rat-
ings, the TMCCF model achieves lower MAE values and 
higher Coverage percentages than the benchmark al-
gorithms, which again confirms that including implicit 
trust information of users is very helpful in finding suf-
ficient neighbours, resulting in increased prediction ac-
curacy and coverage in new user situations.

When compared to the benchmark algorithms, the 
results demonstrate that the proposed model's MAE is 
improved by around 74% and 69%, respectively. Cover-
age has increased by around 65% and 51%, respective-
ly. As indicated by the significant improvement in MAE 
and Coverage results, the proposed model outper-
forms benchmark algorithms in reducing the impact of 
the new user problem.

Fig. 5. MAE performance under a varying number 
of ratings of new users

Fig. 6. Prediction coverage performance under a 
varying number of ratings for new users

5. CONCLUSION AND FUTURE WORK

This study proposes a trust-based recommendation 
model to assist consumers in selecting appropriate 
restaurants based on their preferences. For high-qual-
ity personalized restaurant recommendations, the pro-
posed model utilizes multi-criteria ratings and implicit 
trust relationships among consumers. The proposed rec-
ommendation model has several advantages. First, the 
model makes use of multi-criteria restaurant ratings to 

better understand the consumers' preferences, resulting 
in improved prediction accuracy. Second, to compen-
sate for the lack of ratings, the model exploits implicit 
trust information from users as an additional source of 
information, which improves prediction coverage by re-
ducing the impact of sparsity and new user problems. 
The proposed model achieves significantly better per-
formance as compared to benchmark CF-based recom-
mendation algorithms in both prediction accuracy and 
prediction coverage. The model demonstrates its signifi-
cance in overcoming the poor prediction accuracy and 
coverage caused by sparsity and new user issues. In the 
future, we will focus on analyzing the impact of incor-
porating other resources of information into the recom-
mendation process, such as users’ reviews of restaurants.
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Abstract – In most information systems today, static user authentication is accomplished when the user provides a credential (for 
example, user ID and the matching password). However, passwords appear to be the most insecure authentication method as they 
are vulnerable to attacks chiefly caused by poor password hygiene. We contend that an additional, non-intrusive level of security can 
be achieved by analyzing keystroke biometrics and coming up with a unique biometric template of a user's typing pattern. The paper 
proposes a new model for representing raw keystroke data collected when analyzing typing biometrics. The model is based on fuzzy 
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outlier counting, neural network, and the support-vector machine.
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1. INTRODUCTION

Internet proliferation has exploded over the past de-
cade. This has made efficient access control (AC) for in-
formation systems ever more challenging. Intruders may 
gain access to systems from virtually anywhere over the In-
ternet. As a fundamental concept in security, AC regulates 
who or what can view or use resources in a computing 
environment. It restricts access to computers, networks, 
applications, files and other sensitive data. One of the cru-
cial functions of AC systems is to ensure that "someone" is 
who they claim to be (authentication) and that they have 
the appropriate data access (authorization). Hence, user 
authentication is a major important challenge.

The user authentication problem can be tackled in 
many ways. In modern information systems, passwords 
remain the most common digital authentication meth-
od [1–4]. Passwords are typically a string of characters 
used to confirm a user's identity during the authen-
tication process. While passwords are a weak form of 
protection, their simplicity makes them easy to use and 
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administer. However, passwords are among the most 
vulnerable authentication methods. Poor password 
hygiene is a top cause of data breaches. A dictionary 
attack can be used to pick up the passphrase. Password 
hash can be leaked directly from their storage loca-
tion to be cracked offline [4]. Digital signature systems 
(DSSs), also used for authentication, are free from dic-
tionary attacks [5]. However, DSSs cannot guarantee 
secure storage of private keys because the keys are 
stored using other access control means [6, 7]. More-
over, digital signature needs to be verified and there is 
no legal backup for this verification process [6].

In view of the above, most high-security systems use 
biometrics to identify and authenticate individuals. The 
primary premise of biometric authentication is that any 
user can be precisely identified by intrinsic physical or 
behavioral traits. This authentication method comes 
with several benefits – it is convenient, every user has 
access to a unique set of biometrics, biometrics are 
hard to steal, and of course this technique comes with 
high security and assurance. 
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Biometric authentication uses unique biological 
traits to verify that someone is who they say they are. 
Such traits include palm print, fingerprints, hand ge-
ometry, voice, retinal patterns, iris recognition, facial 
recognition, DNA, odor/scent, and hand patterns [8]. 
Biometric systems can be divided into two catego-
ries: (a) physical biometrics systems – are effective, but 
quite expensive as they require special hardware; (b) 
behavioral biometrics systems – they analyze param-
eters such as a user’s keystrokes dynamics, navigational 
patterns, screen pressure, typing speed, mouse or mo-
bile movements, gyroscope position and more [9-11]. 
They do not require any special hardware and are easy 
to implement.

In this paper we first present the problem at hand, and 
look at existing user authentication methods. After that, 
we propose a keystroke data representation model and 
develop the corresponding algorithm. The algorithm is 
compared with some classic anomaly detectors.

2. PROBLEM STATEMENT

This research deals with the static authentication 
problem. Static authentication reuses a specific au-
thenticator (e.g., static password). This type of authen-
tication only provides protection against attacks in 
which an imposter cannot obtain the authenticator. An 
authentication process is strong if it is difficult to guess 
or decrypt the authenticator values and if the values 
themselves are secured in transit and while stored on 
the system [12]. 

The method works on a known pattern or other pre-
defined text. The data (e.g., password) entered by the 
user when attempting to login is collected and com-
pared with previous successful login attempts. This 
technique is an extension of the standard user ID/
password-based authentication method (i.e., the sys-
tem checks not only what the user typed, but how it 
was typed). 

Several static authentication features are worth not-
ing. First, the input data is relatively small. Typically, 
static authentication works in tandem with password 
authentication. This practically eliminates the use of 
extremely long passwords (over 100 characters) that 
the user would have to manually type.

Another feature is that input data is static in nature. 
The password, for the most part, remains the same from 
the moment it is created till it is changed or updated. 
In this case, only a small amount of typing biometrics 
data can be extracted. Besides, more often than not, 
the password is changed very rarely, which leads to a 
large sample. Therefore, static authentication should 
be optimized to be able to recognize a user based on a 
small set of parameters.

Static authentication should be completed as quickly 
as possible since the user will not be granted access un-
til authentication data has been successfully processed. 

Until authentication is completed, the user will not be 
allowed to access the system. Therefore, the time inter-
val between the moment the user enters his password 
and the moment he gains access to the system should 
be minimized as much as possible.

So, to put it more formally, our authentication prob-
lem can be described as follows. We assume there is a 
set of users performing certain keyboard actions, for 
example, pressing a key or typing a password. Here, 
the training task is to match a certain function (model) 
to each user; the model is to serve as a measure of the 
anomalousness of user actions, i.e., it will be used to 
verify the identity of real users and detect anomalous 
users. The authentication task is to measure (based on 
the model) the anomalousness of a new user action 
and process the calculated value. This value deter-
mines whether user authentication would be accepted 
or rejected.

The false rejection rate (FRR) and false acceptance 
rate (FAR) were used to evaluate obtained results. False 
rejection occurs when an authentic user is rejected by 
the system, while false acceptance is when an impos-
ter is accepted. A lower FRR means less rejection and 
easier access by genuine users. A lower FAR indicates 
less imposter accepted. [13-15].

Authentication algorithms, including the one pro-
posed in this paper, do not return a binary value – au-
thentication successful/authentication failed. Rather, 
they return some real value indicating how well the 
authentication attempt matched the training data. 
Hence, it is necessary to introduce a certain threshold 
that would distinguish between accepted and rejected 
authentication attempts. Varying this real value, we can 
find a threshold at which FRR and FAR are equal. That is, 
the authentication system is configured such that the 
rate of false negatives and the rate of false positives are 
approximately equal. The crossover error rate (CER) de-
scribes the point where FRR and FAR are equal. It is one 
of the most important indicators used in evaluating the 
performance of any biometric security system [16, 17]. 
The CER describes the overall accuracy of a biometric 
system.  Figure 1 shows that the lower the CER value, 
the higher the accuracy of the biometric system. If the 
threshold of acceptance (sensitivity) of the system is 
increased, FRR will increase and FAR will fall. Likewise, 
choosing a low threshold will result in high FAR and 
low FRR [15, 18].

Since the data used for the experiment contains 
password typing biometrics from many people, it can 
be assumed that the algorithm's performance will vary 
depending on the subject. Obviously, a highly efficient 
algorithm should produce equally good results regard-
less of the subject being authenticated. The greater the 
CER spread for different subjects, the harder it would 
be using the algorithm in practice. Therefore, the stan-
dard deviation of CERs for different subjects becomes 
another important parameter for evaluating the algo-
rithm's performance.
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Fig. 1. False acceptance rate versus false rejection rate

3. EXISTING AUTHENTICATION APPROACHES

Existing authentication methods are based on various 
features collected while the user is typing at a computer 
keyboard. They are also based on the models (used to 
verify the real user’s identity) created using these features.

3.1. DwEll tIME

Dwell time is the period during which a key is in a 
pressed state.  As described by Wong et al. [19], the 
key hold method takes a vector as a model, the vector 
consists of some elements. Each of the elements cor-
respond to a key on the keyboard, representing a pair 
– the mean dwell time of the key and the standard de-
viation for that key. So, the dwell time of a key (user ac-
tion) is considered abnormal if the difference between 
it and the mean dwell time for that key is greater than 
the standard deviation for that key. A percentage of 
allowed abnormal actions is given. If this threshold is 
exceeded, authentication will be rejected. The authors 
achieved FRR <10% and FRR <10% all at a time.

3.2. KEy EVENt OrDEr

Lau et al., [20] observed that when typing at the key-
board, some people sometimes unconsciously press a 
second key before releasing the first one. The authors 
called this phenomenon a "swap". A user model can be 
constructed by observing the key-press/key-release se-
quence and considering the number of "swaps". To ob-
tain an anomaly score, the distance between the tested 
and the user set was compared with the average distance 
between the keystrokes of the same user. An authoriza-
tion attempt was rejected whenever the distance went 
beyond one standard deviation. The resulting FAR and 
FRR depended strongly on pairs of users, with error rates 
ranging from 0% to 70%. This clearly makes the method 
unsuitable for use unless with other approaches.

3.3. rElAtIVE typINg SpEED

It is assumed that for each pair of keys, the typing 
speed remains about the same regardless of the text 

being typed. Therefore, it was suggested that the typ-
ing speeds of pairs of keys be measured and used as a 
user model. The distance between vectors of key pairs, 
ordered by typing speed, as proposed by Bergadano 
et al. [21], was used to build a model. Based on the re-
sulting mean distance between any two vectors of the 
same user and between any two vectors of different 
users, the researchers suggested that an authentica-
tion attempt should be accepted only when the differ-
ence in vectors is less than 0.33 and rejected when it is 
greater than 0.66.

3.4. tHE Shift KEyS

In their paper, Lau et al. [20] argued that people use 
the right and left Shift keys differently, and that this 
could be used for authentication. The authors divided 
users into 4 groups: strictly left-Shift users, strictly right-
Shift users, those who used the left Shift key more often 
than the right, and those who used the right Shift key 
more often than the left. Obviously, if a user hits the ex-
pected group, that does not necessarily mean that any 
authentication attempt made by that user must be ac-
cepted since we have a limited number of groups (only 
4), and the false acceptance rate is very high. However, 
when a user hits the wrong group, that authentication 
attempt will be rejected.

3.5. SHOrt AlpHABEtIC Or NUMErIC 
pASSwOrDS

Techniques proposed in [22] and [23] used keystroke 
times as a model. However, in [22], times were measured 
using three different typologies, as shown in Table 1.

time topologies Description

Absolute time

Consists of the dwell time (how long a key was 
held pressed) and the flight time (the duration 
between the moment the key was released and 
the moment the next one was pressed)

Cumulative time
Consists of the accumulated absolute times for 
typing a particular phrase. This allows to smooth 
out outliers.

Ratio time This is the ratio of the dwell time to the flight 
time

table 1. Typologies of time.

A multiclass linear support vector machine (SVM) 
was used as the training algorithm, as it demonstrates 
high results on simple-structure data [24].

During data collection, the subjects were divided 
into two groups: those who were informed about the 
experiment and those who were not. It was demon-
strated that obtained results were a function of users' 
awareness of the experiment. Specifically, the obtained 
FAR and FRR (1%-3%) were 3-5 times lower among the 
informed users.
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4.  PROPOSED APPROACH

4.1. DESCrIptION OF tHE MODEl AND  
 AlgOrItHM USED

Keystroke time intervals are the main inputs of the 
model. The various time intervals used for the feature 
space of our algorithm are presented in Table 2. The 
feature space was chosen as follows. Each password 
typing attempt is represented as a vector of time laps-
es between different key-press and key-release events. 
A key-press event occurs when a key that produces a 
character value is pressed down, while a key-release 
event occurs once the key is released.

Keystroke time intervals are the main inputs of the 
model. The various time intervals used for the feature 
space of our algorithm are presented in Table 2. The 
feature space was chosen as follows. Each password 
typing attempt is represented as a vector of time laps-
es between different key-press and key-release events. 
A key-press event occurs when a key that produces a 
character value is pressed down, while a key-release 
event occurs once the key is released.

Table 2. Timing vector for password-input events.

time intervals Description

Dwell time
The period, during which a key is in a pressed 
state. In other words, it is the length of time a key 
is pressed until it is released. 

Press–press Interval between two successive key presses 
(always positive)

Release–press
Interval between a key release and the next key 
press time (may be negative if next key is pressed 
before previous key is released)

Release–release Interval between two successive key releases 
(always positive)

It should be noted that for the first key pressed, only 
the dwell time is measured.

We used the outlier detection technique presented 
in [25] as the static authentication problem. The meth-
od is based on two main ideas: using kernel functions 
to define distances and deploying the fuzzy set theory 
to build a user model. We have adapted the approach 
to our problem.

4.1.1 KErNEl FUNCtIONS

Kernel functions (KFs) provide a way to manipulate 
data. The function of kernel is to take data as input and 
transform it into the required form. Kernels represent 
a method of computing the dot product of two vec-
tors in a certain feature space. They are widely used in 
various machine learning algorithms [26-30] and have 

been shown to be very efficient in tackling various at-
tack/intrusion detection problems [31-33]. KFs allow 
for efficiency in biometric security systems. These func-
tions enable you to avoid the trouble of having to go 
into an infinite-dimensional space; they also save you 
the time that would have been spent on computing 
map functions.

Nonlinear mapping from an input space of objects 
to the feature space is central in kernel methods. The 
kernel trick is a simple method which involves perform-
ing the mapping and the inner product simultaneously 
by defining its associated KF. The KF, see (1), computes, 
and returns the inner product between two inputs in 
the feature dimension.

(1)

Here K is the kernel function, x and y are n-dimen-
sional inputs, f is a feature map from n-dimension to 
m-dimension space, x∙y denotes a dot product. Usually, 
m is much larger than n. The Hilbert space serves as our 
m-dimension space.

Kernel function K(x,y) measures the distance (similar-
ity) between two input objects x and y. This metric can 
be used to build distance functions. Kernels provide a 
way of computing dot products in some feature space 
without even knowing what this space is and what the 
map f is. So, there is no need to compute f(x) and f(y); 
moreover, mapping is implicitly determined by K(x,y). 
Consequently, computing time and memory costs is 
also not needed. This is where the basic advantages of 
kernel functions come in.

While classical kernel-based clustering algorithms 
are based on a single kernel, in practice it is often de-
sirable to base clustering on combination of multiple 
kernels [34]. The use of different kernels adds a certain 
flexibility to our approach. It also expands possible 
configurations for the method, which can be selected 
such that optimal results are achieved.

In our approach, the following distance function 
based on the kernel function is considered:

(2)

We will focus more on the use of dot products (see 
expression 1) as kernels and the use of the Gaussian 
kernel (see expression 3).

(3)

In expression (3), sigma σ is the standard deviation 
of the Gaussian distribution. It basically controls how 
"fat" the kernel function is going to be. It controls the 
variance around a mean value of the Gaussian distri-
bution (how closely the values of a data set are clus-
tered around the mean). As σ becomes larger, the 
more variance (allowed around mean) can be chosen 
to achieve the best results. Conversely, as σ becomes 
smaller, the less variance allowed around mean can be 
chosen to achieve the best results. The Gaussian kernel 
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transforms the dot product in the infinite dimensional 
space into a Gaussian function of the distance between 
points in the data space.

4.1.2 FUzzy ClUStErINg IN FEAtUrE SpACE

Introduced independently by Lotfi A. Zadeh and Di-
eter Klaua in 1965 [35, 36], fuzzy sets were an exten-
sion of the classical notion of set [37]. They are objects 
with a continuum of grades of membership. These sets 
are characterized by a membership function that maps 
from the universal set to a value between 0 and 1.

In our proposed method, we search for one common 
fuzzy cluster containing images of all objects from the 
original space X. the degree of membership of the im-
age of an object from X quantifies the grade of mem-
bership of that object to each fuzzy cluster, i.e., a value 
inverse to the anomaly. Images with “small” member-
ship grades (less than a threshold established for a 
user) will be considered as illegitimate authentication 
attempts.

Petrovsky [25] demonstrated that a search for a fuzzy 
cluster in a feature Hilbert space, as we suggested above, 
results into the following fuzzy clustering problem

(4)

where H is the feature space containing vectors rep-
resenting authorization attempts; c is the center of the 
fuzzy cluster in the feature space corresponding to le-
gitimate user authorization attempts; D is the function 
of the membership degree vector; N is the number of 
legitimate authorization attempts used for training; 
di∈[0,1] is the membership degree of image f(xi) with 
respect to the fuzzy cluster in the feature space, and, 
accordingly, the typicalness degree of object xi; m is 
the fuzziness degree, and eta (η) is the distance from 
the cluster center, where the typicalness degree of the 
object is considered to be 0.5.

In our method, unlike in some classic fuzzy cluster-
ing methods, the center of the cluster or the values f(xi) 
cannot be clearly expressed. Nonetheless, J(D,c)  can be 
minimized using the following iteration algorithm based 
on randomized block-coordinate descent [38–40].

First, D and η are initialized: two points in the training 
set at maximum distance from each other are found; η 
is taken equal to the square of the distance between 
these two points and does not change throughout the 
algorithm; elements of D are taken equal to each other, 
di

0=1/N; that is, the cluster center is the same with the 
“center of gravity” of the images of points x. For such 
a selection of η, the typicalness degree of the objects 
from the learning set is always greater than 0.5.

Second, the cluster center is then calculated.

(5)

Third, the distance to the new cluster center is computed for 
all j∈[1,N].

(6)

Fourth, new degrees of membership of training vec-
tors are computed for all j∈[1,N]:

(7)

The second, third and fourth steps are repeated until:

(8)

where l is the step number, ε is the required accuracy.

In this case, anomaly function F(x,X), which calculates 
the typicalness degree of a new object takes the form.

(9)

where

(10)

In this method, η was chosen as the square of the dis-
tance between two points at maximum distance from 
each other in the training set. It does not change through-
out the algorithm. We call this a simplified variant.

However, there is a more complex way of choosing η. 
The square of the distance from the center of the clus-
ter to the farthest non-outlier vector is used to estimate 
the cluster radius at each iteration. Outliers are sug-
gested to be the fraction of vectors farthest from the 
cluster center, which is a parameter of the algorithm. 
The degree of membership of an object image to the 
fuzzy cluster in the feature space may be viewed as a 
typicalness degree of the object. In this case, typical-
ness degree F(x,X) will be > 0.5 if x lies inside the clus-
ter, < 0.5 if it lies outside the cluster, or equal to 0.5 if 
it lies on the border of the cluster. Therefore, in imple-
menting the model, 0.5 is used as the initial minimum 
typicalness degree by which a typing attempt is to be 
considered legitimate.

The simplified variant comes with some merits. Its 
basic advantage is that the anomaly function is continu-
ous, which makes it possible to compare typicalness de-
grees of objects and also to modify the outlier factor cri-
terion without reconstructing the model. Moreover, the 
proposed algorithm is considerably simpler than those 
used for solving quadratic programming problems [25]. 
The complexity of the algorithm itself is linear.
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However, calculation of the kernel matrix has O(n2) time 
complexity, where n is the size of the learning set [41].

4.1.3 DAtA prE-prOCESSINg

Features in the collected data may be heterogeneous, 
and their values may have different bounds. Therefore, 
given the peculiarities of the suggested algorithm, the 
data should be normalized, bringing the range of values 
to common boundaries for all the features. The best 
normalization method for this problem was chosen ex-
perimentally on a standard dataset – normalization to 
the absolute deviation value. Suppose that a feature p is 
encountered in training for N password-typing attempts. 
Then for p, the normalization factor for vector x would be:

(11)

where  is the arithmetic mean of the elements of x, 
and x' is the normalized vector of p.

Among other possible normalization factors that can 
be used are the square root of the above value, the 
interquartile range, and some other factors. However, 
as would be shown later, absolute deviation gives the 
best results.

5. ExpErIMENt

We conducted a series of experiments in order to 
compare the suggested method with existing ones 
and select optimal classification parameters. So, the 
proposed algorithm was implemented in R – a pro-
gramming language and free software environment 
for statistical computing and graphics [42].

5.1. ExpErIMENtAl DAtA AND SEt-Up

In order to be able to compare the performance of 
our algorithm with those of other algorithms, we had 
to conduct an experiment using the same conditions 
as those used in other methods. The conditions in-
volved having the same type of data, the same amount 
of training data and test data. Experimental data was 
obtained from a study by Killourhy et al. [43]. The rea-
son for this is, the data is consistent with our formu-
lated static authentication problem, it is representative 
enough.

We had to also take the experimental set up param-
eters from the same source. Enrolled for the study were 
51 subjects (26 males, 25 females; 35 right-handed and 
16 left-handed subjects). They completed eight data-
collection sessions (of 50 passwords each), making it 
400 password-typing samples in total. We collected 
password typing data from the 51 subjects who each 
typed 400 repetitions of a password. We then extracted 
various timing features, such as dwell time, press–press 
time, release–press time, release–release time, etc.

Moving further, some assumptions were made. We 
considered a situation where a user’s long-time pass-

word has been compromised by an impostor. We as-
sume that the legitimate user is practiced in typing his/
her password, while the illegitimate user is not (for ex-
ample, he is typing it for the first time). So, in this case, 
we measure how well the detection algorithm is able 
to differentiate between the genuine user’s typing and 
the impostor’s typing.

For a start, we designate one of the 51 subjects as 
the legitimate user, and the rest as illegitimate users. 
We train our detector and test its ability to identify the 
genuine user and impostors. So, the training phase of 
the algorithm is run on the timing vectors from the first 
200 password repetitions typed by the genuine user. 
The algorithm builds a model of the user’s typing be-
havior. Then, the test phase of the algorithm is run on 
the timing vectors from the remaining 200 password 
repetitions typed by the genuine user. The anomaly 
scores assigned to each timing vector are recorded as 
legitimate user scores. We then run the test phase of 
the detection algorithm from the first five password 
repetitions typed by each of the 50 illegitimate users. 
The anomaly scores assigned to each timing vector are 
recorded as illegitimate user scores. In total we have 
450 attempts.

The above process is repeated, each time designat-
ing one of the other subjects as the legitimate user in 
turn. After training and testing our algorithm, we have 
a total of 51 sets of legitimate user and illegitimate user 
scores. 

This experimental model corresponds rather pre-
cisely to the real scenario of using user authentica-
tion based on keystroke dynamics analysis: the first 
attempts are used for training, assuming that training 
occurs at the moment when the password changes to 
a new one, when a legitimate user is just beginning to 
develop his characteristic password typing traits. For 
detection, the last attempts are used, where the le-
gitimate user exhibits the developed password typing 
traits, while the illegitimate ones, being previously un-
familiar with the password, do not.

5.2. pArAMEtEr SElECtION AND rESUltS

In order to evaluate the influence of all parameters 
and select the values that best fit the problem, several 
series of experiments were conducted where we varied 
parameter values within given intervals. Results were 
evaluated and appropriate conclusions on how a par-
ticular parameter affected the result were reached. Af-
ter selecting the best value of one parameter, we fixed 
it and started selecting the value of the next parameter. 
The variable parameters are further described below in 
the order in which they were selected.

5.2.1 KErNEl AND ItS pArAMEtErS

In our experiments, we adopted the two most popu-
lar functions as kernels: dot product and Gaussian ker-
nel as shown in expressions (1) and (3), respectively.
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With dot product being used as the kernel, the best 
result was obtained at CER = 0.32. This indicates that 
the algorithm performs very poorly when the dot 
product is used as a kernel. For the Gaussian kernel, we 
had to vary its standard deviation, sigma σ. For small 
σ, there was a slow increase in correctly recognized 
attempts as the threshold decreased. With a strong in-
crease in σ from the optimal value, there was a general 
degradation of the ROC curve, without any character-
istic features; at further increase, the iteration algo-
rithm stopped converging, which, most likely, was due 
to rounding errors inherent in calculations involving 
floating-point numbers. The optimal value of σ for the 
presented sample turned out to be 101.

5.2.2 DIStANCE FrOM tHE ClUStEr CENtEr

As described earlier, there are two ways (simplified 
and iterative) to find η, which is the distance from the 
cluster center at which the degree of membership is as-
sumed to be 0.5. When using the simplified method, no 
additional parameters are required. The best CER ob-
tained using the simplified method was 0.187. For the 
iterative method, the outlier proportion must be speci-
fied. Experimentally, the best expected outlier propor-
tion was found to be 0.1. Using the iterative algorithm, 
it gives a CER of 0.177. When the outlier proportion is 
varied between 0.05 and 0.2, the CER varies between 
0.181 and 0.177.

5.2.3 DAtA NOrMAlIzAtION FACtOrS

The most significant improvements in performance 
were obtained after normalizing the input data before 
processing. The reason for this is that the parameters, by 
their nature, have very different values. For example, the 
dwell time of a key is always strictly positive, while the in-
terval between a key release and the next key press time 
may be positive or negative. Therefore, some normaliza-
tion factors were considered, namely normalization to 
the square root of the variance, the absolute deviation, 
the square root of the absolute deviation, the interquar-
tile range, and median absolute deviation. The absolute 
deviation and its square root gave the most accurate re-
sults for normalization.

A point that should be mentioned here is that for 
some users, the first type of normalization turned out to 
be better, and for others the second type. In this regard, 
we attempted to find out the best normalization meth-
od at the time of training. Cross validation was used for 
this purpose. The training sample was divided into two 
halves – the first part was normalized to the absolute de-
viation and to the root of the absolute deviation. Then 
two models were trained on it and tested on the second 
half of the training sample, respectively. After the results 
were obtained, training was similarly performed on the 
second half and testing on the first half. The best normal-
ization method for the user was the one with the smaller 
mean CER. However, similarly, introduction of cross vali-
dation did not improve the CER.

Additionally, when processing data, we replaced 
each value x in the input data with natural logarithm 
ln(x+C), where the value of C was taken as large as pos-
sible, such that ln(x+C) could be computed. This deci-
sion was justified by the fact that random variables 
describing individual password typing features, as was 
found out during the experiment, were more or less 
lognormally distributed.

6. rESUltS AND DISCUSSION

The chart in figure 2 compares the overall perfor-
mance of some of the algorithms considered in [43] 
with the suggested algorithm. The algorithms have 
been rank-ordered in alphabetical order. In the chart, 
our proposed algorithm is designated as “SUGGESTED 
ALGORITHM”.

The suggested algorithm obtained the lowest cross-
over error rate (0.093), thus indicating higher accuracy 
and reliability. The Manhattan (scaled), Nearest Neigh-
bor (Mahalanobis), and the Outlier Count (z-score) de-
tector were the other top-performing detectors using 
the crossover error performance measure. Our algo-
rithm turned out to be 0.003 better than the best per-
former – the Manhattan (scaled), at 0.096.

The anomaly-detection algorithms were appraised 
based on the same data, under the same conditions, 
and using the same procedures. Therefore, differences 
in performance can be credited to the algorithm and 
not to different experimental conditions.

Fig. 2. A comparison of the performances of 
anomaly-detection algorithms

A critical challenge here is that minor differences in 
the algorithms and even in the assessment can trigger 
substantial changes in performance. Typing biometrics 
is a delicate instrument in a noisy domain. As long as 
assessment and comparison depend on controlling 
these small differences in performance, shared data 
and similar assessment procedures are crucial. So ex-
tra shared data and further assessments are required to 
determine and disentangle the factors facilitating and 
hindering the performance of each algorithm.
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To further validate obtained results, the zero-miss 
false-alarm rate (ZM-FAR) could be computed and 
compared across the anomaly-detection algorithms 
considered. To calculate the ZM-FAR, the threshold 
is chosen such that FAR is minimized under the con-
straint that the miss rate be zero. This measure was 
used in some earlier studies [44, 45]. The CER and ZM-
FAR are different performance measures, but both are 
error rates (i.e., lower values imply fewer errors and bet-
ter performance).

7. CONClUSION

In this work, we have investigated keystroke biomet-
rics-based static authentication problem. In doing so, we 
proposed a new model – based on fuzzy sets and kernel 
function – for representing raw keystroke data, devel-
oped and implemented the corresponding algorithm, 
and compared it with some classic anomaly-detection 
algorithms, via experiments, on an equal basis. Our sug-
gested method was found to have outperformed exist-
ing methods (with respect to the static authentication 
problem) – obtaining the lowest crossover error rate.

We have made some trade-offs, which certainly in-
fluenced performance. For this reason, the data could 
be used to assess what impact such decisions have. 
To give an example, we used 200 samples for train-
ing, which may seem unrealistically large. Moreover, 
we used unpracticed illegitimate users, which appears 
to be impractical because such users might practice if 
they knew timing mattered, thereby enhancing detec-
tor performance. We have made these trade-offs for 
the sake of unbiased assessments.

To achieve high performance with less training data, 
a different appraisal procedure could be adopted to 
train the detection algorithm using fewer passwords. 
However, such should be categorically and rigorously 
described to avoid conflating and confusing different 
appraisal methods.
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Abstract – DC microgrid is a compact framework comprising interconnected nearby sources and loads. The renewable energy 
source used in DC microgrids being intermittent leads to the change in the power availability as well as the fault current levels. In such 
situations, detecting and clearing the faults is very important to protect the DC microgrid without compromising on fault clearing 
time and interruption of the load. This paper proposes a hybrid Cumulative Sum (CumSum) and Wavelet transform-based approach 
to detect the fault. The CumSum value raises the amplitude by averaging the fault current. Wavelet transforms obtain important fault 
current features by decomposing the current signal. The hybrid method of CumSum and Wavelet analysis proposed here enables the 
detection of the fault and differentiates the fault condition from sudden load variation. Additionally, it helps to recognize the location 
of the fault by the wavelet energy difference. The proposed scheme is tested with a developed ring-type low voltage DC (LVDC) 
microgrid hardware model under various fault conditions. The scheme is implemented using TMS320F28069 digital signal processors 
(DSP) of Texas Instruments. The hardware results are validated using MATLAB simulation. The proposed method performance is also 
compared with the existing methods used for DC microgrid protection.  The outcome shows that the proposed method has a high 
accuracy of 98.72%, selectivity of 96.08%, and reliability of 99.01%. The execution time required by the proposed method is also less. 

Keywords: Fault Detection and protection, DC microgrid, CumSum, Wavelet Transform.

1. INTRODUCTION

The microgrid (MG) is a rising and most encourag-
ing idea in both AC and DC systems. It can be mainly 
classified into AC, DC, or a mix of both i.e. hybrid. The 
microgrid comprises the small interconnection of lo-
cal distributed renewable and non-renewable sources 
and loads. Such a structure is efficient for working in 
one islanded and the other grid-associated modes 
[1].  A microgrid provides a reliable and high-power 
quality electric supply as well [2]. In a DC microgrid, a 
large portion of the sustainable power sources are DC 
sources like solar, fuel cell, and so on that can supply 
to the DC load directly. Hence eliminating the con-
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version stages and improving the overall system ef-
ficiency. Control requirements are also reduced in DC 
microgrids because of the absence of reactive power 
control and frequency synchronization as compared to 
the AC microgrid [3].  However, along with these ben-
efits, microgrids have also raised several challenges like 
high installation cost and protection issues, and low 
system inertia [4]. Because of the discontinuous type of 
the sources, low fault levels, and switching structure ar-
rangement, protection becomes one of the significant 
difficulties in a microgrid. This poses a constraint on the 
fault detection time and isolation of the healthy part. 
Also, in the AC system, fault location is identified from 
the variation of impedance. In the case of DC structure, 
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fault impedance is not the same as that of the AC struc-
ture because of the smaller length of the lines and thus 
identification of the exact location of the fault is addi-
tionally a difficult issue [5]. In DC microgrid sources and 
load are connected through power electronic convert-
ers. These converters are operated in voltage control 
mode or current control mode to maintain the output 
power constant. The output of the power converter on 
the load side is constant. Therefore a reduction in volt-
age of the power converter leads to an increase in load 
current which results in oscillations in voltage and cur-
rent [6]. In the case of standalone operation of DC mi-
crogrid, the fault current is low, it will become difficult 
to protection devises to distinguish between oscilla-
tion due to fault scenario or oscillation due to constant 
power operation of the converter. 

Adaptive protection of the distribution system is pro-
posed by Mahat, et al. using directional overcurrent re-
lays. Relays have fixed commanding attributes for grid-
associated and island conditions and operate only for 
the forward direction of the fault current [7]. A power 
probe unit equipped with a non-iterative strategy was 
proposed to find fault position for LVDC microgrid. How-
ever, this technique utilizes additional instruments to 
estimate the DC fault area [8]. Active impedance and a 
traveling wave-based fault identification technique are 
the few methods used for DC microgrid for protection 
[9-10]. Balasreedharan, et al., and Meghawani, et al. pro-
posed higher-order derivatives for the detection of the 
fault but this method is immensely delicate to the noise 
amount of the signal [11-12]. The current differential pro-
tection (CDP) proposed in the literature requires commu-
nication devices that increase the weight size and cost of 
the system. Anyways, the ongoing improvement of the 
smart grid extends the provision for the incorporation 
of a more particular, communication-based, protection 
strategy that uses this high-level infrastructure. Also, the 
output of the current transducer used for DC measure-
ment is the voltage which allows an effortless combina-
tion with digital processing devices [13]. Recently, most 
of the research that relied on time frequency analysis to 
find the fault features   and these features are as attri-
butes to learn and build classifier model. This classifier 
model was then used for detection and classification of 
faults. However, the performance of the classifier model, 
which was based on time frequency analysis, was sig-
nificantly affected by the computational complexity and 
time of technique [14]. Deep neural network enabled 
fault detection in LVDC microgrid using empirical mode 
decomposition (EMD) is proposed by Dipti et al. In this 
paper EMD extracts the characteristics of the fault signal 
and these extracted features are utilized at the time of 
training of the Convolutional neural network (CNN). The 
trained network is then utilised to classify the normal, 
abnormal and fault condition in LVDC microgrid. [15].

DC microgrid fault current level undergoes enormous 
alteration because of the uncertain characteristics of the 
intermittent sources, changes in network topology, and 

switching on and off of heavy or light load. Therefore, 
traditional overcurrent protection schemes do not work 
effectively against the fault in the DC microgrid. Taking 
the above issues into account, the contribution of the 
proposed exploration method related to DC microgrid 
protection is differentiating between system dynamics 
and fault scenario, the quick discovery of the fault, and 
the disconnection of the defective segment to protect 
healthy sections from high fault current surge. As well 
as a similar procedure can be utilized to recognize the 
specific area of a fault. A real-time fault identification 
technique using Cumulative Sum and wavelet-based 
characteristics extraction of fault current wave in a DC 
microgrid is proposed in this paper. This paper likewise 
features the fault location identification from the Energy 
per cycle of the wavelet coefficient.

The paper is coordinated as follows; an audit of exist-
ing protection techniques for the microgrid is account-
ed for in section 1. Possible fault in the DC microgrid 
and fault current behavior is presented in section 2. 
Wavelet-based fault detection and localization using 
fault current features and calculation of the cumulative 
sum of fault current are explained in section 3. The Pro-
posed fault detection algorithm using CumSum aver-
age, wavelet transform analysis and threshold setting 
is presented in the section. 4. The development of a lab 
model of an LVDC microgrid is presented in section 5. 
The suggested protection scheme is tested on hard-
ware and results are discussed in section 6. Hardware 
results are approved using simulation results under 
different fault situations are presented in section 7 fol-
lowed by the conclusion in section 8.

2. DC MICROGRID FAULT ANALYSIS

DC Bus to bus and bus to ground faults mainly oc-
cur in the DC microgrid system. When the positive and 
negative bus comes in contact, it creates a direct short-
circuit fault or bus to bus fault and when the positive or 
negative bus comes in contact with the ground, it de-
velops the bus to ground fault.  In a DC microgrid bus 
to bus fault is the major serious fault for the converter. 
As a power electronic converter can be obstructed for 
self-security during faults; it allows reverse diodes of 
the device to be exposed to a fault [16]. A bus-to-bus 
fault in the DC segment may be responsible for peak 
transient fault current because of charged capacitors 
and the short impedance of the segment. Figure 1 is 
the equivalent circuit representation of the DC seg-
ment under fault conditions. Voltage source converter 
(Vsc) is the voltage source converter connected across 
the source. The notations r and L are used to represent 
the resistance and inductance of the segment.  Filter 
capacitance is represented by notation C and Rf as well 
as If are the fault resistance and fault current respec-
tively. During the bus to bus fault, the capacitor starts 
discharging through the segment impedance of the 
source to bus fault the point(R = r + Rf and L).
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Fig. 1. RLC Equivalent fault circuit

(1)

Where, VC(0) is the voltage across the capacitor and  
iL(0)is the current through the inductor just before the 
occurrence of fault. The equation of fault current in 
time domain is

(2)

where

(3)

(4)

Where α is the attenuation and ω0
 is the damped 

resonant frequency of the fault current. S1 and S2 rep-
resents the roots of the equation 3. Depending on the 
value of (R/2L)2 , (1/LC) the values of S1 and S2 become 
real or complex and the fault current response can be 
over damped, critically damped and under damped. 
Equation 4 uses notation Hence the rate of oscillation 
of the fault current relies upon segment parameters R, 
L, and filter capacitance C [18].

Fig. 2. Simulation model for 48 V DC Microgrid

The 48-V dc ring-type architecture shown in Figure 2 
with specifications is given in Table II. The DC microgrid 
model consists of four segments and the length of 
each segment is taken into an extent of a kilometre. 

The system is consisting of four nodes; these nodes 
are connected with two Renewable Energy Sources 
(RES), a lead-acid battery bank, and DC electronic load 
respectively. Each source is interfaced to the microgrid 
via power electronic converters. (Parameter of convert-
ers is same as shown in Table II) Source 1 and source 
3 are Solar Photovoltaic (SPV), sources that are inter-
faced to DC microgrid through a boost converter. The 
control loop operation of the converter is implemented 
through the maximum power point tracking (MPPT) 
controller shown in figure 3. Source 2 is an energy stor-
age system (ESS) source that is interfaced to the DC 
microgrid through a bi-directional converter. The state 
of charge (SOC) control loop is executed internally as 
shown in figure 4. To detect and isolate DC microgrid 
against fault, relays and circuit breakers are placed at 
each end of all segments.

Fig. 3. Control schematic of SPV Source 1 and 3 fed 
DC microgrid via boost converter

Fig. 4. Control schematic of Battery Source 2 fed DC 
microgrid via bidirectional converter

The fault is created in segment 1 at 10% and 90% dis-
tance of the 1-km bus portion with respective source 1. 
The fault current has a fast-rising transient with a large 
peak followed by oscillation. The amplitude and oscil-
lation frequency of fault current is different at both dis-
tances as it depends on the equivalent parameters of 
the fault path seen in Figure 5. The distinction of fault 
current is estimated in the segment by embedding 
diverse fault resistance (0.1Ω and 0.9Ω) at the half dis-
tance of a 1-km bus segment as displayed in Figure 6. 
The damping effect is marginally high in the case of 0.9 
Ω fault resistance compared to 0.1 Ω resistances.
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Fig. 5. Difference of rate of rise of fault current after 
the fault is initiated at 10% and and 90% distant in 

segment

Fig. 6. Difference of rate of rise of fault current after 
the fault is initiated at half distance of a 1-km bus 

segment with 0.1 Ω and 0.9Ω fault resistance

3. PROPOSED FAULT DETECTION AND 
LOCALISATION METHOD 

A hybrid Wavelet and cumulative sum based algo-
rithm is proposed to detect transient and moving aver-
age of fault current. 

3.1 CUMUlATIvE SUMMATIoN

This technique is a mix of the sample by sample com-
parison method and moving average cumulative sum-
mation (CumSum) approach. During the fault condition 
the segment current changes essentially. For a success-
ful fault detection technique, certain changes should 
get recognized online with the least noticing samples 
or time. CumSum is based on a moving average calcu-
lated by considering ‘n’ numbers of samples in a win-
dow. The average value of summation of n number of 
samples significantly decreases the computational bur-
den as it uses the simple summation and subtraction 
operators [19].

CumSum = Sum total around the window

Where t is the present time, w is the window dimen-
sion for moving average and k is a dummy index used 
for average estimation. The time delay added into the 
system is W times the sampling period [20]. The win-

dow size is kept the same as the computational time 
for the wavelet analysis also. The CumSum is a moving 
average of n number of samples hence, does not affect 
due to underdamped or overdamped response of fault 
current. CumSum raises the amplitude by averaging 
the fault current so that the protection relay can detect 
and isolate the faulty segment [21].

Fig. 7. CumSum of fault currents in all segments 
under bus to bus and high impedance fault in 

segment 1 of Fig. 2.

Figure 7 shows the variation of CumSum of fault cur-
rent in all segments under the bus to bus and high im-
pedance fault (inserted 1 Ω resistance in fault path) at 
the end of segment 1 of DC microgrid shown in Fig-
ure 2.  But, the fault in one segment may increase the 
CumSum of current in neighbouring segments, and it 
can falsely detect as a fault in the neighbouring seg-
ment also (mostly observed in high impedance faults). 
Also a delay in fault detection is observed when more 
samples are taken for  calculating the average.

3.2 WAvElET TRANSFoRM

Discrete Wavelet Transform (DWT) calculation is uti-
lized for computerized execution of constant wavelet 
change utilizing a two-channel perfect reconstruction 
filter bank. The information signal is disintegrated into 
low and high-frequency. The high-pass channel relies 
upon the mother wavelet work, it estimates detail coef-
ficient (D1), and the low pass channel from the scaling 
capacity of the mother wavelet work estimates approx-
imate coefficients (A1) at the main level [22].

(5)

(6)

(7)

Here h(n) is high-pass and g(n) is a low pass filter 
coefficient. The input signal is broken down into de-
tail and approximate coefficients through low pass 
and high pass filters [23]. The subsequent signal is the 
portrayal of a similar signal in the distinctive frequency 
groups. Figure 8 shows the wavelet coefficient of fault 
current in all segments under the bus to bus and high 
impedance fault (inserted 1 Ω resistance in fault path) 
at the end of segment 1 of the DC microgrid shown 
in Figure 2. It is very clear from the bar diagram that 
the wavelet coefficients of only the faulty segment are 
much higher than other segment coefficients.
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Fig. 8. Wavelet coeffs. of fault currents in all 
segments under bus to bus and high impedance 

fault in segment 1(Fig. 2)

However, the dynamics due to a sudden change in 
load or change in network configuration wavelet analy-
sis gives the magnitude of the same coefficients as that 
of the magnitude during a fault in the segment. During 
normal conditions sudden change in load is applied on 
segment 4 (Figure 2), the load is increased suddenly 
by 10% of connected load at 0.3 sec. This results in a 
change in CumSum and wavelet coefficient of segment 
current, it is observed that the wavelet coefficient mag-
nitude is the same as that of the magnitude during a 
fault in the segment. However, CumSum shows only a 
small variation as shown in Figure 9.

Fig. 9. Wavelet coefficients and CumSum of current 
for Bus to Bus fault and after sudden application of 

load at Segment 4 (Fig 2)

3.3 FAUlT loCAlISATIoN

The fault location can be recognized from the current 
measured from the faulty segment. The sudden varia-
tions in the DC system can be analysed as RLC transient 
conditions due to the resistive, inductive, and capaci-
tive parameters of the DC cable. Wavelet transform 
decomposes this transient signal with multiple resolu-
tions and gives information about fault current energy 
concentration in a different band. The energy of the 
wavelet coefficients usually needs normalization [24].

(8)

The energy per cycle from wavelet coefficients [25] 
is given by

(9)

Where, i = Level of the detail coefficient and j = Sam-
ples utilized for each detail coefficient

The detail coefficient extent changes due to the system 
transients. Consequently; the adjustment of energy dem-
onstrates an unsettling influence in the system. Change 
in energy is the distinction in energy between two back-
to-back cycles it is calculated [26] by equation 10.

(10)

Where, EB and EA represent the energy of the current 
cycle and the energy of the past cycle respectively. As 
the fault location changes the energy concentration 
value between the start and the endpoint of the seg-
ment also changes. This change in energy is used to 
find the fault location in the segment. Fault near the 
source causes a high amplitude transient which results 
in a high wavelet coefficient and higher value of ener-
gy. If the fault occurs at the end of the segment ampli-
tude of the transients is low and gives less wavelet high 
pass coefficient and lesser change in energy value.

4. PROPOSED FAULT DETECTION ALGORITHM

The proposed detection method uses two parame-
ters; CumSum and wavelet transform. DC Current in the 
segment is continuously sampled and monitored by 
the respective current transformer (CTs). CumSum and 
wavelet transform coefficients are calculated from the 
measured current shown in Figure 10.

Fig. 10. Flow diagram of hybrid protection Scheme

The calculated CumSum and wavelet coefficients are 
compared with the pre-characterized limits of the Cum-
Sum and wavelet coefficient. The condition, at which the 
determined CumSum and wavelet coefficient are higher 
than the individual set limit, is distinguished as the fault 
and a trip signal is initiated to separate the inopera-
tive section from the leftover robust system. If only the 
CumSum of segment current becomes greater than the 
threshold, it shows a fault in the neighboring segment 
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and if only calculated wavelet coefficients of segment 
current become greater than threshold indicates a sud-
den change in load or network configuration.

Table 1. Threshold (CumSum and wavelet 
coefficient) settings for all relays

X

CumSum 
(Amp) 

measured at  
CB(X.1)

Wavelet 
Coeffs. 

Measured at 
CB(X.1)

CumSum 
(Amp) 

measured at  
CB(X.2)

Wavelet 
Coeffs. 

Measured at 
CB(X.2)

1 22 1.4 20 0.9
2 24 0.8 34 6.5
3 20 0.8 34 6.5
4 18 0.9 23 0.8

The threshold of the CumSum and wavelet analysis 
method is determined by initiating fault at the end of 
the segment with 1Ω fault resistance one after another. 
The threshold values obtained by this method are tab-
ulated in Table 1. X is the segment number and it var-
ies from one to four. X.1 indicates the threshold corre-
sponding to one end of the segment and X.2 the other.

5. PROTOTYPE OF LVDC MICROGRID

The model of the 48 volts LVDC microgrid is planned 
and the protection scheme is tested in the hardware 
setup shown in figure 11.

Fig. 11. Designed model of LVDC Microgrid

Fig. 12. Photograph of laboratory prototype of the 
DC microgrid

Table 2. Hardware and simulation parameters used 
to design dc microgrid

Parameters Specifications

DC grid voltage 48V

Segment Resistance 10 mΩ / Km

Segment Inductance 100 μH / Km

Segment Length 1 Km

Boost and Bidirectional 
converter Parameter

Power  - 1000W

Operating frequency - 20KHz

Switch and Diode -100A, 600V 
IGBT module

The system is consists of two Renewable Energy 
Sources (RES), a lead-acid battery bank, and a DC 
load. Each component of hardware is designed and 
developed in the same way as the simulation model 
explained in figure 2. The parameters of the designed 
converters are shown in Table II.   Texas Instruments’ 
TMS320F28069 digital signal processor (DSP) proces-
sor is utilized to execute control for converters and 
switches. Resistive attenuators are used for voltage 
sensing from the bus nodes. The current is sensed by 
the hall-effect current sensors (LEM, CTG-FBC, 50A, and 
100A). The noise from the measured signal is filtered 
by passing it through an RC Low Pass filter and fed to 
the ADC to the sampling of the Digital Signal Proces-
sors (DSP’s) [27-28]. Source 2 works in voltage con-
trol mode to maintain the DC bus voltage, and other 
sources work in current control mode to share the load 
current. The DSP of respective sources acts as a local 
controller for each source. It takes feedback from the 
sensing circuit and the voltage or current control mode 
is accomplished. Power switches (R1-R9) are integrated 
in the microgrid structure to isolate faulty parts under 
the fault condition. Power electronic load is used as DC 
load and is connected through a power switch R10 as 
shown in figure 11. Each converter connected with an 
appropriate power resistor working as a local load. The 
experiment setup is shown in figure 12.

6. HARDWARE RESULTS

To assess the performance of hardware it is operated 
under different circumstances. The suggested protec-
tion technique is implemented and verified for the bus 
to bus and high impedance short circuit faults. All the 
three sources and loading conditions decide the fault 
current level of the system. The major challenge in Low 
voltage DC microgrid is the low fault current level un-
der no grid connectivity condition.

6.1 PRoTECTIoN SChEME oPERATIoN  
 UNDER DIRECT ShoRT CIRCUIT FAUlT 

To check the proposed algorithm, a bus to bus fault is 
initialized at segment 1 of the microgrid at 700 meters 
from the source. All the sources operated with limited 
capacity to ensure the safety of switches. As the fault 
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occurred at segment 1, a drop in converter output volt-
age, a drop in DC bus voltage and rise in load current 
is observed as shown in Figure 13. The faulty segment 
is separated by power switches within 150µs and from 
the calculated energy, it is identified that fault is occurs 
at 700 meters from the source in the segment.

Fig. 13. Converter output voltage, DC bus voltage and 
Load current when fault occurred in segment 1.

To observe the CumSum and wavelet response of 
hardware result under the bus to bus and high im-
pedance faults, the fault signal is stored into a CSV file 
from a digital storage oscilloscope and is fed to MAT-
LAB code. Figure 14 shows the results of fault current, 
its calculated CumSum, and wavelet coefficient of fault 
current under bus to bus fault of segment1. Fault cur-
rent has high absolute values of 14 amp with a very 
high rate of change in 0.4 msec.

(a)

(b)

(c)

Fig. 14. (a) Bus to bus fault current at segment 1 (b) 
CumSum of fault current (c) Wavelet coefficients of 

fault current.

6.2 PRoTECTIoN SChEME oPERATIoN 
 UNDER hIgh IMPEDANCE FAUlT   

The scheme is checked for the high impedance fault 
by inserting fault resistance 1Ω in the fault path and 
keeping other working conditions and fault location 
same as previous case. The insertion of fault resistance 
restricts the peak value to 2.8 amp and it takes 0.4 
msec. Figure 15 (a) shows the segment 1 fault current, 
this signal has noise due to the effect of measuring 
devices and the communication channels used in the 
system. Cumulative summation of signal in a moving 
average window acts like a low pass filter which does 
not affect the slow rise noise in the fault signal (figure 
15 (b)). Also, the wavelet transform used high frequen-
cy transient to detect the fault (figure 15(c)). Hence the 
suggested protection technique likewise works even in 
a noisy environment.  

(a)

(b)

(c)

Fig. 15. (a) High impedance fault current at 
segment 1 (b) CumSum of fault current (c) Wavelet 

coefficient of fault current.

7. SIMULATION RESULTS

The hardware shown in figure 11 is modelled in MAT-
LAB (Figure 2) to verify the feasibility of the algorithm 
under different fault conditions. The simulation param-
eters used for modelling are given in Table II.  

The system is first simulated without fault condition 
by considering 1000 W load at nominal load voltage 100 
volt. Both the SPV Sources S1, and S3 are contributing 
81.42 W and 49.80 W is contributed by battery Source 2.  
Under normal operation, the source S1 and S3 are sup-
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plying the major load. When the load on the microgrid is 
slightly increased, source S2 start sharing the increased 
load on the microgrid, bus voltage dips slightly for the 
period of overload. Figure 16 shows all four segment 
currents under normal operating conditions.

Fig. 16. Segment currents under normal condition

7.1 PRoTECTIoN SChEME oPERATIoN 
 UNDER DIRECT ShoRT CIRCUIT FAUlT

The model is tested for the bus to bus fault in seg-
ment 1 at 500 meters shown in figure 17 at 0.2 sec with-
out source limitation. The current raises 120A within 
0.5 msec. Due to bus to bus short circuit, high currents 
transient appear in all the segments (Figure 2). Within a 
few milliseconds of the fault occurrence, the bus volt-
age decreases to zero. The segment currents are con-
tinuously measured and compared with the threshold. 
As the fault current exceeds the pre-set value of the 
calculated wavelet coefficients and the CumSum the 
protection algorithm generates a trip signal to detach 
the line, as shown in figure 17 (d). 

(a)

(b)

(c)

The direct bus to bus fault is detected within 150μs, 
which guarantees the life of converters and other 
framework parts are ensured. The DC bus voltage im-
mediately drops to zero on account of the excessive 
rate of rise of fault current.

7.2 PRoTECTIoN SChEME oPERATIoN 
 UNDER hIgh IMPEDANCE FAUlT

The system is tested for high impedance faults by in-
serting resistance RF = 1Ω in the fault path by keeping 
operating conditions and location of the fault stay the 
same as in the past case. 

(d)

(a)

(b)

(c)

Fig. 17. (a) Segment 1 current due to bus to bus 
Fault (b) CumSum of fault current of segment 1 (c) 
Wavelet Coefficients of fault current of segment 1  

(d) Segment 1 current after detection of fault.
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(d)

Fig. 18. (a) Segment 1 current due to high 
impedance Fault (b) CumSum of fault current of 

segment 1 (c) Wavelet of fault current of segment 1 
(d) Segment 1 current before and after fault clearing.

In this case, the time taken to detect the fault is inde-
pendent of the fault impedance. The fault is cleared by 
power switches within 150µs.  

7.3 FAUlT loCAlISATIoN IN ThE SEgMENT

Fig. 19. Energy concentration vs distance  in 
faulty segment due to bus to bus fault and high 

impedance fault

To check the effectiveness of algorithm for fault lo-
cation identification faults are initialized after every 
100m in each segment from the starting point to the 
end of the segment. Current is being measured at both 
the end of the segment and the change in energy is 
calculated from the wavelet high pass coefficient. The 
calculated energy from the starting of segment 2 to the 
endpoint of segment 2 for the bus to bus fault and high 
impedance fault is shown in figure 19, after initializing 
the fault in segment 2. If a bus to bus fault occurred 
at a point 100m from the starting point of segment 2, 
energy value is 450 J at starting point and 6 J at the end 
of segment 2. For the bus to bus fault at a point 900 m 
from the endpoint of segment 2 has energy value 400 
J at the endpoint and 5 J at starting point of segment 
2. Similarly, a change in energy values can be observed 
for high impedance faults.  The graph is plotted for the 
wavelet energy changes concerning the distance in 
meters for segment 2. This change of energy is utilized 
to distinguish the location of the fault.

The developed simulation model is tested with other 
fault detection methods like differential fault current, 
over current, di/dt, and wavelet transform. Figure 20 

shows the comparison of the proposed method with 
other fault detection methods in terms of selectiv-
ity, reliability, and accuracy. The accuracy is the ratio 
of number trail in which fault detect correctly to total 
number of trails. Selectivity is the property of protec-
tion scheme to respond to faulty zone and not others. 
Reliability of protection scheme is to performing its 
function adequately for the intended period of time 
under specified operating conditions. The comparison 
shows that the proposed method gives an accuracy of 
98.72%, whereas the accuracy achieved by other meth-
ods are Wavelet transform of 92.43%, di/dt of 90.12%, 
overcurrent protection of 80.44%, and differential pro-
tection, 88.25%. Figure 20 also shows proposed meth-
od comparatively has the highest reliability of 99.01%  
and selectivity of 96.08%.

Fig. 20. Selectivity, reliability and accuracy 
comparison of the proposed method with other 

methods

Figure 21 shows the comparison of the proposed 
method with the other methods in terms of execution 
time. It shows that the proposed method takes lesser 
time to execute than wavelet transform, di/dt, over-
current protection, and differential protection.  Fur-
thermore, the proposed method has a high sensitivity 
to high impedance fault comparatively overcurrent and 
non-unit protection method. The proposed technique 
does not have to rely on communication between pro-
tective relays on both sides of the protected zone for 

Fig. 21. Comparison of Execution time of the 
proposed method with other methods
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fault detection as differential protection. The artificial 
neural network-based method uses two networks for 
fault detection and fault localization and has a complex 
classifier structure which leads to long training and de-
tection time. Comparatively, the proposed method has 
high intelligent fault detection capability, robust and 
very fast selective fault isolation capability.

8. CONCLUSION

An efficient protection scheme using CumSum and 
Wavelet transform is proposed and implemented in a 
Ring-type LVDC microgrid system. The fault is being 
detected from the fault current average using CumSum 
and fault features extracted using Wavelet transform. 
Depending on the severity of the fault, the CumSum of 
even a healthy section crosses the set threshold value 
which may lead to the maloperation of the healthy sys-
tem. However, the Wavelet transform can identify the 
faulty segment irrespective of the severity and location 
of the fault.  During sudden changes in load, CumSum 
value is not changing much whereas wavelet coef-
ficient goes above the set threshold value, indicating 
even load change as a fault. The hybrid model works 
well under fault conditions and dynamic conditions 
and can distinguish between dynamic operation and 
a fault in the DC microgrid. The threshold values for 
CumSum and Wavelet transform are calculated analyti-
cally and the same is used in the algorithm. Energy per 
cycle is determined from the wavelet coefficient and 
is used to find the fault location, accordingly taking 
out the requirement for additional hardware to distin-
guish the fault area. From the comparative study, it is 
shown that the proposed method has higher accuracy 
98.72%, higher selectivity 96.08%, higher reliability 
99.01%, and lower execution rate in comparison with 
the existing fault detection methods in the discrimina-
tion of fault and system dynamic situations. The pro-
posed methodology is robust, highly sensitive to high 
impedance fault, does not require communication be-
tween protection devices, and has fast selective fault 
isolation capability.  The research can be additionally 
extended to optimum load sharing and stability study. 
The methodology will be more advantageous if it can 
handle system dynamics to maintain the stability of the 
system from the span of occurrence of fault to its isola-
tion. A more detailed control approach can be evolved 
to make the system stable and reliable.
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Abstract – In natural language processing, sentiment analysis determines the polarity of a message based on lexical emotion. This 
technique is utilized intensively in service sectors to study the level of consumer satisfaction. However, the healthcare service field lacks 
such practice to detail responses in existing feedback systems. A proposed application which implements sentiment analysis is developed 
for improvement. User reviews are classified according to their word influences, namely positive, negative and neutral states. In addition, 
topic modelling is included to organize them in several service themes. A graphical user interface, GUI which records the analytical 
results is presented to users for interaction. This approach does not only benefit patients to choose their desired medical centres, but also 
healthcare management who wish to enhance their service quality.
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1. INTRODUCTION

Healthcare preserves human health through preven-
tion, detection, as well as treatment of disabilities, ill-
ness, injuries and mental. Medical tourism to Malaysia 
is becoming popular because of high quality health-
care service with low cost compared to other countries 
in Asia region [1].

We often hear about healthcare service issues of 
certain medical centres in our community. Most of the 
customers express their opinion about the medical ser-
vices they received to closest people, while some may 
give feedback via online to share their experiences. 
These responses are very useful for patients to choose 
a medical centre based on the testimonies. Customers 
experiences and testimonies are able to help other pa-
tients in the selection of medical centres. Patients can 
compare the satisfaction details in choosing which 
medical centre they would like to seek treatment from. 
Furthermore, medical centre management can refer 
to this application for service improvement. Thus, a 
comprehensive healthcare service feedback system is 
required to classify the reviews.

A sentiment analysis algorithm is developed to pro-
vide classification to the user reviews. This technique 
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emphasizes word emotion to determine the polarity of 
a sentence. Scattered responses can be arranged neat-
ly based on evaluation parameters. All functionalities 
are implemented to facilitate the process of referral, 
comparison and selection of medical centres.

2. LITERATURE REVIEW

Internet feedback system collects ratings and re-
views from users as references for the community. The 
former acts as a Likert scale which comprises five or ten 
points. The higher the rating, the better the reputation. 
Next, the latter states the aspects of service quality, 
such that we can comprehend its general description. 
The existing systems which support healthcare service 
are Google review, Lyfboat and Yelp.

Google review is a popular feedback system based 
on world location, where users can rate and leave re-
sponses for any services. The application extracts sev-
eral keywords according to mentioned frequency to 
present information more effectively. All reviews can 
be arranged in four order types, namely most relevant, 
newest, highest and lowest rating. A language trans-
lation tool, Google Translate is utilized to interpret 
foreign comments. Fig. 1 shows the interface of the 
Google review.



324 International Journal of Electrical and Computer Engineering Systems

Fig. 1. The Interface of Google Review

Lyfboat is an international healthcare website which 
provides search and query functionalities for treatment 
procedures, doctor and hospital information. The latter 
has neat details including centre excellence, medical 
infrastructure and transportation facility. Nonetheless, 
at most 12 well known Malaysian hospitals are record-
ed in the database. Besides, star rating is the only feed-
back channel. The interface is shown in Fig. 2.

Fig. 2. Lyfboat interface

Yelp is a mobile application and business service web-
site which covers Malaysia and 31 other countries. It 
emphasizes comprehensive search and comparison be-
tween premises in terms of distance, evaluation, price and 
others. Medical centres are included to provide healthcare 
service references. However, there are less reviews avail-
able because it is not a common practice among Malay-
sians. The interface of the Yelp website is shown in Fig. 3.

Fig. 3. Yelp interface

Sentiment analysis is used for biometrics, computa-
tional linguistics, natural language processing, NLP, as 
well as text analysis in distinguishing, extracting, quan-
tifying and studying subjective information. It is divided 

to two approaches, namely lexicon and machine learn-
ing. The latter consists of classification algorithm which 
trains dataset samples to predict the polarity of other 
documents [2]. Linear regression, Naive Bayes and sup-
port vector machine are some of the models which are 
often applied in this field. On the other hand, lexicon 
method estimates polarity scores based on word match-
es and relevant sentimental lexicons [3]. The score rang-
es from -1 to 1, where below shows how to label it:

•	 Equal or more than 0.05 is positive state.
•	 Equal or less than -0.05 is negative state.
•	 Between -0.05 and 0.05 is neutral state.
Hence, sentiment analysis identifies whether a sen-

tence is positive, negative or neutral state. The accu-
racy of this system depends on the efficiency of human 
judgement. An algorithm which achieves a 70% validity 
level is considered to have good machine intelligence as 
we agree about any events in an average of 80% only.

In terms of these approaches, lexicon method is more 
superior than statistically trained classifiers [8]. Lexicon 
extension with linguistic information improves system 
durability. The correlation between frequency of key-
word and overall rating of text is stated clearly, which 
guarantees the quality in generating lexicons.

3. THE PROPOSED SYSTEM

Five hospitals and clinics selected in the Google review 
feedback obtained from the website for each hospital [9-
13]  The processing from the feedback to the GUI is pre-
sented in Fig. 4. Initially, the data is scraped and stored 
in an integrated development environment, IDE. Topic 
modelling was conducted in each response to iden-
tify service areas in the information classification. Next, 
sentiment analysis was implemented to obtain polarity 
scores based on the probability of the appearance of 
character emoticons [4]. This index is capable of calculat-
ing the cumulative average of the ratings and determin-
ing the nature of the polarity to classify the responses.

Fig. 4. Architectural design of algorithm

Frequently used words are also identified to indicate 
reviews that have these words. Finally, a GUI is built 
to deliver all processed health service feedback infor-
mation to users. The approach and text examples are 
shown in Fig. 5.
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Fig. 5. Algorithm and text processing steps

3.1. WEb SCRAPIng

A list of feedback, star ratings and premise information 
in a Google review is required to run this project. In ad-
dition to copy and paste, web scraping is an alternative 
and efficient method of collecting duplicate data. The 
mechanism of the technique is to crawl hypertext mark-
up language, HTML and extract the desired information 
through programming. The HTML parser activates the 
application programming interface, API to access web-
site content [6]. The Beautiful Soup and Selenium Web-
Driver modules were used throughout this procedure. 
The flow of data from a Google review to be recorded in 
a spreadsheet and text file is presented in Fig. 6.

Fig. 6. Process of web scraping

Web scraping involves four steps, namely access, 
crawl, extract and save, with the following essence:
1. Access: WebDriver is programmed to emulate 

users browsing Google reviews in reading 
medical centre information.

2. Crawl: Beautiful Soup crawls Google review 
HTML to find the data it needs.

3. Extract: Feedback lists, star ratings and premise 
information were extracted.

4. Save: This information is stored in a 
spreadsheet and text file for use in the next 
stage.

The five hospitals and clinics surveyed are as follows:

•	 Subang Jaya Medical Centre, SJMC.
•	 Ara Damansara Medical Centre, ADMC.
•	 Tung Shin Hospital.
•	 Universiti Kebangsaan Malaysia Medical Centre, 

UKMMC.
•	 The KL Sky Clinic.

3.2. ToPIC MoDELLIng

Topic modelling identifies latent themes that po-
tentially describe a piece of text [7]. Latent Dirichlet 
allocation, LDA are among the popular unsupervised 
machine learning algorithms in this approach. The 
technique detracts from previous Dirichlets for distrib-
uting topics and words, as well as avoiding overfitting 
effects [5]. This model assumes all documents are gen-
erated through a statistical generation process, mean-
ing they contain a number of speculative titles from a 
list of related keywords. The flow of topic modeling in 
formulating the feedback theme, in which Subang Jaya 
Medical Centre (SJMC) serves as a modeling example is 
presented in Fig. 7.

Fig. 7. Process of topic modelling with SJMC as 
example

This procedure was also carried out in response to 
ADMC, Tung Shin Hospital, Universiti Kebangsaan Ma-
laysia Medical Centre (UKMMC) and The KL Sky Clinic. 
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First, text processing is implemented to restore word 
structure in constructing vector dictionaries and cor-
pora. Both of these matrices were modelled with the 
LDA algorithm to generate interactive lists and graphs 
of keywords representing various types of themes.

The role of the developer is to identify as many as 
four service topics from a particular word that have a 
semantic relationship based on the above framework. 
For example, ‘bill’, ‘charge’, ‘cost’, ‘fee’ and ‘price’ can in-
terpret ‘Cost’. The list of titles in each medical centre is 
as follows:

•	 SJMC: ‘Cost’, ‘Service’, ‘Staff’ and ‘Time’.
•	 ADMC: ‘Park’, ‘Service’, ‘Staff’ and ‘Time’.
•	 Tung Shin Hospital: ‘Cost’, ‘Service’, ‘Staff’ and 

‘Time’.
•	 UKMMC: ‘Park’, ‘Service’, ‘Staff’ and ‘Time’.
•	 The KL Sky Clinic: ‘Service’ and ‘Staff’.
Each feedback may contain at least one theme that 

can be classified. The method of classification accord-
ing to keywords and topics is presented in Fig. 8.

Fig. 8. Feedback classification based on keyword 
and topic

Response tokenization is performed to isolate verses. 
If it has a themed word, the sentence is categorized in a 
related topic, as in the illustration above. ‘Dr.’ and ‘staff’ 
represent ‘Staff’, while ‘wait’ is ‘Time’. The process was also 
conducted on other reviews in five medical centres.

3.3. SEnTIMEnT AnALySIS

Sentiment analysis is the emotional research of texts 
in positive, negative and neutral, where this status is 
known as the nature of polarity. Essentially, the three 
traits signify cheerful, hateful and moderate feelings 
respectively.

In this project, the Valence Aware Dictionary for Senti-
ment Reasoning model, VADER is implemented to deter-
mine sentence sentiment and calculate the average po-
larity of service topics through scoring. The score range is 
from -1 to 1, where equal to or greater than 0.05 signifies 
positive, equal to or minus -0.05 signifies negative, and 
between -0.05 and 0.05 signifies neutral. Table 1 shows 
the nature of topic polarity in each medical centre.

According to the table, the reputations of ADMC and 
The KL Sky Clinic are satisfactory, while SJMC, Tung 
Shin Hospital and UKMMC are modest.

Table 1. Polarity of service topics

Medical 
centre

Service 
topic

Average 
mark

Polarity Rating

SJMC

Cost -0.03 Neutral 3

Service 0.03 Neutral 3

Staff 0.11 Positive 3

Time -0.03 Neutral 3

ADMC

Park 0.39 Positive 4

Service 0.15 Positive 3

Staff 0.21 Positive 4

Time 0.03 Neutral 3

Tung Shin 
Hospital

Cost 0 Neutral 3

Service 0 Neutral 3

Staff -0.04 Neutral 3

Time -0.11 Negative 3

UKMMC

Park -0.04 Neutral 3

Service -0.03 Neutral 3

Staff 0.01 Neutral 3

Time -0.05 Negative 3

The KL Sky 
Clinic

Service 0.44 Positive 4

Staff 0.46 Positive 4

3.4. KEyWoRD IDEnTIFICATIon

Before calculating word frequency, text processing 
should be performed to restore formatting and get rid 
of less meaningful keywords. Examples of sentences 
used in the demonstration are as follows:

The 3 nurses are good,  
can better!

A description of this procedure is attached with the 
text output in Table 2.

Table 2. Text processing

Step Process output

1 Replace line breaks with 
spaces.

The 3 nurses 
are good, can better!

2 Remove tabs. The 3 nurses are good,  
can better!

3 Replace ‘&amp’ with ‘&’. The 3 nurses are good,  
can better!

4 Remove ‘(Translated by 
Google)’, if any.

The 3 nurses are good, 
can better!

5 Remove the original review 
not in English, if any.

The 3 nurses are good,  
can better! 

6 Remove accented letters. The 3 nurses are good,  
can better!

7 Remove digits. The nurses are good, 
can better!

8 Remove punctuation. The nurses are good  
can better

9 Convert uppercase to 
lowercase.

the nurses are good 
can better

10 Remove stopwords. nurses good better

11 Perform word lemmatization. nurse good good
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12 Perform word stemming. nurs good good

13 Perform word tokenization. nurs, good, good

14 Calculate the cumulative 
frequency of words. nurs (1), good (2)

A word cloud consist of a collection of keywords and 
the size of each keyword determines their dominance in 
a content. Fig. 9 shows the collection of keywords and 
the significant keyword is determined based on its size.

Fig. 9. Word cloud

The cumulative number of words was calculated to 
determine the five key keywords that were frequently 
specified in the response to each service topic. All re-
views that have the word are organized in their respec-
tive groups. Table 3 presents this list of contents.

Table 3. Most mentioned keywords  
of service topics

Medical centre Service topic Keyword

SJMC

Cost

Charge

Price

Service

Bill

Hospital

Service

Medic

Service

Hospital

Doctor

Experience

Staff

Staff

Dr.

Nurse

Doctor

Hospital

Time

Wait

Time

Hospital

Doctor

Hour

ADMC

Park

Park

Easy

Spacious

Clean

Hospital

Service

Service

Medic

Hospital

Doctor

Room

Staff

Nurse

Friendly

Doctor

Dr.

Staff

Time

Time

Wait

Hour

Doctor

Appoint

Tung Shin Hospital

Cost

Service

Price

Hospital

Doctor

Ask

Service

Good

Service

Hospital

Medic

Doctor

Staff

Doctor

Nurse

Dr.

Staff

Hospital

Time

Ask

Wait

Time

Doctor

Hour

UKMMC

Park

Park

Hospital

Fee

Rate

Expensive

Service

Hospital

Service

Patient

Doctor

Good
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UKMMC

Staff

Nurse

Staff

Patient

Doctor

Time

Time

Time

Wait

Doctor

Patient

Hospital

The KL Sky Clinic

Service

Treatment

Clinic

Service

Medic

Dr.

Staff

Dr.

Doctor

Roland

Treatment

Friendly

4. MODEL VALIDATION

In terms of sentiment analysis, the motive of this sec-
tion is to investigate how effective the VADER model is 
in classifying the nature of polarity in line with human 
feelings. The sentiment evaluation process of the tech-
nique as well as Google review users is presented in Fig. 
10 and Fig. 11.

Fig. 10. Testing process of sentiment analysis

Fig. 11. Comparison and matching process of 
polarity

Google review star feedback and ratings are pro-
vided by users with a good visit experience. Star points 
range from 1 to 5, where data transformations are also 
carried out to categorize them in positive, negative and 
neutral properties as comparative benchmarks. The de-
tails of the classification are as follows:

•	 1 and 2 stars are made as negative state.
•	 3 stars is made as neutral state.
•	 4 and 5 stars are made as positive state.
Each response may contain themed sentences of sev-

eral topics that can be identified through topic analysis. 
In the implementation phase, they were extracted and 
classified in related topics, then conducted sentiment 
analysis to obtain polarity scores. Further, the mean score 
was calculated to determine the nature of the overall po-
larity which also consisted of positive, negative and neu-
tral. It was observed that sentences repeated in other 
topics were ignored to avoid biased decisions.

In the example above, the Google review feedback 
is rated 5 stars, which is a positive attribute. After con-
ducting topic analysis and classification, the sentenc-
es were divided into the themes which are ‘Staff’ and 
‘Time’ respectively. The result of the process is present-
ed in a standalone system with a GUI to enable users 
to view the feedback shown in Figure 12.  Sentiment 
analysis was performed to obtain their polarity scores, 
namely 0.6297 and 0.8297. Average scores were also 
calculated, where repetitive sentences were excluded. 
The result is 0.7297 which indicates a positive status, 
which is similar to the original sentiment. 

The purpose of this process is to compare machine 
sentiment with that of humans to investigate the level 
of accuracy. Matches between these two data were re-
corded in a confusion matrix, as in Table 4.

684 feedback fractures were compared. Of the 227 
negative traits, 116 neutrals and 341 positive of ori-
gin, VADER attempted to determine 204, 17 and 249 
respectively. In addition, of the 338 negative traits, 51 
were neutral and 295 positive predictions, 204, 17 and 
249 were corresponding to the original sentiments, re-
spectively. Indeed, a classification report can be tabu-
lated with this data.

The report discusses four criteria that describe the 
classification statistics, namely accuracy, retrieval, F-
score and accuracy. Table 5 presents the calculation 
results according to the confusion matrix.

Precision Recall F-score

negative 0.9 0.6 0.72

neutral 0.15 0.33 0.2

Positive 0.73 0.84 0.78

Accuracy 0.69

Table 5. Classification report

Precision checks the efficiency of the classifier in 
predicting the original valuation. Recall emphasizes 
the accuracy of the classifier in predicting the original 
valuation. Next, F-score tests the accuracy and recall 
performance. Finally, accuracy determines the overall 
percentage of sentiment that is correctly predicted by 
the comparison volume.
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A level of accuracy that reaches 69% means that the 
VADER model is good at identifying user feedback feel-
ings. In terms of the F-score, the neutral status under-
performed because the response may contain a mix-
ture of positive and negative sentences with extreme 
polarity. In contrast, the positive and negative traits 
showed very good results throughout the classifica-
tion procedure. Negative sentiments with the highest 
percentage of precision indicated that the model was 
able to label nine out of ten reviews as bad, while posi-
tive sentiments with the highest recall values referred 
to the algorithm performing in determining good re-
sponses with minimum error rates.

5. CONCLUSION

Health services are a primary need because of their 
role in healing and saving human beings. Therefore, 
the quality of services must be taken care of to guaran-
tee the universal interest. A comprehensive feedback 
system has been built to try to sustain this mission.

Compared to existing systems, this new application 
recognizes sentiment analysis techniques that classify 
feedback into three polarities, namely positive, nega-
tive and neutral. In addition, topic analysis and key 
word determination were also implemented to further 
detail user feelings. Such advantages make it easy for 
the patient to peruse the details of the review and se-
lect the desired medical centre. Healthcare manage-
ment can also refer to this system to improve the qual-
ity of their services.

Table 4. Confusion matrix of polarity

original Total 
predicted 
sentimentnegative neutral Positive

Prediction

negative 204 63 71 338

neutral 13 17 21 51

Positive 10 36 249 295

Total original sentiment 227 116 341 684

Fig. 12. The GUI to show the result after topic 
analysis and classification.
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