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Abstract – An exact computational algorithm for the solution of a discrete time multiclass tandem network with a primary class and 
cross-traffic at each queue is developed. A sequence of truncated Lindley recursions is defined at each queue relating the delays experienced 
by the first packet from consecutive batches of a class at that queue. Using this sequence of recursions, a convolve-and-sweep algorithm is 
developed to compute the stationary distributions of the delay and inter-departure processes of each class at a queue, delays experienced 
by a typical packet from the primary class along its path as well as the mean end-to-end delay of such a packet. The proposed approach is 
designed to handle the non-renewal arrival processes arising in the network. The algorithmic solution is implemented as an abstract class 
which permits its easy adaptation to analyze different network configurations and sizes. The delays of a packet at different queues are shown 
to be associated random variables from which it follows that the variance of total delay is lower bounded by the sum of variances of delays 
at the queues along the path. The developed algorithm and the proposed lower bound on the variance of total delay are validated against 
simulation for a tandem network of two queues with three classes under different batch size distributions.

Keywords: Delay, Tandem, Communication, Network, Discrete Time, Queueing, Algorithm, Lindley Recursion, End-to-end

1. INTRODUCTION

Communication networks carry packet traffic 
through connections between multiple source-des-
tination pairs. Traffic from each connection passes 
through a network path consisting of a sequence of 
intermediate nodes and faces contention at each of 
these nodes from other connections. Delays experi-
enced by the connection along the path are random, 
and their characterization and estimation are crucial 
measures of network performance. For this purpose, 
the connection can be modelled as a tandem network 
of queues [1-5].

In discrete time queues and their network models, the 
time axis is divided into equal intervals, termed “slots”. In 
each slot, a batch of packets from each of the sources is 
generated and enters the queue or network and one or 
more packets leave the queue or network [3-4]. 

In a network, the joint distribution of queue lengths 
and delays as well as the end-to-end delay are useful 
measures of network performance but have proved 
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to be hard problems to solve [2]. Analogous to the 
analysis of their continuous time counterparts, de-
composition of the stationary joint distribution of the 
queue lengths at different queues in a discrete time 
network into a product of marginal distributions is 
shown for a large class of networks [6]. To employ this 
for obtaining the delays, one needs to establish arrival 
theorems which are known for only special models of 
networks [7]. However, product-form decomposition is 
employed as a heuristic approximation in general net-
works. This paper addresses the problem of computing 
the delays in a discrete tandem network with batch ar-
rival processes and cross-traffic. An exact algorithm for 
computing the distributions of delays at each queue as 
well as the mean end-to-delay of a typical packet is de-
veloped, along with a lower bound for the variance of 
the end-to-end delay.

Different models of tandem queueing networks with 
and without arrivals and with and without departures 
at the intermediate nodes are studied in the literature. 
In [8], a tandem network of two queues in continuous 
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time with Poisson arrivals only at the first queue and 
identical and independent service times is studied. 
Joint delays in a continuous time tandem network 
without intermediate arrivals are analyzed in [9]. In 
[10], an approximate analysis of the queue lengths and 
busy periods at each node in a discrete time tandem 
network with arrivals and departures at intermediate 
nodes is carried out. The departures are modelled as 
random packet drops after service. The authors of [11] 
consider a model identical to the model analyzed in the 
current paper and propose recursive algorithms for the 
computation of delay distributions without presenting 
any results. In the current paper, a sequence of trun-
cated Lindley processes is introduced for expressing 
the delays in the queues of the tandem network, and 
a convolve-and-sweep algorithm is devised for com-
puting the delay distributions. This approach has the 
advantage that the algorithm does not require renewal 
arrival processes and hence can be applied to all the 
queues in the tandem network.

Discrete time tandem network with arrivals and de-
partures at intermediate nodes under Furthest-to-Go 
service discipline is analyzed in [12] and expressions 
for queue length distributions are obtained. The com-
ponents of end-to-end delay in a Software Defined 
Network (SDN) are modelled and experimentally esti-
mated in [5].

Apart from computational approaches, simulation 
and bounds are also employed in the analysis of tandem 
networks. Simulation analysis of the performance of 
high-speed networks is carried out in [13-14].  In [15], the 
output process of a GI/GI/1 queue is approximated by a 
renewal process and this is applied to a tandem network 
of queues without interfering traffic. This approach is ap-
plied in [16] to analyze general discrete time networks. 
Worst case bounds on the end-to-end delay under ac-
tive queue management scheduling algorithms are 
derived in [17]. A general network calculus approach to 
the end-to-end analysis of queueing networks when the 
inputs are modelled as deterministic or stochastic affine 
envelop processes is developed in [18-19] and the same 
has been applied to SDN in [20-21].

Computation of the end-to-end delay in a network 
is feasible for product-form networks wherein the sta-
tionary joint distribution of delays at various queues 
factors into the product of the marginal distributions. 
This follows if a stronger assumption that the delays in 
the queues are independent random variables is made. 
The product-form decomposition and independence 
assumption are commonly employed as a heuristic for 
end-to-end analysis. Lower bounds on the moments of 
total delay are established by showing that the delays 
in the individual queues are associated random vari-
ables [22]. This property is proved in [23] for a tandem 
network wherein the service times at all but the last 
server are all a constant. In [23] it is employed to derive 
an upper bound on the mean total delay. In the current 
paper, it is established for the tandem network model 

considered and is employed to obtain a lower bound 
on the variance of the total delay. The exact mean total 
delay is computed as the sum of computed marginal 
distributions.

The rest of the paper is organized as follows: Section 
2 describes the model, notation employed and analysis 
of a first queue in the tandem network as a single dis-
crete queue highlighting the need for careful analysis 
of the other queues.  Section 3 begins by defining a 
sequence of truncated Lindley processes to recursively 
relate the delays experienced by the first packet from 
two consecutive batches of Class 0 at each queue in the 
tandem network. A computational algorithm is derived 
from these recursions by adapting the convolve-and-
sweep algorithm to the truncated Lindley processes. 
The delays of a typical packet in the queues are shown 
to be associated random variables providing a lower 
bound on the variance of the end-to-end delay. This 
section also describes the details of implementation 
and benchmark simulations. The results of computa-
tional and their validation via simulation are presented 
in Section 4. Section 5 concludes the paper with some 
directions for future work. Appendix 1 presents a proof 
of Theorem 1 stated in Section 3.

2. MODEL, NOTATION AND PRELIMINARIES  

 This section presents the tandem discrete time 
queueing network model, notation employed and ap-
proaches to the analysis of a single discrete queue. The 
model consists of discrete time queues in series, each 
with arrivals and departures. The tandem network 
models the path of a packet stream of interest in a gen-
eral network.

2.1 TaNDEM NETwoRK MoDEl

The discrete time model analyzed in this paper con-
sists of a tandem of one or more discrete time queues 
and multiple streams of traffic. Each stream can tra-
verse multiple queues. Figure 1 depicts an instance of 
such a tandem network with two queues Q1 and Q2, 
and three streams of traffic that are designated as be-
longing to Classes 0, 1 and 2. Class 0 traffic enters the 
first queue Q1 and passes through both the queues 
before leaving the system. Traffic from Class i, i=1,2 en-
ters the ith queue and leaves the system after service at 
that queue. Classes 1 and 2 can be considered as “cross-
traffic” at queues Q1 and Q2, respectively.

Packets from all the classes are assumed to be of 
the same size and the servers at all the queues have 
identical service rates. Thus, all the jobs need the same 
amount of server time at the queues. This constant 
amount of time is taken as a unit of time and time is 
discretized into slots of this duration. The system works 
in discrete time: all the arrivals to a queue arrive at the 
beginning of the slot and the first job (after ordering for 
service) will be served at the beginning of the earliest 
slot that the server is free. The arrivals from each Class 
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occur as a single batch with a general batch size distri-
bution and it is assumed that the batches are ordered 
for service according to a stationary policy. One can in 
principle remove this assumption at the cost of a cum-
bersome analysis.

The interval [k,k + 1) is termed the kth slot. The traffic 
from each class is assumed to arrive as batches per slot 
with the batch size following an iid distribution

Fig. 1. A Tandem Queueing Network 
with Cross Traffic

2. 2 NoTaTIoN

The following notation is used throughout the paper: 

Qi : The ith Queue in the tandem

Xk
(i) : Number of Class i arrivals in the kth slot

Aj,k
(i) : Arrival slot of the first job of Class i at Qj

Δj,k
(0) : Interval between the arrival of the kth and (k+1)st 

 batch of Class 0 at Qj

Wi,k : Workload of Qi at the beginning of kth slot

Dj,k
(0) : Delay of the first job of Class the kth 

  batch of Class 0 at Qj

2.3. PRElIMINaRIES

The workload W1,k , evolves as follows:

(1)

where, x+=max{x,0}. Indeed, the total arrivals in the kth 
slot are Xk

(0)+Xk
(1) and one packet gets served if there 

are a non-zero number of packets, leaving W1,k+1 pack-
ets at the beginning of the (k+1)st slot. The Markov 
Chain {W1,k, k≥0} has a unique stationary distribution 
π under the stability condition E(Xk

(0)+ Xk
(1))<1 and can 

be computed using Ramaswamy Algorithm [25]. By the 
arrival theorem for geometric arrivals, Dj,k

(0)=W1,k~π. 
The delay distribution of a typical Class 0 packet in the 
kth batch can then be obtained as

(2)

where θ is the rank of the typical packet in its batch.

This analysis does not extend to the rest of the 
queues in the tandem since the arrival stream from 
Class 0 packets is non-renewal. Hence, a new approach 
for developing a computational solution for the tan-
dem networks is needed, as developed in Section 3.

3. COMPUTATIONAL SOLUTION 
AND ALGORITHM DEVELOPMENT

Eq. (1) is a Lindley Recursion [5, 24] of the form

(3)

and the process {Zn} is called a Lindley process. The 
convolve-and-sweep algorithm for computing the dis-
tribution of the Lindley process is given by:

(4)

where it is assumed that Z0 is independent of {Xk }. 

In this paper, Lindley Recursion and the convolve-
and-sweep algorithm will be used to derive a sequence 
of truncated Lindley processes defined by generalizing 
Eq. (3) (Cf. Eqs. (5)-(7) and (9)-(12)) and build a compu-
tational algorithm for obtaining the distributions of 
delays of each class of packets using the convolve-and-
sweep algorithm expressed by Eq. (4).  

The advantage of computing the stationary dis-
tributions of delays using the convolve-and-sweep 
algorithm is that no independence assumptions on 
the arrival processes are required. This is essential for 
computing the distributions of delays at Q2 and oth-
er downstream nodes where the arrival process from 
Class 0 is not a renewal process. The stationary distribu-
tions of delays are computed as limits of the transient 
distributions.

3.1 TRuNCaTED lINDlEy PRoCESSES

From the Lindley process {W1,k } of Eq. (1), a sequence 
of truncated Lindley processes is defined:

(5)

(6)

for l=1, 2,..., Δ1,k
(0)-1, using the notation of Sec. 2. Then, 

the delay of the first packet in the (k+1)st batch of Class 
0, D1,k+1

(0), is given by:

(7)

Eqs. (5)-(7) can be used to compute the transient 
distributions of the delays {D1,k

(0); k=0,1,…} by extend-
ing the convolve-and-sweep algorithm for the stan-
dard Lindley Recursion to the sequence of truncated 
Lindley processes, {W1,k (l)}. Since Δ1,k

(0) is random, the 
computation is carried out by conditioning on Δ1,k

(0)=l, 
l=1,2,…, using the distribution of Δ1,k

(0).
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3.2 INTER-DEPaRTuRE DISTRIbuTIoN 
 FRoM Q1

For computing the delay distributions at Q2, the dis-
tribution of the inter-arrival time between the first jobs 
of Class 0 from two successive batches of arrivals at Q1 
that have at least one Class 0 job is needed. For this, the 
following relation is used:

(8)

Eq. (8) follows from the fact that the departure times 
of the first packet from kth and (k+1)st Class 0 batches 
are A1,k

(0) + D1,k
(0) and A1,k+1

(0) + D1,k+1
(0), respectively, and 

Δj,k
(0)= Aj,k+1

(0) - Aj,k
(0), j=0,1, by definition.

3.3 DElay aND INTER-DEPaRTuRE  
 DISTRIbuTIoNS aT Q2

As observed above, the computation of delay dis-
tributions at Q1 using Eqs. (5)-(7) can be applied even 
when the arrival processes are non-renewal as is the 
case for the Class 0 process at Q2. The corresponding 
truncated Lindley processes at Q2 are now derived.

To simplify the notation, it is assumed that the Class 0 
jobs are arranged to be at the beginning of all the arrivals 
in a slot at Q2. In Q2, the evolution is given by slight modi-
fications of Eqs. (5)-(7) since now Class 0 packets from its 
kth batch form a train of  number arrivals at Q2 starting 
from slot A2,k

(0). The workload process evolution is charac-
terized by the Eqs. (9)-(11) below (Cf. Eqs. (5)-(7)):

where

(9)

(10)

and

(11)

for l=1,2,…,Δ2,k
(0)-1. Eq. (10) follows from the fact that, 

in slots  , there is a single 
Class 0 packet arriving and being served at Q2. Then, as 
in Eq. (7), the delay is given by

(12)

It can be observed that Eq. (10) has a variable num-
ber,  of terms. In addition, Δ2,k

(0) is positively corre-
lated with this number, . Hence, the computation 
of D2,k+1

(0) needs to condition on . With this modi-
fication, the computational procedure developed for 
computing the stationary distribution of delays D2,k+1

(0)  

as well as that of the inter–departure times Δ3,k
(0), at Q1, 

carries over to Q2.

3.4 SoluTIoN oF TaNDEM NETwoRK

The computational solutions developed for delays 
and inter-departure distributions at Q2 can be em-
ployed at each of the downstream queues in the tan-
dem network with changes in the input processes. The 
algorithm for computing the tandem network process-
es is listed as Algorithm 1.

algorithm 1

Input: Batch size distributions for Classes with exter-
nal arrivals, X0

(i) and initial queue lengths W0
(i)

output: Stationary distributions of delays Dj,∞
(i) and 

inter-departure times Δj,∞
(i) at Qj

Initialization: 

a) Set precision value EPSILON (typical: 1e-06)

b) Set the distributions {Dj,0
(i)} and{Δ1

(i)}, for all Classes 
 i to degenerate distribution δ0

c) Initialize the distribution of batch inter-arrival 
 time Δ1,∞

(0) to Geom(p=P(X1
(0)>0))

Iteration:

For each queue Qj, j = 1,2,…, in the tandem do:

 For k=1,2,…until convergence do:

  Compute the distribution of Dj,k+1
(0) using 

  Eqs. (5)-(7) for Q1 or Eq. (9)-(12) for Q2, Q3, …

 End

 Compute the distribution of Δj,∞
(0) using Eq. (8)

End

The iteration for the computation of the stationary 
distributions{Dj,∞

(0)} in Algorithm 1 is repeated until a) 
The CDF of the computed distribution is greater than 
1.0-EPSILON, and b) The l∞ distance between the com-
puted successive distributions is less than EPSILON.

3.5 aSSoCIaTIoN oF DElayS IN ThE TaNDEM

The total delay in the tandem network is an important 
performance measure in communication networks. To 
compute it, the distribution of the sum of delays at in-
dividual queues in the tandem is needed. Algorithm 1 
does not provide this since only the marginal distribu-
tions of delays are computed. 

On the other hand, most network monitoring and 
control applications employ the moments of the total 
delay. The mean of the total delay is the sum of mean 
delays in the individual queues; the latter quantities are 
readily computed from the obtained marginal distribu-
tions of the delays. Regarding the variance of the total 
delay, the following result is established to provide a 
computable lower bound:
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Theorem 1. The random variables corresponding to 
the delays experienced by an arbitrary Class 0 job at Q1 
and Q2 are associated random variables [24]; i.e., using 
Eq. (2), Cov(f (Y1,k

(0)), g (Y2,k
(0))≥0 for all increasing func-

tions f and g. 

The theorem is proved in the Appendix.

In particular, the theorem implies Cov(Y1,k
(0), Y2,k

(0))≥0. 
This is used to compute a lower bound on the variance 
of the total delay Y1,k

(0) + Y2,k
(0):

3.6 IMPlEMENTaTIoN oF alGoRIThM 1

The computational Algorithm 1 for analysis at each 
queue in a tandem network is implemented in Python 
programming language. The iterative computation of 
the distributions of the delays {Dj,k

(0)} at Q1 using the 
truncated Lindley recursions given by Eqs. (5)-(7) is 
implemented abstractly so that it can be employed 
for both Q1 and downstream queues with suitable 
parametrization. The abstraction is implemented in 
an Object-Oriented fashion as a generic Q class with 
methods tabulated in Table 1.

Q1, Q2, Q3, …, are realized by sub-classing the generic 
Q class. When instantiated as Q1, the given inter-batch 
arrival time distribution of Class 0 (resp, Class 1) traffic 
is returned by the method Delta1. The method Zn_Zn1 
implements the Lindley Recursion Eq. (3) for computing 
the distribution of Zn+1  from that of Zn; it starts with a call 
to method Z0_Z1 for incorporating a call to the method 
Delta1. Using Zn_Zn1, the result of l-step convolve-and-
sweep D1,l

(0) (resp. D1,l
(1)), starting from D1,0

(0) (resp. D1,0
(1)) 

and conditioned on the stationary distribution of Δ1,k
(0) 

(resp. Δ1,k
(1)) being l, is carried out by Dn_Dn1. Dn_Dn1 

is applied iteratively till convergence to compute the 
stationary distribution of the delays D1,0

(0) (resp. D1,0
(1)). 

Finally, the inter-batch departure distribution Δ2,∞
(0) is 

computed by Delta2 from Eq. (8). 

For Q2, this inter-batch arrival distribution of Class 2 
is computed by Delta1 and the Algorithm 1 is executed 
with Class 0 and Class 2 as inputs. This procedure is re-
peated for the rest of the downstream nodes.

All the methods in Table 1 work with discrete prob-
ability distribution functions. To facilitate this, a Py-
thon library for definition and manipulation of discrete 
probability distributions with finite or infinite integer 
support (spanning positive and negative axis) is devel-
oped. The library consists of Dist Class and a set of func-
tions on Dist objects as listed in Table 2.

Specific probability distributions are defined by sub-
classing Dist. Two of them are used in the results pre-
sented in this paper. Geom(10, 0.29825) is the truncat-
ed version of the Geometric distribution with param-
eter 0.29825 with support restricted to {0,1,…,10} and 
having a mean of 0.425007 and a variance of 0.605592. 
The mean of about 0.425 for the arrival distributions 

is chosen so that the average load at a queue with a 
stream of interest and a cross-traffic stream becomes 
0.85 which makes the queue load typical of a commu-
nication network node.

Another distribution, termed Prob9by2, with the 
same support, mean of 0.425002, close to that of 
Gem(10,0.29825), but with a different variance of 
1.31788, is also defined. The distributions are listed in Ta-
ble 3 and are plotted in Figure 2. Prob9by2 has a heavier 
tail than Geom(10,0.29825) as can be inferred from Table 
3 and Figure 2. The choice of these distributions allows 
a comparative analysis of the effect of light and heavy-
tailed arrival distributions on the network delays. 

Method Purpose

Delta1 For computing the Class 0  
batch inter-arrival distribution to Q

Z0_Z1 Basic Convolve-and-Sweep Recursion step for computing 
the distribution of Z1 from that of Z0

Zn Zn1 Basic Convolve-and-Sweep Recursion step for computing 
the distribution of Zn+1 from that of Zn

D0_D0l For computing the distribution of l-fold convolution of D0
(0) 

when Δ1,k
(0) = l using Z0_Z1 and Zn_Zn1 repeatedly

Dn_Dn1 Recursion step for computing the distribution of Dn+1
(0) 

from that of Dn
(0)using Zn Zn1 repeatedly

D_stat For computing the stationary delay distribution D∞
(0), by 

repeatedly applying the Dn_Dn1 iteration

Delta2 For computing the stationary 
 inter-departure distribution from Q

Table 1. The Q Abstract Class

Table 2. Library for Working with Discrete 
Distributions

Dist 
Methods

”name”, ”min_val”, ”max_val”, ”prob_mass”, ”variate”, 
”moment”, ”var”, ”std_dev”, ”display_par_data”, ”set_
name”, ”set_min_val”,”set_max_val”, ”set_prob_dist”, 
”par_data”, ”set_par_data”, ”put_mass”, ”linf_norm”, ”cdf”

Functions 
on Dists

”scale_mass”, ”scale_dist”, ”plot”, ”add_dists”, ”linf_
distance_dists”, ”convolve_dists”, ”normalize”, ”truncate_
normalize”

Table 3. Two Discrete Probability Distributions

Point
Mass (Rounded to 4 decimals for display)

Geom(10,0.29825) Prob9by2

0 0.7018 0.7827

1 0.2093 0.1267

2 0.0624 0.0517

3 0.0186 0.0142

4 0.0056 0.0067

5 0.0017 0.0042

6 0.0005 0.0042

7 0.0001 0.0030

8 4.394e-05 0.0022

9 1.310e-05 0.0020

10 5.569e-06 0.0022

(13)
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Fig. 2. Two Discrete Probability Distributions

Specific probability distributions are defined by sub-
classing Dist. Two of them are used in the results pre-
sented in this paper. Geom(10, 0.29825) is the truncat-
ed version of the Geometric distribution with param-
eter 0.29825 with support restricted to {0,1,…,10} and 
having a mean of 0.425007 and a variance of 0.605592. 
The mean of about 0.425 for the arrival distributions 
is chosen so that the average load at a queue with a 
stream of interest and a cross-traffic stream becomes 
0.85 which makes the queue load typical of a commu-
nication network node.

Another distribution, termed Prob9by2, with the 
same support, mean of 0.425002, close to that of 
Gem(10,0.29825), but with a different variance of 
1.31788, is also defined. The distributions are listed in Ta-
ble 3 and are plotted in Figure 2. Prob9by2 has a heavier 
tail than Geom(10,0.29825) as can be inferred from Table 
3 and Figure 2. The choice of these distributions allows 
a comparative analysis of the effect of light and heavy-
tailed arrival distributions on the network delays. 

3.7 SIMulaTIoN FoR bENChMaRKING

The results obtained from the computational algo-
rithms are validated against those from simulation. An 
event-driven simulation program is developed for this 
purpose. The event-driven program generates colum-
nated output files recording the Queue Lengths and 
Waiting Times of different classes of jobs at each of the 
queues as well as the total waiting time in both the 
queues. The simulations are repeated for multiple runs 
and empirical quantities are computed using the time 
and ensemble statistics. Statistical routines for analyz-
ing the data from individual runs as well as aggregated 
statistics from multiple runs are developed. The statis-
tical quantities estimated include mean, variance and 
distribution of queue lengths and waiting times. 

4. RESULTS AND DISCUSSION

The developed computational algorithm is validated 
using two instances of the tandem network shown 
in Figure 1, each with batch sizes given by Geom(10, 

0.29825) and Prob9by2 distributions from Table 3 and 
Figure 2. The results are benchmarked against a simula-
tion-based analysis of the same as outlined in Sec. 3.7. 

The computational routines developed (Sec. 3.6) are 
executed with a precision of 10-6. Stationary distribu-
tions of waiting times of an arbitrary Class 0 job at Q1 
and Q2 are computed. The computed results are used 
to obtain a lower bound on the end-to-end delay. For 
benchmarking, the simulation program is executed 
with the same arrival distributions and repeated for 
25 runs. Results from the numerical computation and 
simulation are compared and discussed. 

4.1 MaRGINal DElay DISTRIbuTIoNS

Figures 3-8 present the results of estimated delay dis-
tributions from simulation and computation; Figures 
3-5 depict the results for the Geom(10,0.29825) batch 
size distribution and Figures 6-8 show the results for 
Prob9by2 batch size distribution. 

Fig. 3. Simulation Results: Geom(10, 0.29825) Data

Fig. 4. Stationary Delay Distribution of Class 0 at Q1: 
Geom(10,0.2985) Batch Sizes

Figures 3 and 6 present the baseline simulation-
based estimated distributions of delay experienced 
by a typical packet from each of the three classes at 
Q1 and Q2 as well as the total delay of a typical Class 
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0 packet in the two queue tandem, respectively for 
Geom(10,0.29825) and Prob9by2 distributions.

Fig. 5. Stationary Delay Distribution of Class 0 
at Q2: Geom(10,0.2985) Batch Sizes

Fig. 6. Simulation Results: Prob9by2) Data

Figures 4 and 5 present the comparison of the com-
puted and simulated delay distributions for a typical 
Class 0 packet in Q1 and Q2, respectively. For values of 
the delays whose probabilities are reliably estimated 

Fig. 7. Stationary Delay Distribution of Class 0 at Q1: 
Prob9by2 Batch Sizes

by the simulation, there is very good agreement be-
tween the simulated and computed quantities. Since 
large delays are rare events, their estimation via simula-
tion is unreliable, as seen in the plots. 

Figures 7 and 8 present the validation of computed 
delay distributions for a typical Class 0 packet at Q1 and 
Q2, against simulation for Prob9by2 data. Again, it can 
be observed that the computed results are validated by 
their simulation-based estimations.

Since Geom(10,0.29825) has a lighter tail than Prob-
9by2 (cf. Figure 2), the delay distributions of the former 
case are lighter (stochastically less than) compared to 
those of the latter case, as observed in Figures 4 and 7 
as well as in Figures 5 and 8.

Fig. 8. Stationary Delay Distribution of Class 0 at Q2: 
Prob9by2 Batch Sizes

4.2 END-To-END DElayS

The associativity of the stationary delays at Q1 and 
Q2 is verified for results of numerical computation as 
well as simulation for Geom(10,0.29825) and Prob9by2 
batch size distributions. The results are summarized in 
Tables 4 and 5.

In both cases, it is observed that the variance of the 
stationary total delay (estimated by simulation) is lower 
bounded by the sum of variances of these stationary 
delays at individual queues (for both simulation and 
numerical computation). This provides a validation of 
the lower bound given by Eq. (13). The variance of de-
lays with Prob9by2 batch arrival distributions is larger 
than those with Geom(10,0.29825) distributions since 
the heavier tail of Prob9by2 leads to larger variances.

Table 4. Stationary Delay Variances: 
Geom(10,0.29825) Data

Simulated Computed

Var [Delay at Q 1] 21.0888 21.2862

Var [Delay at Q 2] 16.7995 18.6227

Sum of Variances 37.8883 39.9089

Var [Total Delay] 44.7317 NA
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Table 5. Stationary Delay Variances: Prob9by2 Data

Simulated Computed

Var [Delay at Q 1] 107.5180 111.9067

Var [Delay at Q 2] 84.4776 108.3647

Sum of Variances 191.9956 220.2714

Var [Total Delay] 226.5120 NA

5. CONCLUSION

A computational approach to the delay distributions 
in multiclass discrete time tandem networks with gen-
eral batch size distributions and interfering traffic at 
each node is developed. The delays of the first pack-
ets from consecutive batches of a class are related by 
using a sequence of truncated Lindley recursions. A 
convolve-and-sweep algorithm is developed to handle 
the non-renewal arrival processes and solve these re-
cursions and compute the distributions of the delays 
and inter-departure distributions.  

The delays experienced by a typical packet at differ-
ent queues are shown to be associated random vari-
ables. This is used to compute a lower bound on the 
variance of the end-to-end delay as the sum of varianc-
es of the individual delays experienced at the queues. 

An object-oriented implementation of the devel-
oped algorithm is carried out facilitating the modelling 
of different network configurations. A library of rou-
tines to compute with discrete probability distributions 
is also developed to aid the computations. 

The developed computational algorithm for the de-
lay distributions and the lower bound on the variance 
of the total delay are validated using simulation for a 
tandem network of two queues with cross-traffic at 
each node under two different batch size distributions. 

There are several directions for extending the work 
presented in this paper. Algorithm 1 can be applied to 
tandem networks with more than two classes at each 
node and each stream traversing several nodes. It can 
be extended to handle more general arrival processes 
such as Markov modulated arrivals. The solution ap-
proach may be extended to compute the joint distribu-
tions of the delays in different queues which will allow 
exact computation of the total end-to-end delays. A 
non-trivial extension of the developed approach would 
be to extend it to networks with routing and feedback.

6.  APPENDIX

In this Appendix, Theorem 1 is proved using Math-
ematical Induction.

The delays experienced by an arbitrary Class 0 job 
at Q1 and Q2 are, respectively, Yj,k

(0) = Dj,k
(0)+θ,j=1,2 (cf. 

Eq. (2)). Since θ is independent of Dj,k
(0), it is enough 

to prove that Dj,k
(0), j = 1,2 are associated random vari-

ables.

The idea of the proof from [23] is adapted for show-
ing that D1,k

(0) and D2,k
(0) are associated. 

For any non-negative integers x0 and x1, 

(14)

Applying it iteratively on Eqs. (5)-(6), we obtain

(15)

from Eq. (7). Similarly, from Eqs. (9)-(12),

(16)

Inserting Eq. (8) into Eq.(16) gives,

(17)

Hence, from Eq. (10), it follows that

(18)

Now, assume D1,k
(0) and D2,k

(0) are associated random 
variables. From Eqs. (15) and (18), D1,k+1

(0)and D2,k+1 
(0) 

are increasing functions of the random vector

(19)

Since  and -Δ1,k
(0) are independent random vari-

ables, they are associated [22]. Also, as a pair, they are 
independent of pair of random variables {D1,k

(0), D2,k
(0)} 

which are assumed to be associated. Hence, the vec-
tor in Eq. (19) is a vector of associated random variables 
[22]. Since D1,k+1

(0)and D2,k+1
(0) are increasing functions 

of this random vector, they are associated [22]. This 
proves the induction hypothesis.

For the system starting with zero packets, the same 
argument as in the above paragraph shows that D1,1

(0) 
and D2,1

(0) are associated random variables, establish-
ing the basis case. 

Hence, by Mathematical Induction, it follows that 
D1,k

(0) and D2,k
(0) are associated random variables, for all 

k≥0, completing the proof.
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Abstract – Numerous wireless sensor networks (WSN) applications include monitoring and controlling various conditions in the 
environment, industry, healthcare, medicine, military affairs, agriculture, etc. The life of sensor nodes largely depends on the power supply 
type, communication ability, energy storage capacity and energy management mechanisms. The collection and transmission of sensor data 
streams from sensor nodes lead to the depletion of their energy. At the same time, the storage and processing of this data require significant 
hardware resources. Integration between clouds and sensor networks is an ideal solution to the limited computing power of sensor networks, 
data storage and processing. One of the main challenges facing systems engineers is to choose the appropriate protocol for integrating 
sensor data into the cloud structure, taking into account specific system requirements. This paper presents an experimental study on the 
effectiveness of integration between sensor networks and the cloud, implemented through three protocols HTTP, MQTT and MQTT-SN. A 
model for studying the integration of sensor network - Cloud with the communication models for integration - request-response and publish-
subscribe, implemented with HTTP, MQTT and MQTT-SN. The influence of the number of transmitted data packets from physical sensors to 
the cloud on the transmitted data delay to the cloud, the CPU and memory load was studied. After evaluating the results of sensor network 
and cloud integration experiments, the MQTT protocol is the most efficient in terms of data rate and power consumption.

Keywords: communication protocols, integration, sensor networks, cloud.

1. INTRODUCTION

Modern technological advances in sensor architec-
ture, device miniaturisation, and wireless networks 
have facilitated wireless sensor networks' design, dis-
tribution, and application (WSN). The sensor networks 
are self-organising and consist of many different types 
of sensors, equipped with tools for monitoring, pro-
cessing and communication, which are located in a cer-
tain area for monitoring, controlling and transmitting 
data to each other via wireless communication. The ap-
plications of WSN are numerous and include monitor-
ing and control of a wide variety of conditions in the 
environment, everyday life, industry, healthcare, medi-
cine, military affairs, agriculture, etc. The life of sensor 
units largely depends on the power supply types, their 
ability to communicate, energy storage capacity and 
energy management mechanisms. The collection and 
transmission of sensor data from sensor nodes lead 
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to the depletion of their energy. At the same time, the 
storage and processing of this data require significant 
hardware resources. Designing additional capability to 
process the collected data can significantly increase 
the cost of the sensor. Due to the lack of battery power 
and bandwidth, the sensor nodes cannot store and 
process extensive data [1]. Therefore, storing and pro-
cessing raw data is a challenging task.

On the other hand, cloud structures provide enor-
mous computing power and storage space. Integra-
tion between clouds and sensor networks is an ideal 
solution to the limited computing power of sensor net-
works, data storage and processing. A new paradigm 
called "Sensor Cloud Computing" has been formulated 
to achieve this integration. Therefore, the sensor cloud 
arises to perform many tasks that are not possible from 
sensor networks [2]. The widespread use of WSN in 
many processes poses more and more severe problems 
related to the ability of people to share and analyse 
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sensor data in real-time. This large volume of data is a 
prerequisite for the trend for many companies to pre-
fer and switch to using cloud databases for data stor-
age and processing. Therefore, the collected sensory 
data is not only stored and processed in the clouds but 
can be accessed anywhere, anytime. Maintaining and 
providing the resources to the end-users of the sensor 
cloud is a challenging and important task. Researchers 
from academia, industry and standards organisations 
continue to work and offer potential solutions to this 
challenge.

This paper presents the sensor cloud architecture, 
focusing on the sensor network-cloud integration pro-
cess. Some of the most used integration protocols are 
briefly analysed. The goal is to conduct an integration 
efficiency implementation experiment with an actual 
physically built sensor network. That network will send 
data to the cloud and performs tests on the influence 
of the different parameters that transmit data packets 
via HTTP (Hypertext Transfer Protocol), MQTT (message 
queue telemetry transport) and MQTT-SN (sensor net-
work) protocols.

The paper contains a representation of Communica-
tion protocols for sensor data integration, the impact of 
the protocols on the integration effectiveness, Models 
for studying the integration of sensor data into a cloud 
structure, Communication models for sensor network 
- cloud interaction, Experimental design, Experimental 
study of the parameters influence of the transmitted 
packets on the delay, Results and discussions, Conclu-
sion.

2. LITEraTurE rEvIEw

The conclusions that the authors give in [4, 5, 8, 13, 
14, 15,16,17] can be systematised like this:  MQTT is 
more suitable over HTTP when the same connection is 
reused as much as possible. If connections are created 
and broken frequently to send individual messages, the 
performance is not considerable compared to HTTP.

Except the protocols message format, another im-
portant feature, determining the integration efficiency, 
is the protocols communication models.

MQTT uses Pub/Sub model with broker, which collect 
all data and sends particular messages, only to clients, 
that are subscribed for them. In this way the payload is 
reduced, and so it is better for WSN than HTTP Request/
Response model [14,15,16,17,18,19,20].

The proposed methods [13,14,15,16,17,18,19,20,21] 
cannot be easily applied in many IoT applications due to 
the limitations of IoT devices. Depending on the func-
tional requirements of each model, a suitable solution 
would be using gateway devices/software with higher 
processing/memory capabilities. The data is transmit-
ted from end devices to the Gateway, where various 
optimisation methods can be applied before further 
transmissions to the cloud [14,15,16,17,18,19,20,21,22].

3. COMMUNICATION PROTOCOLS FOR 
INTEGRATION OF SENSOR DATA TO CLOUD

The biggest challenge in designing "sensor-cloud" 
systems is establishing a communication channel be-
tween devices, gateways, servers and cloud platforms. 
Therefore, this task requires the use of different proto-
cols. The complete communication stack contains the 
protocols distributed in four different layers: applica-
tion, transport, Internet and the channel layer [3]. Some 
characteristics of popular protocols for "sensor-cloud" 
integration are shown in Table 1.

Protocols
Characteristic 

Communication 
model

Transport 
layer QoS Security

HTTP Request - 
response TCP - TLS/SSL

MQTT Publish-subscribe TCP
QoS-0, 
QoS-1 
QoS-2

TLS/SSL

MQTT-SN Publish-subscribe UDP
QoS-0, 
QoS-1 
QoS-2

TLS

Table1. Protocols for integration of WSN 
into the cloud

As can be seen from Table 1. the communication 
channel can be established by appropriate data trans-
mission protocols. By selecting a protocol in the appli-
cation layer, we can influence the settings in the trans-
port and Internet layers protocols to be predefined. 
The channel layer is usually determined by the hard-
ware solutions, including IEEE 802.15.4, Z- wave, 802.11 
WiFi, Bluetooth Low Energy (BLE), Zigbee, etc.

In sensor and IoT (Internet of things) networks, many 
small data blocks from different devices are transferred 
across different networks. Although the Internet Proto-
col IP is accepted for most types of communication, it has 
some problems when applied to IoT sensor networks. 
Internet access requires application protocols running 
over TCP/IP (Transmission Control Protocol) or UDP/IP 
(User Datagram Protocol). In addition, IP addressing de-
pends on the physical location, which causes the problem 
of network control complexity. To address these issues, 
various name-based architectures have been discussed, 
such as Named Data Networking (NDN), Content-Centric 
Networking (CCN), and Information-Centric Networking 
(ICN) [4], [5], [6]. MQTT is one of the most commonly used 
protocols in name-based architectures because it reduces 
high data transmission costs and provides highly efficient 
communication in IoT systems. It also uses Name-based 
routing, thus reducing the need for routing, compared to 
IP addresses, for IoT traffic flows.

3.1. HTTP For CoMMuNICaTIoN IN SENSor 
NETworkS

HTTP determines how messages are transmitted and 
formatted on the Internet and all websites. HTTP trans-
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fers many small packets when communicating with 
sensor and IoT devices and provides reliable communi-
cation over TCP/IP. Connections established by TCP are 
released on each access, as the available data is trans-
ferred based on IP and URL address and their connec-
tion changes dynamically [7]. This communication fea-
ture in sensor and IoT devices causes severe costs and 
consumption of network resources, and long delays.

3.2. MQTT 

MQTT is ideal for use in many situations, includ-
ing limited environments, such as communication in 
M2M and IoT, requiring low power consumption, mak-
ing it one of the most popular protocol solutions for 
data transmission in the limited environments [8]. The 
protocol works on TCP/IP, providing orderly, lossless 
two-way connections. The MQTT Publish/Subscribe 
paradigm is event-driven and allows messages to be 
moved between a broker and two MQTT clients (pub-
lisher/subscriber). The broker receives and processes all 
messages, separates the publisher from the subscriber 
and acts as a router for the messages, deciding where 
to send them [9]. The publisher, in turn, creates differ-
ent topics in the broker, as shown in Fig.1.

The MQTT has three different levels of Quality of Ser-
vice QoS 0, QoS 1 and QoS 2. The QoS level determines 
the delivery guarantee of a specific message.

MQTT offers SSL/TLS protocols and a client SSL cer-
tificate for the security of the transferred content. The 
MQTT protocol is not text-based, and without SSL/TLS, 
communication is fully open, and the password is the 
main concern.

Fig.1. MQTT Architecture

Depending on the desired level of security, the MQTT 
protocol prescribes the following TCP channels:

•	 1883 = non-encrypted MQTT and the channel 
should not be used for sensitive data.

•	 8883 = encrypted MQTT, data is encrypted with 
SSL/TLS, and customer support is required to es-
tablish the connection.

•	 8884 = encrypted MQTT + client certificate - this 
is the highest level of security available for MQTT 
communication. In addition to the encrypted 
data using the SSL/TLS protocol, the client must 
authenticate with a certificate issued by the bro-
ker. So far, however, this channel is maintained 
by only a few public brokers (e.g. Mosquitto - 
test.mosquitto.org server).

3.3. MQTT-SN

MQTT-SN is an adapted version of MQTT for WSN, 
making it suitable for sensor devices due to its low 
power, bandwidth limitation, and compact messag-
ing. MQTT-SN uses UDP/IP transport communication 
protocol because it's lighter than TCP/IP. There are 
three types of MQTT-SN components: MQTT-SN cli-
ents, MQTT-SN GW gateways, and MQTT-SN forward-
ers [10].

MQTT-SN clients connect to the MQTT broker/server via 
the MQTT-SN GW using the MQTT-SN protocol. MQTT-SN 
forwarders are responsible for transporting messages to 
GW. The gateways used are of two types [11], [12]:

•	 Transparent Gateway, where each MQTT-SN con-
nection has a corresponding MQTT connection. 
This is the most accessible type to implement.

•	 The aggregating Gateway represents multiple 
MQTT-SN connections that share a single MQTT 
connection.

4. INVESTIGATION OF THE IMPACT OF THE 
PROTOCOLS ON THE EFFECTIVENESS OF 
INTEGRATION

WSN faces many limitations and challenges related 
to the storage of large volumes of sensor data, their 
processing, scalability, security, accessibility, etc. Con-
necting the sensor network to the cloud structure 
solves the problem of storing, processing and trans-
mitting large volumes of data generated by the sen-
sor networks in real-time. This paradigm is known as 
"Sensor-Cloud" and can be implemented with physi-
cal and virtual sensors. Several advantages of using a 
"Sensor-Cloud" are described in [13]. The WSN - cloud 
communication can be realised through Gateway de-
vices.

This study aims to assess the integration by examin-
ing the impact of the protocols type on the integra-
tion of sensor network data to Cloud - HTTP, MQTT 
and MQTT-SN. The integration evaluation can be done 
according to package number, topics per packet, and 
bit value criteria. The general requirement is reliable 
data transmission from sensor nodes to the database 
in the cloud. As a parameter's efficiency for the inte-
gration, we accept the delay of the transmitted data, 
the CPU (central processing unit) and RAM (random-
access memory) load, showing the consumed energy 
degree.
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4.1 ModEL For STudyINg THE INTEgraTIoN 
 oF SENSor daTa INTo a CLoud 
 STruCTurE

The model from fig. 2 is in accordance with the scheme 
for data transmission between the sensor network and 
the Cloud via Gateway, analysed in detail in [14].

Fig. 2. Model for integrating sensor data to a cloud 
structure

The physical layer-includes different intelligent sen-
sors that send data to the microcomputer.

The network layer includes a microcomputer that 
acts as a gateway and forwards data to a base station. 
The base station transports the received data to the 
cloud platform, which contains data storage and pro-
cessing servers.

The platform management layer provides data stor-
age and device management features.

The application service layer is connected to the 
cloud platform via the API (Application Programming 
Interface) to implement the function for online data re-
quests and remote monitoring.

The advantage of the technology used is the possi-
bility of remote control via mobile phone or tablet and 
the low cost.

4.2. CoMMuNICaTIoN ModELS For 
  INTEraCTIoN bETwEEN THE SENSor 
  NETwork aNd THE CLoud STruCTurE

The experiments were conducted with two commu-
nication models: "request-response" and "publish-sub-
scribe". The communication model request-response 
is implemented with the HTTP protocol and publish/
subscribe via MQTT and MQTT-SN.

4.3. dESIgN ExPErIMENT 

The Experimental design includes 

•	 An Xbee/Zigbee sensor network has been built. 

•	 The sensor data is collected (via Routers in Mesh 
topology) and aggregated in the Coordinator. 

•	 Then it's transmitted to the RPI4 microcom-
puter, which loads pre-developed code for the 
experiment. RPI4 transmits the sensor data to 
the ThingBoard Cloud [15] via MQTT, HTTP and 
MQTT-SN, Fig.4. 

The ThingBoard Cloud is free code and supports vari-
ous integration protocols. As can be seen from the doc-
umentation [15], the ThingBoard Cloud is not designed 
to access MQTT-SN data.

Fig. 3. Experiment design

MQTT-SN requires MQTT-SN Gateway, which acts as 
a protocol converter to convert MQTT-SN messages to 
MQTT messages [12].

4.4. ExPErIMENTaL STudy oF THE  
 INFLuENCE oF THE ParaMETErS For  
 THE TraNSMITTEd PaCkETS  
 oN THE dELay.

The main focus of the proposed experiment is the 
influence of different parameters, such as number of 
packets, number of topics in packets and bits for each 
topic, on the speed (delay) of data transmission to the 
cloud via different protocols HTTP, MQTT and MQTT-
SN. The parameter values can be changed via code set-
tings. Many scenarios have been studied.

5. RESULTS AND DISCUSSIONS

Fig.4. The number of transmitted packets 
Influences the delay

•	 A study of the number of transmitted packets in-
fluences the delivered data delay, Figure 4.

The study shows that we have the highest level of 
delay in HTTP due to the bigger header. Next in line is 
MQTT-SN due to gateway usage. MQTT offers a minor 
delay, a due smallest header of 2 bytes.

•	 A study of the number of transmitted packets in-
fluences RAM in MB

With packages increasing, the difference in proto-
col's impact on RAM load increases, in a way that HTTP 
shows the highest level of RAM stress, followed by 
MQTT-SN and MQTT. The conclusions of the results are 
based on the already discussed protocol's features.
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•	 Number of transmitted packets Influence on 
CPU, MHz, Fig. 6.

Fig. 5. Number of transmitted packets 
Influence on RAM

Fig. 6. Influence of the number of transmitted 
packets on the CPU

MQTT-SN shows the highest CPU load at the greatest 
packet numbers, followed by HTTP and the lowest load 
levels in MQTT. The results are based on the already dis-
cussed protocol's features.

•	 A study of the complex parameters influence the 
packets data delay

Fig. 7. The complex influence of packet parameters 
on the delay of transmitted data

This study considers the simultaneous influence of 
the three package parameters: number of packages, 
number of topics in the packages and bit value for each 
topic. Fig. 7 shows that in MQTT, the delay is almost un-
changed, and MQTT-SN is in second place with minimal 

delay impact. It can be summarised that the biggest 
delay is in HTTP.

The limitations are on half of the ThingsBoard Cloud, 
which allows us to upload only a certain amount of 
data. Above that border, the cloud doesn't allow us to 
send more data.

•	 Verification of the transmitted data

The Wireshark software research tool performs the 
transmitted packets' destination and size verification 
for each examined protocol. Fig.8, fig 9 and fig.10 show 
the transmitted data via the HTTP, MQTT and MQTT-SN 
protocols.

Fig. 8. HTTP POST commands

Fig. 9. MQTT PUBLISH and DISCONNECT commands

Fig.10. Send data via UTP for MQTT-SN

The analysis of the results, obtained from the experi-
mental studies of the transmitted sensory data from 
physical sensors, gives grounds to draw the following 
conclusions:

MQTT provides the least delay in data transmission, 
the least CPU and RAM load, respectively, and requires 



432 International Journal of Electrical and Computer Engineering Systems

the least power consumption and the shortest time for 
data transmission.

MQTT-SN works with more significant delay and 
higher energy consumption. One of the reasons, in 
our opinion, is the additional processing that is imple-
mented in the serialisation process using the MQTT-
SN Gateway to convert data structures or objects to 
a byte stream, which explains the more significant 
delay.

Evaluating the results of integration experiments, the 
most efficient data rate and the energy consumption 
is MQTT.

The obtained results provide useful and practically 
applicable information for the designers of such sys-
tems on the efficiency of the transmitted data through 
the protocols for integrating sensor data HTTP, MQTT 
and MQTT-SN to the cloud structure.

The main contributions are the developed Python 
code for the experiments and the Gateway configu-
rations in both hardware and software. In the general 
sense, Gateway converts different protocols at differ-
ent levels. We can connect different devices/programs 
using gateways, working on different technologies, on 
single personally designed model platforms.

We plan to include more protocols, such as CoAP, be-
cause it works on UDP but uses a "request-response" 
model. Also, we plan to encrypt the protocols.

6. CONCLUSION 

Integration between clouds and sensor networks is 
ideal for the limited computing power of sensor net-
works, storage, processing and access to sensor data 
anywhere and anytime. Designing, maintaining and 
providing end-user resources from the sensor cloud is 
a challenging and important task.

This paper is devoted to studying the integration be-
tween the sensor network and the cloud in transmit-
ting sensor data to the cloud.

Has been created а model for studying the integra-
tion of sensor network - Cloud with the communica-
tion models for integration – "request-response" and 
"publish-subscribe", implemented with HTTP, MQTT 
and MQTT-SN.

An algorithm and Python code have been developed 
to conduct the experiments, the operability of which 
has been verified using the Wireshark tool.

The influence of the number of transmitted data 
packets from physical sensors to the cloud on the 
speed (delay) of the transmitted data to the Cloud, CPU 
and memory load was studied.

From evaluating the results of the experiments for in-
tegration between the sensor network and the cloud, 
the MQTT protocol is the most efficient in terms of data 
transfer rate and energy consumption.
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Abstract – Underwater Wireless Sensor Networks (UWSNs) handle many underwater applications such as environment monitoring, 
surveillance and navigation. These applications generate varied types of traffic such as continuous bit rate, sporadic and different 
packet sizes, leading to additional QoS requirements that are traffic and application dependent. This paper presents the development 
of a Quality of Service Aware Source Routing (QASR) protocol. QASR discovers multiple paths from the sources to the sinks and selects 
the most QoS compatible route among them. QASR is distinctive because it incorporates multiple QoS parameters such as Signal 
to Noise Ratio (SNR), latency and residual energy. Depending on which of these parameters are chosen, QASR has three variants, 
namely, QASR-Latency (QASR-L), QASR-Residual Energy (QASR-RE) and QASR-Signal to Noise Ratio (QASR-SNR). The performance of 
QASR protocol is compared against traditional source routing protocols, with simulations showing a reduction of about 10% to 20% 
in latency and about 5% to 10% lesser energy consumption than source routing. QASR protocol exhibits comparable performance 
to classic source routing protocols while simultaneously adhering to the QoS requirements of the application. It is also worth noting 
that the performance profile of all the three variants of QASR do not have sudden and drastic variations, with the performance 
profiles showing consistent trend-lines.

Keywords: Underwater Wireless Sensor Network (UWSN), Underwater Acoustic Communication (UAC), source routing protocol, 
Quality of Service (QoS), application traffic, DESERT simulator

1. INTRODUCTION

Underwater Wireless Sensor Networks (UWSNs) are 
wireless sensor networks deployed in an underwater 
environment. UWSNs are used extensively in ocean 
sampling networks, environmental monitoring, under-
sea exploration, disaster prevention, assisted naviga-
tion, distributed tactical surveillance and mine recon-
naissance [1]. Depending on the application that US-
WNs are deployed for, there is a considerable variation 
in the type of traffic in application layer that they have 
to be modelled for. As shown in Fig. 1, the varied ap-
plications naturally imply that a UWSN generates dif-
ferent kinds of traffic.

Volume 13, Number 6, 2022

Fig. 1. Classification of traffic patterns in UWSNs

Application-based traffic patterns also demand an 
awareness of different Quality of Service (QoS) pa-
rameters. For example, pollution monitoring may 
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require the system to support sporadic data genera-
tion while allowing for slightly relaxed reliability. In 
contrast, applications that sense underwater seismic 
activity have more stringent reliability requirements 
and generate continuous data. Furthermore, military 
applications that transmit live audio/video streams 
demand that the links support enhanced bandwidth 
requirements.

The authors of this paper envision the research pre-
sented here as a first step toward a more generic and 
versatile underwater communication architecture ca-
pable of addressing significant system performance 
parameters such as node mobility and deployment 
strategy, medium access, routing, modulation tech-
niques, energy efficiency and QoS requirements. A 
recurring theme in MAC and routing protocols is that 
they are usually designed for specific application only. 
In addition, there is a distinct lack of research on uni-
fied communication architectures for UWSNs which 
can handle the communication requirements of differ-
ent applications.

This paper presents a Quality of service Aware Source 
Routing (QASR) protocol that can be configured to 
choose QoS parameters on the fly. In particular, QASR 
protocol is designed to incorporate three QoS pa-
rameters: residual energy, latency and Signal to Noise 
Ratio (SNR). The principle of source routing is used to 
discover multiple routes from the source node to the 
sink node, and the most QoS appropriate route is cho-
sen from among them. QASR protocol achieves energy 
efficiency by optimizing the route discovery process, 
caching reusable routes and applying reactive routing. 
In addition, QASR protocol is extensively simulated to 
ensure that it conforms to the requirements of various 
applications such as density of node deployment, traf-
fic characteristics, energy efficiency and data packet 
size and frequency.

In the existing literature, QoS is viewed differently 
by different researchers. For example, in some re-
search papers, the emphasis of QoS is mainly confined 
to traditional output parameters of the system such 
as throughput, latency, packet delivery and jitter. For 
UWSNs, another important QoS parameter of relevance 
is the energy efficiency. With the UWSNs increasingly 
catering to the more diverse and heterogeneous appli-
cations, the energy efficiency has moved from being a 
best-effort attempt to an essential parameter in taking 
decisions related to routing, clustering, medium access 
and even deployment strategies.  Among others, the 
studies pertaining to energy efficient routing protocols 
are presented in [2] and [3].

In the recent past, void-aware and void mitigation 
routing has become a topic of considerable impor-
tance attracting significant interest from the research-
ers. Voids are black holes for data, resulting in overuse 
of the nodes in routing. This potentially causes a link 
outage because of the depletion of nodes in the net-
work. The authors of [4] present the variants of void 

aware routing protocols and the associated challenges 
in their development.

The above referred research papers, and the litera-
ture reviewed in Section 2, clearly highlight an inter-
esting shortcoming in the design of routing protocols 
for UWSNs. Designing a routing protocol for an accept-
able single parameter of QoS, such as latency, energy 
efficiency, void avoidance or link quality, invariably re-
sults in an unresolved or unknown trade-off in other 
QoS parameters. Protocols are generally designed for 
specific traffic patterns, particular sensing environ-
ments and explicit QoS requirements. Therefore, it is a 
desirable and prudent wish that the needs of the var-
ied applications of UWSNs and the traffic patterns they 
generate will be better served by a more generic and 
versatile routing protocol that supports multiple QoS 
parameters after its deployment also.

The primary emphasis of this paper is to address the 
following:

•	 Enhance the concept of source routing so that 
the source node is aware of all the available 
routes to reach the sink node.

•	 Use of this enhanced source routing and appro-
priate cross-layer information to track the QoS 
parameters as mandated by the developed rout-
ing protocol.

•	 Develop a source routing based protocol that 
can choose a path that supports the QoS re-
quirements mandated by the application. For 
example, if the application changes the QoS pa-
rameter of interest, the protocol can handle that 
also.

The rest of the paper is structured as follows: Sec-
tion 2 presents the related work, a brief description of 
some of the other QoS based routing protocols used 
in UWSNs. Section 3 describes the design of the QASR 
protocol, including the specifications and flowcharts 
used. Section 4 details the deployment scenario, sub-
sequently covering the simulation results of QASR pro-
tocol and comparative analysis. Section 5 presents the 
conclusions arrived at in the paper. It also proposes 
some suggestions for future work in continuation of 
the research presented in this paper.

2. RELATED WORK

The review of literature presented in this section on 
the development of routing protocols for UWSNs looks 
at some research studies where specific QoS param-
eters such as link quality, traffic priority, reliability and 
channel awareness are considered.

In their study in [5], the authors enhance the Direc-
tional Flooding based Routing (DFR) and develop two 
variants that focus on end-to-end reliability as the QoS 
requirement. The two variants, namely, QoS-Aware DFR 
with Angle Adaption (QA_DFR_AA) and QoS-Aware 
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DFR with Threshold Adaption (QA_DFR_TA), are de-
signed to adapt to node mobility, resulting in dynamic 
QoS requirements. The original DFR protocol does not 
accommodate mobile sources and sinks.

These protocols function by tracking the delivery 
ratio of each data flow and transmitting this informa-
tion to the source and intermediate nodes of this flow. 
Since the sources are aware of link reliability using this 
information, further routing can be calibrated accord-
ingly. Although this dynamic recalibration comes at 
the cost of increased overhead, there is an improve-
ment in the delivery of packets, thereby satisfying the 
QoS requirement of reliability.

The authors in [6] propose a Channel Aware Routing 
Protocol (CARP) that considers the link quality as the 
QoS parameter of interest. Cross-layer principles are 
invoked to apply link quality to choose the next hop 
along the path to the sink. CARP also uses ready infor-
mation, such as hop count, to route around voids while 
simultaneously focusing on nodes' residual energy and 
transmission power control to choose routes. CARP is 
analyzed by both simulations using Sapienza Univer-
sity Networking framework for underwater Simulation 
Emulation and real-life Testing (SUNSET) [7] and real-
life sea trials in the Mediterranean Sea. CARP is com-
pared with a focused routing-based protocol, Focused 
Beam Routing (FBR) [8] and a flooding based protocol, 
EFlood. CARP is found to be at least 40% more ener-
gy efficient than FBR and EFlood. It has a significantly 
higher packet delivery ratio.

In [9], a QoS aware evolutionary routing protocol for 
underwater wireless sensor networks called QERP is 
presented. QERP is a greedy clustering-based routing 
protocol that increases packet delivery, reduces energy 
consumption, and decreases end to end delay. QERP 
protocol is based on the assumptions about location 
awareness, CSMA for medium access, power control 
and mobility patterns. QERP is designed to be evolu-
tionary in nature, performing crossovers and muta-
tions. A fitness function that considers the clustering 
cost and link quality cost is derived to perform route 
selection.

QERP is simulated using MATLAB, and its perfor-
mance is compared with Depth Based Routing (DBR) 
protocol [10] and Vector Based Forwarding (VBF) [11] 
protocol. The delay was the least with QERP followed 
by DBR and VBF exhibiting the maximum delay. The 
clusters in QERP are smaller than other protocols that 
use the same concept, resulting in a better profile of 
energy consumption. The authors conclude that QERP 
improves the delay and reliability of data transfer in 
real-time scenarios.

QoSRP, proposed in [12], is a cross-layer QoS channel-
aware routing protocol for the Internet of underwater 
acoustic sensor networks. This protocol is designed for 
cross-layer, QoS aware, multichannel routing to ad-
dress time-critical marine monitoring applications. In 

addition, there are three mechanisms incorporated in 
it to aid data gathering to find vacant channels that can 
support high data rates while simultaneously avoiding 
congestion and balancing traffic.

QoSRP is simulated using NS-2 and AquaSim 2.0. Its 
performance is compared against Link quality-aware 
queue-based spectral clustering Routing Protocol 
(LRP) for underwater acoustic sensor networks [13], 
QERP and an energy efficient Multi-objective Evolu-
tionary Routing Protocol (MERP) for reliable data gath-
ering in the Internet of underwater acoustic sensor net-
works proposed in [14]. QoSRP performs better than 
the other protocols in conventional output parameters 
such as throughput, error rate, packet delivery and load 
balancing.

The research in [15] proposes a priority-based rout-
ing algorithm for underwater wireless sensor networks. 
This algorithm improves the QoS by classifying the traf-
fic as high and low priority based on the delay toler-
ance. The network area is divided into logical cubes 
by network barriers. Low priority data is allowed to 
use only one side of the cube in its attempt to reach 
the sink, while high priority data uses all the sides of 
a cube. The nearest neighbor is chosen based on the 
Euclidian distance.

The performance of this protocol is compared with 
Geographic and opportunistic routing protocol with 
depth adjustment for mobile underwater sensor net-
works (GEDAR) protocol [16] using the OPNET network 
simulator. The simulations show that the high prior-
ity and low priority modes of both the protocols con-
sistently perform better than GEDAR with respect to 
packet loss, latency, and residual energy.

A Delay-Intolerant Energy-Efficient Routing proto-
col with sink mobility in underwater wireless sensor 
networks, DIEER, is presented in [17]. This protocol as-
sures data dissemination, even at the cost of energy 
efficiency. The study uses a multi-prong optimization 
approach to optimize sink mobility, data transmis-
sion and dissemination. This is applied to 3D mobile 
sensor networks characterized by dense deployment 
and mobile sinks. The authors claim that usage of 
a mobile sink reduces delay and energy consump-
tion. Further, a mobile sink allows the optimization 
of transmission distance to reduce the number of re-
transmissions of data.

The DIEER protocol aims to maximize network life-
time and minimize end to end delay. Performance 
comparison is carried out with Mobicast [18]. The simu-
lation results show that DIEER protocol performs bet-
ter than Mobicast for dense deployments and achieves 
lower delays.

A summary of the literature reviewed is tabulated in 
Table 1. This summary highlights the QoS parameters 
considered, basic operation and limitations of the pro-
tocols reviewed and referred in this paper. 
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Table 1. Summary of Literature Reviewed

Sl. No. Name of Protocol QoS parameter/s Basic Principles Limitations of Protocol

1 QoS Aware DFR [5] Node mobility and 
link reliability

Enhancement of DFR that allows node mobility. 
Routes are established using links that have 

been proved reliable previously. 

Increased overhead possibly resulting 
in higher latency.

2 Channel Aware 
Routing Protocol [6] Link quality Link quality is used to choose the next hop 

along the path to the sink.
Effect of node mobility on protocol 

performance is not evaluated.

3
QoS aware 

evolutionary routing 
protocol [9]

Clustering cost and 
link quality cost

A greedy approach is applied that increases 
packet delivery, reduces energy consumption, 

and decreases end to end delay.

There is an assumption that the 
protocol is aware of the locations of the 

nodes and their mobility patterns. 

4
Cross-layer QoS 
channel-aware 

routing protocol [11]

Time-critical 
communication

Protocol uses channel detection, assignment 
and forwarding mechanisms to find vacant 

channels that can support high data rates while 
avoiding congestion and balancing traffic.

Effect on node mobility on protocol 
performance is not evaluated.

5
Priority-based 

routing algorithm 
[15]

Traffic 
classification 

based on Priority

Network area is divided into cubes and paths 
are assigned based on priority of data.

Only two levels of priority may not be 
appropriate for real world scenarios.

6 QASR (Proposed  in 
this Paper)

Signal to Noise 
Ratio, Residual 

Energy and 
Latency

Concept of source routing is used to select 
routes based on the QoS parameter chosen. 

The route discovery can be enhanced 
to directly choose the QoS compliant 
route instead of selecting one from 

multiple possibilities.

3. DESIGN OF QASR PROTOCOL

The operation of the QASR protocol proposed in this 
paper is divided into three phases:

Phase 1: Selection of data haul node and data 
aggregation 

Phase 2: Route establishment

Phase 3: Data transfer

These phases are detailed in this section after the in-
troduction of network architecture for QASR.

3.1. NETWoRK ARChITECTURE

To facilitate the implementation of QASR, it is as-
sumed that the nodes of UWSN are deployed in clus-
ters in a stretch of ocean. The nodes are classified as 
sensing nodes, data haul nodes and sinks. Sensing 
nodes are static nodes responsible for sensing infor-
mation and broadcasting it to the data haul nodes. 
The data haul nodes are mobile nodes, analogous to 
cluster heads, capable of movement and control of two 
aspects of the communication: They receive data from 

the sensing nodes in their cluster. This is done by mov-
ing within the cluster. The data haul nodes also create 
a multi-hop ad-hoc network among themselves, send-
ing data collected from their clusters towards the sink. 
A single cluster is shown in Fig. 2, and a representation 
of the deployment of sensor nodes is depicted in Fig. 3.

Sensing and data-haul nodes are functionally in-
terchangeable; the sensing node with the highest 
residual energy is chosen as the data haul node for a 
particular data flow. The protocol dictates that the data 
haul nodes be mobile while the sensing nodes are 
static. There are multiple sinks in the network architec-
ture, and transmission is deemed successful if the data 
reaches any one of the sinks.

The following are the assumptions to facilitate the 
protocol design:

Assumption 1: The sensing nodes are aware of their 
positions in the Cartesian coordinate system.

Assumption 2: The sensing nodes of each cluster are 
fixed; by extension, the coverage area of each cluster 
is fixed.

Fig. 2. A single cluster consisting of sensing nodes 
and one data haul node Fig. 3. Typical deployment scenario



439Volume 13, Number 6, 2022

Sensing and data-haul nodes are functionally in-
terchangeable; the sensing node with the highest 
residual energy is chosen as the data haul node for a 
particular data flow. The protocol dictates that the data 
haul nodes be mobile while the sensing nodes are 
static. There are multiple sinks in the network architec-
ture, and transmission is deemed successful if the data 
reaches any one of the sinks.

The following are the assumptions to facilitate the 
protocol design:

Assumption 1: The sensing nodes are aware of their 
positions in the Cartesian coordinate system.

Assumption 2: The sensing nodes of each cluster are 
fixed; by extension, the coverage area of each cluster 
is fixed.

3.2. SELECTIoN oF DATA hAUL NoDE AND 
DATA AGGREGATIoN

One of the main assumptions of QASR protocol is that 
the area of interest covered by each cluster is fixed along 
with the members of the cluster. Each cluster can be 
viewed as an undirected, fully connected graph G (V,E) 
where V ∈ set of nodes in that cluster and E represents 
the links. The weight of each link is calculated as the Eu-
clidian distance between the pair of nodes it connects. 
For example, if Si and Sj are two sensing nodes with coor-
dinates Si (xi, yi, zi) and Sj (xj, yj, zj), then the weight of the 
edge between them is given by Equation (1). 

(1)

The graph model of the cluster is illustrated in Fig. 
4. This is a cluster with five sensing nodes, and each 
node is connected to each other.

Fig. 4. A fully connected cluster showing the edges 
between the sensing nodes

The data haul node for each cluster is chosen as the 
node with the highest residual energy. The data haul 
aggregates the data by visiting each of the sensor 
nodes. Since one of the sensing nodes is designated as 

the data haul node, QASR protocol calculates the short-
est path of all-pairs for the graph so that each node is 
aware of the shortest path to be taken to reach all the 
nodes. 

The all-pairs shortest path involves finding the shortest 
path from all possible sources to destinations within the 
cluster. Since this is an undirected graph with no negative 
weights, the solution can be computed using Dijkstra's al-
gorithm or the Floyd-Warshall algorithm. However, since 
Dijkstra's algorithm has a higher time complexity ((ElogV)) 
than the Floyd-Warshall algorithm (O(V3)), the latter is cho-
sen to find the all-pairs shortest path.

Floyd-Warshall algorithm uses dynamic program-
ming to check if a given path from vertex Si to Sj has a 
lower total weight alternative if the path goes through 
another vertex Sk, i.e., Si→ Sk→Sj is a lower weight alter-
native to Si→ Sj. The mathematical formulation of the 
Floyd-Warshall algorithm is given in Equation (2).

(2)

In Equation (2), A[N] refers to the cost matrix with N 
nodes, DSi Sj indicates the total distance between nodes 
Si and Sj and E(Si, Sj ) is the edge between the nodes Si 
and Sj.

This paper uses the Floyd-Warshall algorithm to cre-
ate the array of routes R[N]. The algorithm is detailed in 
Algorithm 1 as shown below:

Algorithm 1 Floyd-Warshall Algorithm

Require: All pair shortest paths P[N]
Ensure: Cost Matrix A[N]
1: R[N] ← path (Si, Sj)=0        ∀ Si, Sj

 ∈ N
2: do k=1,N
3: do i=1,N
4: do j=1,N
5: if D(Si , Sk )+D_(Sk , Sj)<D(Si , Sj ) 
 thenD(Si , Sj)= D(Si , Sk )+D(Sk , Sj)
6: if path (Si , Sk)=0  
 then path (Si , Sj)←k
7: else path (Si , Sj)← path (Sj , Sk)
8: end if
9: end if
10: end do
11: end do
12: end do
13: do i=1, N
14: do j=1,N
15: if path (Si , Sj )=0 then path (Si , Sj)←j
16: end if
17: end do
18: end do
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This algorithm ensures that all the nodes have the 
cost matrix and know the shortest path to reach all the 
other nodes. This information is helpful once a node is 
designated as the data haul node. 

To identify the data haul node, QASR protocol per-
forms an intra-cluster MAC-level broadcast of the re-
sidual energy of each node in the cluster. Every node in 
the cluster broadcasts a ResEn frame that consists of its 
node ID and residual energy. This ResEn frame is stored 
by each node that receives it and subsequently for-
warded to the other sensing nodes in the cluster. Each 
node continues to receive this frame from other nodes 
until they have the residual energy of all the nodes in 
the cluster.

The node with the highest residual energy is chosen 
as the data haul node. Mobility patterns are set up so 
that the data haul node moves to the vicinity of each 
sensing node according to the cost matrix derived. The 
cost matrix does not change based on energy or any 
other parameter, and it continues to be applied as a 
shortest path finder.

At the end of phase 1, the UWSN is ready to discover 
routes to the sink and use them according to the appli-
cation requirements. Additionally, data haul nodes are 
identified, and mobility patterns have also been set up.

3.3. RoUTE ESTABLIShMENT

Route establishment in wireless networks can be pri-
marily of two types. In reactive routing, a route is estab-
lished between node A and node B only when there is 
data to be transmitted from node A to B. Conversely, 
proactive routing involves all the nodes in discover-
ing a route to all other nodes at the initial start of the 
network irrespective of whether they will be needed. 
QASR protocol performs reactive routing by consider-
ing the mobile data haul nodes as a multi-hop ad-hoc 
network. This reactive routing is based on the Source 
routing for Underwater Networks (SUN) protocol [19].

A route request (RREQ) packet is broadcast from 
the source data haul node with the destination as 
the broadcast address of the sinks. This RREQ packet 
is forwarded by the intermediate data haul nodes till 
the RREQ reaches one of the sinks. Every intermediate 
node that forwards the route discovery packet adds 
its address to the header. When the sink receives the 
RREQ, it completely knows the entire path followed. 
The sink, as a destination, unicasts a route reply packet 
(RREP) along the same path to the source data haul 
node. Since the RREQ is broadcasted, the source re-
ceives multiple RREPs and can choose the 'best' route 
to transmit the data. If an intermediate node does not 
receive an acknowledgement for forwarding the data 
to the next hop, it initiates a route error (RERR) packet 
and transmits it towards the source so that all the inter-
mediate hops can update their routing tables. Routes 
that are used successfully are cached so that they can 
be reused. 

The QASR protocol proposed in this paper consists of 
two types of packets: Control packets and data packets. 
Control packets are used for route discovery and main-
tenance, while data packets are used for aggregated 
data at data haul nodes. The control packet format is 
shown in Fig. 5.

In Fig. 5, Packet Type indicates whether the packet is 
RREQ, RREP or RERR. If the packet is an RREQ, the desti-
nation address is the broadcast group address of sinks, 
while the RREP uses the destination address field in 
unicast mode. The Path field is implemented as a struc-
ture to store a list of the nodes visited during route dis-
covery.

QASR protocol achieves QoS awareness by working 
in three modes: SNR, residual energy and latency. In 
the SNR and residual energy modes, the mode value 
field stores the minimum SNR or residual energy en-
countered during propagation of RREQ. The same 
information is unicast back to the source in the RREP 
packet, enabling the source to choose the path based 
on the QoS requirement of the application. The laten-
cy mode is similar, but it tracks the cumulative latency 
in the entire path instead of hop to hop. This control 
packet structure enables the source data haul node to 
choose a path with minimum SNR, residual energy or 
end-to-end delay. The caching of routes allows them 
to be reused without going through route discovery 
overhead.

Cross Layer Interactions

For QASR protocol to achieve the different modes 
of operation and to identify the data haul node itself, 
a significant amount of information is used that is not 
conventionally available at the network layer. For ex-
ample, the requirements of the application based on 
which the routes are chosen are available at the appli-
cation layer. The process of computing the minimum 
SNR and residual energy requires information typically 
available at the Physical layer. QASR protocol works 
on the principle of cross-layer optimization, assimilat-
ing all this information at the network layer and taking 
routing decisions based on them. Fig. 6 depicts the ex-
change of information in the QASR protocol.

Fig. 5. Control packet format of QASR

Fig. 6. Cross layer interactions of QASR
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Route Discovery

RREQ packets are used if the cache does not have a route from source to destination, or a RERR is encountered. 
The flowchart for the generation of RREQ is shown in Fig. 7, and its propagation at the intermediate nodes is 
shown in Fig. 8.

Fig. 7. Generation of RREQ

Fig. 8. Propagation of RREQ

When the RREQ is generated initially, the mode value 
is set to zero. When an intermediate node receives an 
RREQ, it extracts the mode value from it. Then the inter-
mediate node calculates the SNR of the incoming pack-
et or the residual energy of itself from the physical lay-
er. If the calculated SNR/residual energy is lesser than 
the mode value in the packet, the intermediate node 
updates the mode value. This ensures that the mode 
value indicates the minimum SNR or residual energy 
at every hop until that point in the propagation. The 
intermediate node also updates the timestamp field in 
RREQ to reflect the time of receipt of the packet. Once 
the RREQ reaches the sink, mode values and timestamp 
information are transmitted back to the source data 
haul node. The algorithm for updating the mode value 
is shown below.

Algorithm 2 Mode Value Update

Require: Updated mode value in RREQ
Ensure: Existing mode information RREQ.mode, 
Existing mode value RREQ.modeval, Existing time 
RREQ.time, timestamp time, Signal to Noise Ratio 
SNR and residual energy RE
1: do while RREQ.received is TRUE
2: if RREQ.mode=SNR then
3: if RREQ.modeval > PHY.SNR then 
 RREQ.modeval = PHY.SNR

4: end if
5: if RREQ.mode = RE then
6: if RREQ.modeval > PHY.RE then 
 RREQ.modeval = PHY.RE
7: end if
8: RREQ.time = time
9: end do

Route Reply

The transmitted RREQs reach the destination with infor-
mation about minimum SNR or residual energy and the 
end-to-end delay in the route that was taken. The destina-
tion copies these values into the RREP packet and unicasts 
it using the path information already present to transmit 
this to the source. The algorithm for the generation and 
propagation of RREP is presented in Fig. 9.

After the route establishment phase, QASR protocol 
is aware of all possible routes from source to destina-
tion. The data is aggregated at the data haul nodes, 
ready for transmission towards the sink. 

Fig. 9. Generation and propagation of RREP

Once the route establishment is completed, the 
source must choose the best route among the avail-
able options. This is carried out by considering the ap-
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plication requirements of either SNR, latency or residu-
al energy. Depending on the required mode of opera-
tion, QASR protocol initializes the respective path and 
inserts it into the data packet header.

The packet is subsequently transmitted to the 
next hop. The functioning of QASR protocol at 
the source data haul node is illustrated in Fig. 10. 

Fig. 10. QASR at source data haul node

4. SIMULATION ANALYSIS

To simulate QASR protocol, the DESERT Underwater 
Framework is used, which is an NS-2 based framework 
equipped with extensions to facilitate cross layer com-
munication and multiple radio interfaces and underwa-
ter acoustics. The performance of QASR protocol is com-
pared with Source routing for Underwater Networks 
(SUN) [19] and Information Carrying based Routing Pro-
tocol (ICRP) [20]. The performance of these protocols is 
evaluated in terms of their Packet Delivery Ratio (PDR), 
latency and energy consumption. The variable param-
eters are node mobility, node density and data rate. 
Subsequently, an analysis of the energy consumption is 
presented with respect to the improvement noticed in 
the energy efficiency of the QASR protocol.

4.1.  DETAILS oF SCENARIo FoR 
 SIMULATIoN STUDIES

The coverage area is 3000m3. Every cluster is as-
sumed to have ten sensing nodes. A multi-sink archi-
tecture is considered, with 30 nodes acting as sinks. 
Where used, the mobility model will be random way-
point. The simulation parameters are listed in Table 2.

Parameter Default Minimum Maximum

Coverage Area (m) 3000*3000*3000

Data Haul Nodes 20 5 50

Traffic (kbps) 25 10 100

Mobility (ms-1) Static 0.3 3

Mobility Based on the data aggregation algorithm

MAC Protocol Carrier Sense Multiple Access

Table 2. Simulation parameters

4.2. PERFoRMANCE WITh 
 VARIABLE MoBILITy

In this set of simulations, the mobility of the nodes is 
varied. The performance graphs of the different routing 
protocols in terms of PDR, latency and energy consump-
tion are presented in Fig. 11 to Fig. 13 respectively. Even 
though QASR protocol has been designed for mobility, 
the performance is relatively poor when the mobility is 
low. This means that the data haul nodes cannot reach 
all the sensing nodes in time to aggregate the informa-
tion, leading to reduced performance initially. Once 
data haul nodes are fast enough to reach the sensors, 
there is a significant improvement in the performance 
of QASR protocol. The fundamental behavior of the 
QASR protocol is the same irrespective of whether it is 
operating in the QASR-L, QASR-RE or QASR-SNR mode. 
The only difference is in the value carried in the mode 
field. Hence, it is noted that there is not much variation 
in the performance of the three variants of QASR.

The results of Fig. 11 show that although SUN has a 
higher packet delivery ratio than the variants of QASR pro-
tocol for static nodes, as mobility increases, PDR of QASR is 
about 10% higher than SUN. The variation of latency with 
change in mobility is shown in Fig. 12. ICRP has a higher 
latency (about 10% to 15%) with increased mobility, while 
the other protocols show comparable performance.

Fig. 13 shows the energy consumption of the proto-
cols being compared. Since SUN and ICRP are not de-
signed for mobile data haul nodes, their energy con-
sumption is higher for static nodes. This is attributed to 
the fact that the network does not converge complete-
ly when the data haul nodes are static. On the other 
hand, variants of QASR protocol show a predictable 
linear increase in the energy consumed by the nodes 
as the mobility of nodes increases.

International Journal of Electrical and Computer Engineering Systems
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Fig. 11. Variation of PDR with mobility

Fig. 12. Variation of latency with mobility

Fig. 13. Variation of energy consumption with 
mobility

4.3. PERFoRMANCE WITh  
 VARIABLE NoDE DENSITy

This set of results is obtained by varying the den-
sity of the nodes by changing the number of clusters. 
For the coverage area size considered, the number of 
clusters is increased from 5 to 100, with each cluster 
containing one data haul node. Fig. 14 shows that as 
the number of clusters increases, the PDR of SUN and 
ICRP reduces drastically. In addition, there is a reduc-
tion of about 25% in the number of packets delivered. 
Since the data haul nodes of QASR protocol are mobile, 
they can accommodate larger clusters, thereby reduc-
ing overheads and increasing PDR.  The results shown 
in Fig. 15 exhibit a similar trend, with the latency of 
SUN and ICRP about 150% to 200% more than QASR 
protocol. This increase is attributable to the increase in 
the overhead communication in the network because 
of increasing clusters. Fig. 16 shows a fairly linear in-

crease in energy consumption of all the protocols. The 
increase in node density affects all the protocols in a 
similar fashion.

Fig. 14. Variation of PDR with node density

Fig. 15. Variation of latency with node density

Fig. 16. Variation of energy consumption with node 
density

4.4.  PERFoRMANCE WITh  
 VARIABLE DATA RATE

In this set of simulations, the data rate of the traffic is 
changed. The performance graphs of the different rout-
ing protocols in terms of PDR, latency and energy con-
sumption are presented in Fig. 17 to Fig. 19 respectively.

Fig. 17 illustrates the deterioration of PDR with increas-
ing data rate. While all the protocols show a comparable 
decline, SUN and ICRP perform comparatively worse for 
extremely high data rates of 90 kbps to 100 kbps. This 
is because of the increasingly frequent route discovery 
and maintenance carried out by SUN and ICRP when 
the data rate increases. QASR protocols shows a similar 
trend since it is also based on reactive routing, with the 
routing overhead increasing with data rate.

Volume 13, Number 6, 2022
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Fig. 17. Variation of PDR with data rate

Fig. 18 shows the effect of increasing data rate on the 
latency of the routing protocols. It is noted here that as 
the data rate increases, the latency also shows a corre-
sponding increase of about 20%, with ICRP showing the 
maximum latency among the protocols. The latency val-
ues of QASR protocol are comparable to the other proto-
cols. Fig. 19 shows the energy consumption, which is by 
and large linear. In comparison with QASR protocol, SUN 
and ICRP show an increase of about 10% to 40% of the 
energy consumed, with an increasing data rate.

Fig. 18. Variation of latency with data rate

Fig. 19. Variation of energy consumption  
with data rate

5. CONCLUSION AND FUTURE DIRECTIONS

This paper presents the development and simulation 
analysis of QASR protocol, a QoS aware source routing 
protocol for UWSNs. QASR can choose the best routes 
based on QoS requirements of SNR, latency or residual 
energy. Depending upon the parameters based on 
which the routes are chosen, QASR protocol works in 
QASR-L, QASR-RE or QASR-SNR modes of operation. 

The intra-cluster data aggregation is handled by the 
sensing nodes’ broadcasting information when the 
data haul node visits them. Inter-cluster communica-
tion is achieved by building an ad-hoc multi-hop net-
work to reach the sinks. 

QASR protocol is developed to be QoS aware, choos-
ing different QoS parameters. For example, it can select 
between latency, residual energy and SNR. Such a pro-
vision for the choice in the selection of QoS parameters 
allows QASR protocol to be reconfigured while execut-
ing to consider any one of these parameters. This is a 
significant improvement over other QoS-based proto-
cols optimized for one QoS parameter only. 

QASR performs particularly well pertaining to la-
tency, showing a reduction of about 10% to 20% for 
varying mobility and data rate. For increasing node 
density, the performance of SUN and ICRP deteriorate 
drastically by a factor of 150% to 200% compared to 
QASR protocol. The energy consumption of QASR pro-
tocol also deteriorates gradually, without any sudden 
drops and sharp variations. In some cases of increasing 
node density and data rate, the energy consumption of 
QASR protocol is about 5% to 10% lesser than SUN and 
ICRP. It is observed that QASR protocol exhibits perfor-
mance comparable to source routing in underwater 
networks while simultaneously ensuring that the QoS 
requirements of the application are met. 

The performance of the QASR protocol shows that it 
works fairly reliably for scenarios with varying mobility, 
node density and data rate. The results show that the 
protocol performs gracefully, without any kinks, sud-
den drops or unexpected behavior. Based on the vari-
ous simulation studies presented in this paper, it is rea-
sonable to infer and conclude that the QASR protocol 
has performed well within the generally expected and 
acceptable trends of performance metrics. This in turn 
lends QASR protocol a desirable attribute of reliability. 
The performance characteristics of QASR protocol are 
adequate to accommodate different types of traffic 
patterns and other application specific requirements.    

It is typically observed that while designing energy 
efficient communication architectures for UWSNs, oth-
er QoS parameters are relegated to lesser importance. 
This is a valid decision since energy efficiency becomes 
an overarching design requirement. Therefore, the au-
thors propose to use QASR protocol as a building block 
of a more generic and versatile underwater commu-
nication architecture that can be applied to scenarios 
requiring QoS and energy efficiency.

One of the proposed enhancements to the QASR pro-
tocol is to further optimize the process of route discov-
ery. Currently the QASR protocol chooses the route that 
conforms to the QoS requirement specified during route 
discovery. This step involves looking at all the routes 
discovered and then selecting the best option among 
them. The authors propose to enhance route discovery 
such that the non-QoS compatible routes can be elimi-

International Journal of Electrical and Computer Engineering Systems
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nated in this phase. This will subsequently ensure that 
the best route that satisfies the required QoS parameter 
is discovered in a straightforward manner. 
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Abstract – Human emotion recognition depends on facial expressions, and essentially on the extraction of relevant features. Accurate 
feature extraction is generally difficult due to the influence of external interference factors and the mislabelling of some datasets, such as the 
Fer2013 dataset. Deep learning approaches permit an automatic and intelligent feature extraction based on the input database. But, in the 
case of poor database distribution or insufficient diversity of database samples, extracted features will be negatively affected. Furthermore, 
one of the main challenges for efficient facial feature extraction and accurate facial expression recognition is the facial expression datasets, 
which are usually considerably small compared to other image datasets. To solve these problems, this paper proposes a new approach 
based on a dual-branch convolutional neural network for facial expression recognition, which is formed by three modules: The two first ones 
ensure features engineering stage by two branches, and features fusion and classification are performed by the third one. In the first branch, 
an improved convolutional part of the VGG network is used to benefit from its known robustness, the transfer learning technique with the 
EfficientNet network is applied in the second branch, to improve the quality of limited training samples in datasets. Finally, and in order to 
improve the recognition performance, a classification decision will be made based on the fusion of both branches’ feature maps. Based 
on the experimental results obtained on the Fer2013 and CK+ datasets, the proposed approach shows its superiority compared to several 
state-of-the-art results as well as using one model at a time. Those results are very competitive, especially for the CK+ dataset, for which the 
proposed dual branch model reaches an accuracy of 99.32, while for the FER-2013 dataset, the VGG-inspired CNN obtains an accuracy of 
67.70, which is considered an acceptable accuracy, given the difficulty of the images of this dataset. 

Keywords: facial expression recognition, deep learning, CNN, VGGnet, transfer learning, EfficientNet, dual branch network, features fusion.

1. INTRODUCTION

Based on a cross‑cultural study, Ekman et al. [1] de‑
fined six basic emotional expressions: disgust, anger, 
fear, happiness, sadness, and surprise. Since these ex‑
pressions are universal among human beings, they 
demonstrate that certain basic emotions are perceived 
in the same way among human beings, independently 
of their culture. While recent advanced research in neu‑
roscience and psychology has indicated that the six 
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basic emotions model is not universal [2], but culture‑
specific, most studies in the field of facial expression 
recognition focus on this model.

During the last decades, facial expression recogni‑
tion has emerged as an important and challenging 
topic in several fields such as computer vision, artificial 
intelligence, and human‑computer interaction. Gener‑
ally, traditional works on facial expression recognition 
were conducted in two steps: first, expression features 
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are extracted to represent the given image/video, and 
then a classification stage is carried out to recognize 
the different expressions from the extracted features. 
Most conventional methods rely on handcrafted fea‑
tures or shallow learning, such as Neural Network [3], 
Bayesian Network (BN) [4], Support Vector Machine 
(SVM) [5], Adaboost [6], and Random Forest [7].

For conventional facial expression recognition sys‑
tems, the extraction of facial features is a very crucial 
step, and it affects the later classification decision. 
Generally, it should be noted that the employed meth‑
ods to extract these handcrafted features use labeled 
data in the context of supervised learning. In addition, 
these handcrafted features such as the representation 
of LBP and Gabor wavelets capture low‑level informa‑
tion on facial images, except the high‑level represen‑
tation of facial images [8]. In addition to that, conven‑
tional approaches require relatively less computation‑
al and memory power than approaches based on deep 
learning. For these reasons, these approaches are still 
under study for use in real‑time embedded systems 
because of their low computing complexity and high 
accuracy [9]. By investigating several approaches for 
facial expression recognition, deep neural networks 
generally offer better classification performance and 
achieve very good results in terms of accuracy in fa‑
cial expression recognition compared to conventional 
approaches; this is due to their automatic and intel‑
ligent feature extraction. Researches show that facial 
expression recognition is significantly and efficiently 
influenced by extracted facial features. The challenge 
in the process of training such networks is the limit of 
available samples in the facial expression recognition 
datasets. Focusing on performance enhancement of 
facial expression recognition systems (FER), we pro‑
pose a hybrid model combining CNN's‑based extract‑
ed features to ensure complementarity and diversity, 
and transfer learning advantages in classification for 
FER applications. 

Our contributions for this paper are as follows:

1. A dual‑branch model based on a novel simple 
and efficient CNN inspired by VGGnet architec‑
ture and a pre‑trained CNN, which is an efficient 
network is proposed to compensate for the lack 
of training samples, by merging their extracted 
features and to enhance recognition accuracy. 

2. A joint training strategy is designed for the pro‑
posed dual‑branch model.

3. Two datasets which are Fer‑2013 and CK+ are 
employed to validate the effectiveness of our 
architectures. CK+ is a classic facial expression 
dataset and FER2013 provides samples of faces 
captured in the real world.

The rest of this document is organized as follows. 
Section 2 details the proposed FER approach. Section 
3 presents and discusses the obtained results of the ex‑
periment. Finally, conclusions are presented in Section 4.

2. PROPOSED METHOD 

This paper proposes a novel dual‑branch system ar‑
chitecture for leveraging both types of CNN learning, 
namely learning from scratch and transfer learning, to 
diversify the feature maps fed to the classifier. The pro‑
posed FER system, as illustrated in Fig. 1, involves the 
following steps: two convolutional branches, generat‑
ing each one its own feature maps. Those outputs will 
be combined to represent the responsible feature vec‑
tor for classification step. The first branch extracts fea‑
tures from the input image through the convolutional 
layers of a VGG‑inspired CNN; while the second branch 
extracts features from the same image through a pre‑
trained network. Finally, feature maps are merged us‑
ing concatenation, and classification is performed us‑
ing a fully connected layer with a Softmax activation 
function to recognize expressions. These steps will be 
presented in detail in the next sections.

2.1. VGG INSpIrEd BrANCH 

In 2014, Simonyan and Zisserman [10] proposed a very 
deep network called VGG16. In their work, they evalu‑
ate networks, increasing the depth and with very small 
convolution filters (3x3). This architecture won first and 

Fig. 1. Proposed method overview

second place in the location and classification tracks, 
respectively, at the ImageNet 2014 Challenge. Based on 
this architecture, and after testing and experimentation 
with several configurations, we propose two simple and 
deep models, VGGinspiredCNN1 and VGGinspiredCNN2, 
enriched by batch normalization to improve generaliza‑
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tion and optimization and dropout layers. Their architec‑
ture is composed of five convolutional blocks and a fully 
connected block. Each convolution block is composed 
of two convolution layers (all used filters are 3x3 size like 
the VGGNet models) followed by batch normalization 
and a max‑pooling layer (with a kernel size of 2x2) and a 
dropout layer. Each convolution layer is equipped with a 
non‑linear rectification (Relu). The fully connected block 
of the first model is composed of two fully connected 
layers with 512 and 7 outputs respectively. The fully con‑
nected layer of the second model is only one layer with 
seven outputs. The VGG‑inspired CNN architectures are 
described in Fig. 2 and Table 1. Fig. 2. The proposed VGGinspiredCNN architecture.

Table 1. The convolutional layer structure of the two proposed models inspired by VGGnet.

In
pu

t

Co
nv

+r
el

u

po
ol

in
g

Co
nv

+r
el

u

po
ol

in
g

Co
nv

+r
el

u

po
ol

in
g

Co
nv

+r
el

u

po
ol

in
g

Co
nv

+r
el

u

po
ol

in
g

Kernel size

48
 x

 4
8

3 2 3 2 3 2 3 2 3 2

Stride 1 2 1 2 1 2 1 2 1 2

pad 0 0 0 0 0 0 0 0 0 0

# filters 64 128 256 512 512

#replications 2 1 2 1 2 1 2 1 2 1

2.2 prETrAINEd BrANCH

To enable CNNs to learn and extract features and 
achieve high accuracy, millions of samples must be used 
in their training base, however, existing facial expression 
data sets contain only just a few hundred or thousands 
of samples. This insufficient size is one of the main prob‑
lems in CNN‑based FER. To overcome this limit, the use 
of transfer learning will be a possible solution; it is a com‑
mon practice where the network is first initialized with a 
set of pre‑formed weights (and biases) based on a large‑
scale data set from one task and these parameters are 
then recycled to another new target task.

In order to obtain better accuracy than traditional 
CNNs, authors in [11] have proposed a family of mod‑
els, EfficientNets, which can be systematically scaled 
according to available resources. A balance between 
network dimensions is obtained by simply scaling up 
them with a constant ratio. EfficientNets models trans‑
fer well to data sets such as CIFAR‑100 [11], fruits [12], 
etc. with fewer parameters. Eight models of Efficient‑
NetB0‑EfficientNetB7 were examined for their efficien‑
cy and performance. In the transfer branch, preformed 
weights from the ImageNet dataset are used because it 
contains a large number of person images [13], about 
952K images and this is very relevant for classifying the 
Fer‑2013 and Ck+ facial expression datasets used in the 
evaluation. So, these pre‑trained network parameters 
are used for initialization. Then, the model is trained, 
and fine‑tuning will be performed to extract more spe‑
cific features. Fig. 3 shows the architecture of the pre‑
trained CNN network.

Fig. 3. The pre‑trained CNN network architecture.

The base model EfficientNet‑B0 consists of 18 con‑
volution layers (with a kernel size of 3x3 or 5x5). Then, 
a flatten layer follows the max pooling as described 
in Table 2, its main building block is mobile inverted 
bottleneck MBConv, to which they also add squeeze‑
and‑excitation optimization [11]. The other EfficientNet 
configurations, i.e., B1 ‑ B7, are scaled from the basic 
configuration EfficientNet‑B0 with different compound 
coefficients. A new classification layer replaces the last 
fully connected layers with seven classes (correspond‑
ing to seven expressions).
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1 Conv3x3 224 x 224 32 1

2 MBConv1, k3x3 112 x 112 16 1

3 MBConv6, k3x3 112 x 112 24 2

Table 2. EFFICIENTNET‑B0 baseline network [11]
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4 MBConv6, k5x5 56 x 56 40 2

5 MBConv6, k3x3 28 x 28 80 3

6 MBConv6, k5x5 14 x 14 112 3

7 MBConv6, k5x5 14 x 14 192 4

8 MBConv6, k3x3 7 x 7 320 1

9 Conv1x1 & Pooling & FC 7 x 7 1280 1

2.3 FEATurE MAp FuSION MOduLE

The feature vector concatenation is commonly used 
to merge and integrate multiple channels or branches 
in several architectures [14], [15]. The operation that 
combines features extracted from the VGGinspired 
branch and features extracted from the pre‑trained 
model is defined as the following formula:

(1)

Where: ‘⨁’ denotes vector concatenation operator, 
(x1

V, x2
V,…)T denotes features extracted from VGGin‑

spired branch and (x1
P, x2

P,…)T denotes features ex‑
tracted from the pretrained model.

3. EXPERIMENTAL RESULTS AND DISCUSSION

3.1 uSEd dATASETS ANd prEprOCESSING

To demonstrate the performance of the proposed 
models in facial expression recognition, two widely 
used facial expression recognition databases, i.e., the 
Fer‑2013 database [16] and the Cohn Kanade database 
[17], are used.

The Facial Emotion Recognition 2013 (FER‑2013) da‑
taset was created by Pierre Luc Carrier and Aaron Cour‑
ville and was introduced in the ICML 2013 workshop’s 
facial expression recognition challenge [16]. The data 
set is composed of 35887 facial images, most of them 
in wild environments. It consists of three parts: the 
original training data (OTD), which consists of 28709 
images, the public test data (PTD), which includes 3589 
images, and the final test data (FTD), which includes 
3589 images used to score the final models.

The extended Cohn Kanade database (CK+) [17] is the 
most widely used laboratory‑controlled database for 
the evaluation of FER systems. It consists of 593 video 
sequences obtained from 123 subjects. Among them, 
327 sequences from 118 subjects are labeled as one 
of seven expressions. For each sequence, only the last 
frame is labeled. The last three frames are extracted from 
each sequence in the CK+ dataset, which contains 981 
facial expressions. The distribution of samples of the two 
datasets used in experiments are shown in Table 3. 

All face images are resized to 48 × 48 pixels, then nor‑
malized to have zero mean and unit variance. To make 
the proposed model more robust to slight transforma‑
tions and noise, data augmentation is applied using 
different linear transformations which are: rotation, 
horizontal flipping, zooming, and skewing of the cen‑
tral area.

3.2. ExpErIMENT SETTINGS

In order to provide evidence of the performance of 
the proposed dual‑branch model, three different learn‑
ing experiments are conducted: the classical CNN mod‑
el based on the VGG architecture, transfer learning of 
all EfficientNet models, and joint learning of the dual‑
branch model.

For training, the images from the CK+ datasets are 
randomly shuffled and are split as follows: 85% train‑
ing, 15% test. For the FER‑2013 dataset, the entire train‑
ing set (28,709) and the public test set (3,589) are used 
for training and validation, respectively.

The total loss function is optimized during the back‑
propagation using the Adam optimizer, it should be 
noted that different optimizers were tested, even sto‑
chastic gradient descents, and Adam appeared to per‑
form better.

The implementation is based on the Keras library 
[18] with TensorFlow backend [19]. OpenCV [20] is 
used for all image operations. All the experiments have 
been executed with PyTorch and trained using Google 
Colaboratory[21]. In light of the limitations of a free 
Google Colab account, such as a maximum of 12 hours 
per training session, the number and type of GPUs, or 
VRAM capacity, the training phase has been carried out 
using several parameters as shown in Table 4 for both 
datasets Fer‑2013 and Ck+.

Table 3. Number of images per each expression in 
FER‑2013 and CK+ datasets.

Expression

Images number

FEr-2013 CK+

anger 4953 135

disgust 547 177

fear 5121 75

happiness 8989 207

sadness 6077 84

surprise 4002 249

neutral 6198 /

contempt / 54
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Network
Fer-2013 CK+

epochs Batch size Learning rate epochs Batch size Learning rate

Learning 
from 

scratch

VGGinspiredCNN1 60 64 0,001 60 8 0,001

VGGinspiredCNN2 60 64 0,001 100 16 0,001

Transfer 
learning

EfficientNet‑B0 80 32 0.00001 80 16 0.0001

EfficientNet‑B1 100 32 0.00001 80 16 0,0001

EfficientNet‑B2 100 32 0.00001 80 8 0.0001

EfficientNet‑B3 100 32 0.00001 80 8 0.0001

EfficientNet‑B4 80 32 0.00001 80 8 0.0001

EfficientNet‑B5 80 32 0.00001 80 16 0.0001

EfficientNet‑B6 80 32 0.00001 80 16 0.0001

EfficientNet‑B7 80 32 0.00001 80 16 0.0001

Dual 
branch

CNN+EfficientNet‑B0 60 64 0.001 120 8 0.001

CNN+EfficientNet‑B1 60 64 0.001 100 8 0.0001

CNN+EfficientNet‑B2 50 64 0.001 80 8 0.0001

CNN+EfficientNet‑B3 40 64 0.0002 100 8 0.0001

CNN+EfficientNet‑B4 40 128 0.0001 120 8 0.0001

CNN+EfficientNet‑B5 40 64 0.0001 120 16 0.0001

CNN+EfficientNet‑B6 30 64 0.0001 120 8 0.0001

CNN+EfficientNet‑B7 40 64 0.0002 120 16 0.0001

Table 4. Experimental configurations for FER‑2013 and CK+datasets.

3.3 rESuLTS ANd dISCuSSION

In this section, details of the achieved results are 
provided. As previously mentioned, experiments were 
conducted to determine the effectiveness of the pro‑
posed dual‑branch CNN model compared to CNN by 
training from scratch and EfficientNet models by trans‑
fer learning. So, the two CNN models inspired by Vg‑
gNet, the transfer learning of the EfficientNet with its 
eight configurations, and the proposed dual branch 
model are tested on two widely used FER datasets: CK 
+ and FER‑2013. The FER‑2013 dataset includes the 
expressions of seven labels: anger, disgust, fear, happi‑
ness, sadness, surprise, and neutral, while the CK+ da‑
taset includes the same expressions except the neutral 
expression, and also includes the expression contempt.

1- Fer-2013dataset evaluation: 

Experimental results of the CNN models trained from 
scratch, the pre‑trained EfficientNet models as well as 
the proposed dual branch model on the FER‑2013 da‑
taset are given in Fig. 4 to Fig 6 and Table 5. 

Accuracy of all proposed models compared to other 
state‑of‑the‑art models is listed in Table 5, and Fig. 4 to 
Fig. 6 show the corresponding normalized confusion 
matrices. For the Fer‑2013 dataset, the VGG‑inspired 
CNN models give competitive performance compared 
to the results of state‑of‑the‑art models and surpass 
human‑level accuracy, based on the accuracy rates 
achieved by the experimentation. As indicated by the 
study conducted by [22] on deep learning‑based facial 
expression recognition, the most accurate tests on the 
FER‑2013 dataset using a single CNN network are in the 

range of 67‑71% and the models that accomplish it are 
very performant. 

Table 5. Proposed models versus other models’ 
performance on the Fer‑2013 dataset.

Network Accuracy rate

Learning from Scratch
VGGinspiredCNN1 66.71

VGGinspiredCNN2 67.70

Transfer learning

EfficientNet‑B0 56.23

EfficientNet‑B1 57.48

EfficientNet‑B2 57.43

EfficientNet‑B3 58.32

EfficientNet‑B4 57.13

EfficientNet‑B5 57.70

EfficientNet‑B6 57.17

EfficientNet‑B7 60.10

Dual Branch

CNN+EfficientNet‑B0 63.36

CNN+EfficientNet‑B1 62.88

CNN+EfficientNet‑B2 62.77

CNN+EfficientNet‑B3 63.80

CNN+EfficientNet‑B4 62.25

CNN+EfficientNet‑B5 62.09

CNN+EfficientNet‑B6 62.31

CNN+EfficientNet‑B7 62.22

State of art models 

[23] 66.4 (Top‑1)

[25] 66

[26] 65.2

[24] 71.14
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It can be observed from the confusion matrices that 
the expressions 'happy' and 'surprise' are easier to rec‑
ognize, with an accuracy of more than 80%, while the 
expression 'fear' and the expressions 'sad' and 'disgust' 
are the most difficult to recognize with our best model 
VGGinspiredCNN2, with an accuracy of 44%, 51%, and 
52% respectively. It is important to be mentioned that 
sometimes, as a human being, it is difficult to recognize 
whether an expression of sadness or fear, this is due to 
the fact that people do not all express their emotions 
in the same manner, and the low accuracy rate of the 
expression 'disgust' is due to the small number of sam‑
ples of this expression in the Fer‑2013 dataset.

On the other hand, the pre‑trained EfficientNet mod‑
els achieved acceptable accuracy rates for this dataset, 
with the EfficientNet ‑B7 model achieving its highest ac‑
curacy of 60.10%. Note that across all EfficientNet mod‑
els, the expression 'happy' is always the most recognized 
with the highest accuracy (more than 76%), while the 
expression 'disgust' is always the less recognized by the 
different EfficientNet models, with an accuracy between 
21% and 35%, except for the EfficientNet‑B7 model, 
where this class reaches an accuracy of 53% 

Fig. 4. Confusion matrices for VGGinspiredCNN 
models on the Fer‑2013 database.

Table 5. Proposed models versus other models’ 
performance on the Fer‑2013 dataset.

Network Accuracy rate

Learning from Scratch
VGGinspiredCNN1 93.40

VGGinspiredCNN2 98.48

Transfer learning

EfficientNet‑B0 99.32

EfficientNet‑B1 97.30

EfficientNet‑B2 97.97

EfficientNet‑B3 97.97

EfficientNet‑B4 97.30

EfficientNet‑B5 96.62

EfficientNet‑B6 96.62

EfficientNet‑B7 98.65

Dual Branch

CNN+EfficientNet‑B0 99.32

CNN+EfficientNet‑B1 93.92

CNN+EfficientNet‑B2 94.59

CNN+EfficientNet‑B3 95.94

CNN+EfficientNet‑B4 95.94

CNN+EfficientNet‑B5 97.30

CNN+EfficientNet‑B6 98.65

CNN+EfficientNet‑B7 95.94

State of art models 

[23] 93.2(Top‑1)

[27] 72.1

[28] 96.8

[24] 95.29

[29] 93.24

While the proposed dual‑branch model provides a sig‑
nificant improvement for all EfficientNet configurations, 
especially for the EfficientNet B0 model, which gains 
7.13% in accuracy, but the best performance is achieved 
by the EfficientNet‑B3 model, with an accuracy of 63.80%. 
Confusion matrices of the dual‑branch models show an 
improvement in the recognition rate of the expression 
'disgust', which ranges from 47% to 70%, achieved by the 
best dual‑branch model with EfficientNet‑B3 for the Fer‑
2013 dataset, while no improvement is recorded on the 
recognition rate of the expression 'happy'. 

Fig. 5. Confusion matrices for EfficientNet models 
on the Fer‑2013 database.
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Certainly, the proposed dual‑branch model has im‑
proved the results for this dataset, however, Table 5 re‑
veals also that the achieved recognition accuracy is not 
performing as well as the state‑of‑the‑art models [43, 45] 
which were designed specifically for unconstrained fa‑
cial expression recognition. In the proposed dual branch 
model, only one fully connected layer is utilized in order 
to obtain an efficient network, thus limiting its perfor‑
mance when handling the unconstrained FER task.

2 - Ck+ dataset evaluation: 

In the same way, as for the evaluation of the Fer‑2013 
dataset, confusion matrices for each expression and 
each of the proposed models on the CK+ dataset are 
presented in figures Fig. 7, Fig 8, and Fig.9, and the re‑
sult of the comparison with other competing models 
is given in Table 6. CNN models inspired by VGG obtain 
very interesting and competitive results for the CK+ da‑
taset, compared to the state‑of‑the‑art models, espe‑
cially, the VGGinspiredCNN2 model achieves a 98.48% 
accuracy rate which is better than all the reference 
works cited above.

Fig. 6. Confusion matrices for the proposed dual 
branch model on Fer‑2013 database.

Fig. 7. Confusion matrices for VGGinspiredCNN 
models on Ck+ database.

According to the normalized confusion matrix, 4 of 
7 expressions ('anger', 'fear', 'happy', 'sadness') are rec‑
ognized at 100%, two other expressions ('disgust' and 
'surprise') are recognized at 98%, and only 'contempt' 
expression is recognized at 89%, which is confused 
with the expression 'sad'.

Fig. 8. Confusion matrices for EfficientNet models 
on CK+ database.
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Fig. 9. Confusion matrices for the proposed dual 
branch model on the CK+ database

According to the tables, Table 5 and Table 6, compar‑
ing the results obtained by the proposed models and 
some reference models, the use of the dual‑branch 
approach improves the results for the CK+ dataset, 
but not as much as for the Fer‑2013 dataset. While the 
accuracy for the seven expressions in the CK+ dataset 
is high, the Fer2013 dataset has low classification ac‑
curacy due to mislabelling in the test set, except for 
the "happy" category. According to table 6, it can be 
seen that all EfficientNet models achieve an accuracy 
of more than 96%. EfficientNet‑B5 and EfficientNet‑B6 
achieve the lowest accuracy of 96.62%, while Efficient‑
Net‑B0 realizes the best performance with an accuracy 
of 99.32%. The same accuracy rate is obtained in the 
proposed dual branch model.

Nevertheless, the Fer‑2013 dataset is the most com‑
monly used dataset for facial expression recognition. It 
should be noted that the human eye can hardly distin‑
guish the appropriate emotion for some of them.

4. CONCLUSION 

In this paper, the proposed dual‑branch model is de‑
signed to take advantage of the commonly used learning 
approaches like learning from scratch and transfer learn‑
ing, to recognize human facial expressions in the wild and 
under controlled laboratory conditions. Experiments and 
evaluation of the models using two reference datasets, 
Fer‑2013 and CK+, showed very interesting and motivat‑
ing results for both datasets. These results are competitive 
and outperform existing works. The most important chal‑
lenge with the FER datasets is the limit of its size, and the 
unbalanced images of different classes, which do not fa‑
vor deep learning. To overcome this limitation, two types 
of learning in the same model are employed simultane‑
ously. In this approach, the training of the EfficientNets 
models is refined; in fact, those models are already trained 
for the Imagenet dataset, on the FER‑2013 and CK+ datas‑
ets, and then the feature vector obtained is concatenated 
to that obtained from a classical CNN based on a very 
well‑known and robust VGG architecture. 

The proposed dual‑branch model improved the ac‑
curacy of all expressions except "disgust", which is 
a bit weak like other methods on CK+. In the case of 
Fer‑2013, the proposed dual branch model has a sig‑
nificant improvement in "disgust", which improves the 
accuracy to 70%. This demonstrates the efficiency and 
effectiveness of the proposed approach. 

In future work, and to surmount some limitations of 
the proposed system, an investigation based genera‑
tive adversarial network for data augmentation will be 
done; to improve the outcome of transfer learning, a 
two‑step fine‑tuning approach will be studied.
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Abstract – A spoof detection algorithm supports the speaker verification system to examine the false claims by an imposter through 
careful analysis of input test speech. The scores are employed to categorize the genuine and spoofed samples effectively. Under the mismatch 
conditions, the false acceptance ratio increases and can be reduced by appropriate score normalization techniques.  In this article, we are 
using the normalized Discounted Cumulative Gain (nDCG) norm derived from ranking the speaker’s log-likelihood scores. The proposed 
scoring technique smoothens the decaying process due to logarithm with an added advantage from the ranking. The baseline spoof 
detection system employs Constant Q-Cepstral Co-efficient (CQCC) as the base features with a Gaussian Mixture Model (GMM) based 
classifier. The scores are computed using the ASVspoof 2019 dataset for normalized and without normalization conditions. The baseline 
techniques including the Zero normalization (Z-norm) and Test normalization (T-norm) are also considered. The proposed technique is 
found to perform better in terms of improved Equal Error Rate (EER) of 0.35 as against 0.43 for baseline system (no normalization) wrt to 
synthetic attacks using development data. Similarly, improvements are seen in the case of replay attack with EER of 7.83 for nDCG-norm and 
9.87 with no normalization (no-norm).  Furthermore, the tandem-Detection Cost Function (t-DCF) scores for synthetic attack are 0.015 for 
no-norm and 0.010 for proposed normalization. Additionally, for the replay attack the t-DCF scores are 0.195 for no-norm and 0.17 proposed 
normalization. The system performance is satisfactory when evaluated using evaluation data with EER of 8.96 for nDCG-norm as against 
9.57 with no-norm for synthetic attacks while the EER of 9.79 for nDCG-norm as against 11.04 with no-norm for replay attacks. Supporting 
the EER, the t-DCF for nDCG-norm is 0.1989 and for no-norm is 0.2636 for synthetic attacks; while in case of replay attacks, the t-DCF is 0.2284 
for the nDCG-norm and 0.2454 for no-norm. The proposed scoring technique is found to increase spoof detection accuracy and overall 
accuracy of speaker verification system.

Keywords: spoof detection, speaker verification, score normalization, replay attack, voice conversion, speech processing.

1. INTRODUCTION

The voice of a speaker is a unique way of identifying an 
individual and signifies various traits of the speaker such 
as his pitch, pauses, breathiness, and vocal tract length. 
The authentication based on the voice has gained im-
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portance to secure our biometric systems such as phone 
banking, person identification, voice command devices, 
voice assistants, and many more [1]. These applications 
require Automatic Speaker Verification (ASV) to detect 
enrolled and unknown speakers [2]. The spoof detec-
tion algorithm intends to detect the imposter attacks 
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on the ASV system. Hence, the aim of the spoof detec-
tion algorithm is to accurately classify the incoming 
speech sample as spoofed or genuine speech. These 
spoofing attacks may be categorized as Logical Access 
(LA) and Physical Access (PA) [3]. The development of a 
spoof detection algorithm includes feature representa-
tion, model training, and decision making as the major 
steps. While ASV also implicates score normalization for 
obtaining standardized scores which is indeed a crucial 
step in decision making [4]. Hence, considering score 
normalization for spoof detection is equally important 
for improvising the detection scores similar to the ASV 
framework [5]. In absence of score normalization, the 
variations are seen in the distribution of genuine and 
spoofed scores for more than one model. This happens 
for every speaker enrolled during the training. This leads 
to difficulty in choosing a unique threshold for all the 
enrolled speaker models. Moreover, a single enrolled 
speaker is likely to have variation in test utterance distri-
bution due to changed environmental conditions such 
as acoustic variations, recording environment, language, 
and gender variations. Thus, developing a scoring tech-
nique that overcomes the mismatched conditions ob-
served in the test speech is the essential for contributing 
to accurate detection of unknown test speech.

The elementary speaker verification is shown in Fig. 
1 with two major sub-tasks: training and testing phase. 
During the training phase, the feature extraction repre-
sents the enrolled samples for various types of attacks 
along with the genuine speech utterances. The com-
monly used renowned features for spoof detection in 
ASV framework are Linear Prediction Residual [6], Glot-
tal Flow parameters (GFP) [7], CQCC [3], Line Frequency 
Cepstral Coefficient (LFCC) [3], Phase based features like 
Modified Group Delay (MGD) [8] and Deep features [9]. 
These features have shown significant improvement in 
the EER. The speaker-specific features are then trained 
using appropriate machine learning algorithms such as 
GMM [3], Support Vector Machines (SVM) [10], and deep 
learning models like Recurrent Neural Networks (RNN) 
[11], Convolution Neural Network (CNN) [12], [13], Resid-
ual Networks [14]  etc. During the testing, the unknown 
utterances are classified as genuine or spoofed speech 
using the target and imposter models.

2. RELATED WORK

The testing phase may include normalizing the 
scores by comparing the claimant score to the trained 
model score.  The score distributions from the imposter 
and genuine speakers are normalized to improve the 
overall accuracy of the detection system under mis-
matched conditions [4]. The dissimilarities in scores are 
observed due to intra-speaker and inter-speaker varia-
tions [15]. This work focuses on using a unique score 
normalization technique for improving the EER and t-
DCF of a spoof detection system. 

The score normalization process works on a similar prin-
ciple as that of the basis function in the wavelets, where 

we scale up or down and shift the score distributions 
according to individual speaker models for tuning the 
threshold to a single value. It is also widely used in other 
speech applications such as speaker recognition [16], [17] 
and outbreak classification [18]. The main work began in 
speaker recognition where Z-norm was employed to se-
lect speech segments [19]. Since, Z-norm does not con-
sider handset variations, its variant, Handset normaliza-
tion (H-norm) was also proposed [4]. Following this, the 
T-norm was used which was based on the test speech sig-
nals [20]. Other kinds of normalizations employed include 
ZT-norm [21], [22], HT-Norm [20], Cellular normalization 
(C-norm) [23], Symmetric normalization (S-norm) [16] and 
Distance normalization (D-norm) [16]. In [16], adaptive 
score normalization has also been proposed for speaker 
recognition and is found to perform equally well as the S-
norm using NIST 2016 dataset. Although the importance 
of score normalization has proven to be evident in im-
proving the accuracy of ASV, research in spoof detection 
is scarce [5]. Table 1 shows the research done in score nor-
malization based on the dataset and area of application. 

The study of these various normalization schemes 
yields three important conclusions as highlighted below:

•	 For score normalization, if prior knowledge about 
the speech samples is available then it may prove 
to be beneficial for that scoring technique. To 
elaborate on this, consider handset, language, and 
gender-related information to be available; then H-
norm and HT-norm may help in boosting the perfor-
mance of the speaker verification and recognition 
system.  But HT norm also requires high computa-
tional time [15]. On the contrary, the knowledge 
about the handset, language and gender is less 
likely to be known for an unknown test utterance.

•	 Some scoring techniques are based on speaker or 
imposter-centric approaches where cohorts are 
chosen either closer to the target speaker or im-
poster speaker. The selection of imposters plays a 
vital role in such normalization schemes [16]. Still, 
the prior knowledge about the imposter is rarely 
known and the cohort selection is incomplete with-
out imposter information.

•	 The normalization techniques are generally based 
on the estimation of mean and variance for score 
distributions which include Z-norm and T-norm [24]. 

So far, there is no specific set of rules for selecting a 
score normalization technique and the dataset used for 
scoring is not uniform due to its application in various 
domains (as seen from Table 1). Based on the authors' 
knowledge, there is no scoring technique based on cu-
mulative gain using the rank of the speaker and has not 
been used for spoof detection task.  Hence in this work, 
the nDCG-norm is used to regulate the loglikelihood 
scores which show promising results with a reduction 
in EER and t-DCF scores. The nDCG-norm is based on 
the goodness of ranking as well as the cumulative ac-
cumulation of relevance of the scores.
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Fig. 1 Generic Speaker verification system.

Speech Application Author Year Normalization Datasets

Speaker Verification

Auckenthaler et. al [20] 2000 T-norm NIST 1997

Castro et. al [25] 2006 Kullback-Leiber – T-norm NIST 2005

Kenny et. al [21] 2008 T-norm, Z-norm, ZT-norm NIST 2006

Villalba et. al [26] 2011 ZTnorm NIST SRE 2008

Kinnunen et. al [27] 2012 ZT norm NIST 2006

Kons et. al [22] 2013 ZT norm WF corpus

Alegre et. al [28] 2014 T-norm NIST 2005 and NIST 2006

Khemiri et. al [29] 2016 T-norm RSR 2015

Li and Wang [30] 2016 Cohort scores CSLT- DSDB

Tong et. al [31] 2020 Adaptive (A) scoring CH Data, Voxceleb2 and FFSV 2020

Sahidullah et. al [32] 2020 AS-norm SdSv challenge dataset

Zhao et. al [33] 2021 S-norm Voices 2019

Speaker Recognition
Matejka et. al [16] 2017 S-norm NIST 2016

Swart and Brummer [17] 2017 Generative  scoring RSR 2015

Spoof detection - Replay Attack Shang, Stevenson [5] 2010 Mean, standard deviation Custom made

Table 1. Research work in score normalization wrt datasets and various speech domains.

Thus, the objectives of this work are three-fold:

I. Exploring nDCG-norm for computing normalized 
scores for LA and PA attacks.

II. Investigating the performance of nDCG-norm using 
EER, t-DCF, and Detection Error Tradeoff (DET) curve 
for the spoof detection task.

III. Comparing the proposed score normalization tech-
nique with baseline no normalization, state-of-the-
art Z-norm, and T-norm-based scoring algorithms.

This article is structured as follows: Section 3 de-
scribes the Baseline Techniques and Section 4 includes 
Proposed Score Normalizing technique respectively. 
Section 5 discusses the Experimental setup and results 
of this work. Lastly, the conclusion of this work can be 
found in Section 6.

3. BASELINE TECHNIQUES

The effect of score normalization is visible on the 
decision accuracy. Although the literature in score 
normalization is two decades old, its progress is slug-

gish with lack of work done in spoof detection domain. 
Hence, there is a vivid need to explore score normaliza-
tion for spoof detection task as well. The objective of 
the score normalizing technique is to decrease intra-
speaker variations which leads to better accuracy, score 
calibration, and improved threshold selection. This sec-
tion elaborates the baseline CQCC -GMM detection 
along with baseline score normalization techniques 
including Z-norm and T-norm as shown in Fig. 2.

Fig. 2. Score Normalization Process – no 
normalization, Z-norm, T-norm and Proposed nDCG 

norm algorithm.
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3.1 CQCC-GMM SpooF DETECTIoN

The CQCC features were introduced after the AS-
Vspoof 2015 challenge to detect the S10 attack (an at-
tack found to be difficult to detect in the ASVspoo2015 
challenge) and were also the state-of-the-art features 
for the ASVspoof 2019 challenge [34]. These features 
are based on CQT rather than discrete Fourier Trans-
form as they promote temporal content present at 
higher frequencies. This is an important criterion for 
distinguishing genuine speech from spoofed speech.

The state-of-the-art GMM classifier is commonly 
used in spoof detection scheme due to its ability to 
perform well and capture generality in the data [35]. 
The task of a GMM classifier or detector is to categorize 
the input unknown test sample as genuine or spoofed. 
This is done by computing log-likelihood scores from 
the individual trained model – genuine speech (Θgen) 
and spoofed speech model (Θspoof). Hence, while test-
ing the unknown test speech (s), the difference in log-
likelihood (l) can be computed using equation (1).

(1)

3.2 SCorE NorMALIzATIoN

The general scores are resultant of enrolled (r) and test 
speech which is denoted as score(r,s). The likelihood of 
a speaker model Θ (speaker model consists of mixture 
weights) with the extracted feature set Y={y1 , y2 ,…, ym} 
where m is the number of utterances, is given in equa-
tion (2).

(2)

3.2.1 zero Normalization (z-norm)

The most reliable and simplest form of normaliza-
tion that is based on the estimation of mean and vari-
ance for the genuine or target speaker distribution is 
Z-norm [29]. The important highlight of the Z-norm is 
that it doesn’t need to perform online permutations 
during the training process. The trained speaker model 
is compared to the subset of enrolled samples follow-
ing which mean μr and variance δr are estimated. The 
Z-norm score Cz-norm normalized can be computed as 
shown in equation (3)

(3)

3.2.2 Test-Normalization (T-norm)

The T-norm is based on a similar principle to Z-norm 
except for the imposter score distribution [16]. This ar-
rangement boosts the accurate distribution of cohort 
samples because of the variance and can be computed 
as shown in equation (4)

(4)

Fig. 3 Steps to compute proposed nDCG normalization.

Where, μs and δs are mean and variance of imposter co-
hort score distribution.

4. PROPOSED SCORE NORMALIZING TECHNIQUES

The experiments conducted in the score normaliza-
tion have revealed the difficulty of various parameters 
that need to be considered before selecting an appro-
priate scoring technique. Some of these parameters 

are the number of speakers, the number of utterances, 
language dependency, handset reliability, challenges of 
pseudo imposters, speaker dependency, gender varia-
tions, and test data dependency which influence the 
performance of the scoring technique. Hence, there is a 
need for a more reliable scoring technique that consid-
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ers variations between the training and testing phase for 
both known as well as unknown speakers. In this work, 
we propose an nDCG-norm that works on a similar prin-
ciple to reduce false acceptance ratios and cumulate the 
score relevance through the ranking of the speaker sam-
ples. To elaborate further, Fig. 3 depicts the computation 
steps for the proposed scoring technique.

The scores for LA and PA attacks are normalized sepa-
rately. The scores are ranked based on their degree of 
score value and then scaled using the binary logarithm. 
The nDCG-norm can be calculated as shown in equa-
tions (5) and (6) [36].

(6)

(5)

Where K is the number of test samples, Ni is the rank 
of ith sample and inverse DCG is the reverse order 
rank DCG of the score distribution. The nDCG-norm 
does not require cohort score and hence, the difficulty 
of choosing the cohort data is averted in contrast to 
state-of-the-art Z-norm and T-norm. Furthermore, the 
nDCG-norm when used as a part of spoof detection 
framework may reduce EER subsequently. So to evalu-
ate its performance, the t-DCF score and DET are also 
employed.

5.  EXPERIMENTAL SETUP AND RESULTS

The baseline ASV for developing a spoof detection 
system is the CQCC-GMM algorithm whose log-likeli-
hood scores are considered for normalization. The 30 
coefficient CQCC includes the delta and double delta 

coefficients and GMM is used as a two-class classifier 
with 512 components [37]. To evaluate the proposed 
and baseline normalization techniques, we used the 
ASV spoof 2019 dataset [3] which includes all three at-
tacks including voice converted speech, text-to-speech 
(TTS) [36], and replay speech. For objective evaluation, 
the EER [39] and t-DCF are used to measure the per-
formance of the score normalization techniques along 
with the DET curve [15] on the test dataset. The corpus 
and results are elaborated below in sub-sections.

5.2 ASV SpooF 2019 CorpuS

The ASV spoof 2019 [3] corpus is adapted from the 
VCTK dataset [40] [41] which comprises of a separate 
data for LA and PA attacks. The LA dataset has synthetic 
speech while the PA dataset includes the replay speech. 
The corpus is split into three parts: training subset with 
20 speakers (12 Female, 8 Male), development subset 
with 10 speakers (6 Female, 4 Male), and unknown 
speaker-based test data with nearly 48 speakers (27 
Female, 21 Male). In this work, the baseline spoof de-
tection system is trained using a training and develop-
ment subset of the data and evaluated using unknown 
test data.

5.3 ExpErIMENTAL rESuLTS

The spoof detection algorithm needs to be evalu-
ated for measuring its performance and susceptibility 
to various attacks. This is possible through objective 
measures including EER and t-DCF functions. The EER 
measures the ratio of false positives to the false nega-
tives and its value must be as low as possible. The t-DCF 
is the most important metric that calculates the error 
between the speaker verification system and its coun-
ter-measure or spoof detection system.  

Type of 
Attack Type of Scoring

Development Dataset Evaluation Dataset

EEr t-DCF EEr t-DCF

LA 

Baseline with no normalization 0.4311 0.01564 9.57 0.2366

Baseline Z-norm 0.4302 0.01298 9.32 0.2298

Baseline T-norm 0.4299 0.01267 9.15 0.2207

Proposed nDCG-norm 0.3571 0.01037 8.96 0.1989

PA

Baseline with no normalization 9.87 0.1953 11.04 0.2454

Baseline Z-norm 9.51 0.1921 10.87 0.2395

Baseline T-norm 8.76 0.1865 10.66 0.239

Proposed nDCG-norm 7.83 0.1782 9.79 0.2284

Table 2. EER and t-DCF for LA and PA attack for Baseline and Proposed normalization schemes.

Its value must lie between 0 and 1 where 0 implies 
error-free between verification and counter-measure 
while 1 means no further improvement can be seen in 
spoof detection [38]. 

Table 2 shows EER and t-DCF scores for LA and PA 
attacks using development and evaluation dataset. 
The baseline scores include non-normalized scores, 

Z-norm, and T-norm scores as against the proposed 
nDCG-based scoring technique. 

The Z-norm and T-norm scores show negligible im-
provements in the decision accuracy of the spoofing 
algorithm. This might be due to the lower number 
of speakers in the training data. On the contrary, the 
nDCG-norm does not dependent on the number of 
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speakers. During the development stage for LA attacks, 
the EER for nDCG-norm is 0.35 in contrast to 0.43 with 
no normalization while t-DCF is 0.0103 for nDCG-norm 
and 0.015 for no-norm. Similarly, during the evaluation 
stage for LA attacks, the EER for nDCG-norm is 8.96 as 
against 9.57 with no-norm while t-DCF is 0.1989 for 
nDCG-norm and 0.2366 with no-norm. Furthermore, 
during development stage for PA attacks, the EER for 
nDCG-norm is 7.83 in contrast to 9.87 with no-norm 
while the t-DCF scores are 0.1782 for nDCG-norm and 
0.1953 for no-norm. Similarly, during the evaluation 
stage for PA attacks, the EER for nDCG-norm is 9.79 as 
against 11.04 with no-norm while t-DCF is 0.2284 for 
nDCG-norm and 0.2454 with no-norm.

The nDCG-norm performs better than the system 
with no normalization and the baseline scoring tech-
niques. The main reason for improvements is due to 
no involvement of cohort in nDCG computation; sim-
ply, the speaker-based ranking and gain computations 
are carried out. The selection of cohort is laborious and 
involves no ground rule but surely depends on the 
number of spoofed speakers that sound more like the 
genuine speakers individually. To support the above 
objective measures, the DET plots are used to show 
the relation between False-Acceptance Ratio (FAR) and 
False Rejection Ratio (FRR) as shown in Fig. 4 and Fig. 5 
for LA and PA attacks using development and evalua-
tion dataset respectively. 

(a) (b)

Fig. 4. DET plot for Baseline no norm, Z-norm, T-norm and Proposed nDCG norm  spoof detection system 
using evaluation data based on – (a) LA attacks (b) PA attacks.

(a) (b)

Fig. 5. DET plot for Baseline no norm, Z-norm, T-norm and Proposed nDCG norm  spoof detection system 
using development data based on – (a) LA attacks (b) PA attacks.
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In case of LA attack (Fig. 4(a) and Fig. 5(a)), the DET 
curves for no normalization, Z-norm and T-norm show 
slight variation in slope and operating point of the 
system i.e. the EER. The nDCG-norm shows significant 
improvement in lowering the false positives as com-
pared to the other three baseline techniques. While 
on the other hand, for PA attack (Fig. 4(b) and Fig. 5(b) 
), the slope for no-norm and Z-norm are similar, with 
minute variation in slope is observed for T-norm. The 
nDCG-norm has an improved slope implying reduced 
false positives ad increased in true values. Overall EER 
and t-DCG scores are reduced for proposed normaliza-
tion as against Z-norm and T-norm score. Moreover, 
the normalization of scores is proven to influence the 
accuracy of the spoof detection system than with no 
normalization. It is also rightful to state that the overall 
ASV performance is thus improved.

6. CONCLUSION

The task of spoof detection is challenging yet cru-
cial for stimulating secure environments for imposter-
resistant networks including the ASV framework. The 
score normalization is not a compulsory but necessary 
step in improving the decision accuracy of the ASV. In 
this work, a unique score normalization technique is 
proposed for the spoof detection task.  The proposed 
nDCG-norm is found to perform equally well in contrast 
to state-of-the-art normalization schemes. Moreover, 
the EER and t-DCF for all the baseline techniques are 
higher than the proposed scoring technique including 
LA and PA attacks. In the case of LA attacks, the nDCG-
norm achieved an EER of 0.35 and t-DCF of 0.01 which 
is superior to the EER of 0.43 and t-DCF of 0.015 for the 
baseline technique with no normalization during the 
development stage.  Further nDCG-norm achieved an 
EER of 8.96 and t-DCF of 0.198 which is superior to the 
EER of 9.57 and t-DCF of 0.236 for the baseline tech-
nique with no normalization during the evaluation 
stage. Additionally, considering PA attacks, the EER 
is 9.87 and t-DCF is 0.19 for no-norm in the develop-
ment stage, with no major variations observed for Z-
norm and T-norm; while a significant reduction in EER 
of 7.83 and t-DCF of 0.17 are observed for nDCG-norm. 
Similarly, during the evaluation stage, the EER is 11.04 
and t-DCF is 0.245 for no-norm, whereas improved EER 
of 9.79 and t-DCF of 0.228 are obtained for proposed 
nDCG-norm.

The overall objective of improving accuracy by re-
ducing the false positives is achieved by the proposed 
score normalization technique. Moreover, the simplic-
ity of extraction of nDCG-norm and lower computation 
complexity makes it potentially viable in the post-pro-
cessing stage of the spoof detection algorithm.  In the 
future, this work can be extended for feature normal-
ization and investigating an alternative for rank selec-
tion. 
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Abstract – A quasi-Z-source inverter (qZSI) belongs to the group of single-stage boost inverters. The input dc voltage is boosted by utilizing 
an impedance network and so called shoot-through (ST) states. In pulse-width modulations utilized for the qZSI, the dead-time is commonly 
omitted. However, unintended ST states inevitably occur as a result of this action, due to the non-ideality of the switching devices, causing 
the unintended voltage boost of the inverter and an increase in the switching losses. Hence, the implementation of the dead-time is desirable 
with regard to both the controllability and efficiency of the qZSI. This paper deals with the calculation of semiconductor losses of the three-
phase qZSI with implemented dead time. An algorithm available in the literature was utilized for that purpose. The algorithm in question was 
originally proposed and applied for the qZSI with omitted dead-time, where the occurrence of unintended, undetected ST states combined 
with the errors in the switching energy characteristics of the insulated gate bipolar transistor (IGBT) provided by a manufacturer led to errors 
in the obtained results. However, these errors were unjustifiably ascribed solely to the errors in the switching energy characteristics of the IGBT. 
In this paper, a new, corrected multiplication factor is experimentally determined and applied to the manufacturer-provided IGBT switching 
energies. The newly-determined multiplication factor is expectedly lower than the one obtained in the case of omitted dead time. The loss-
calculation algorithm with the new multiplication factor was experimentally evaluated for different values of the qZSI input voltage, the duty 
cycle, and the switching frequency.

Keywords: dead-time, loss-calculation algorithm, quasi-Z-source inverter, semiconductor losses, switching energies
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Symbol Description

Cf output filter capacitors

C1, C2 impedance network capacitors

D0 shoot‑through state duty cycle 

D1 impedance network diode

eDcond, 
eDrr

conduction energy and the reverse recovery energy of 
the free‑wheeling diode, respectively

eD1cond , 
eD1rr

conduction energy and the reverse recovery energy of 
the impedance network diode, respectively

eTcond conduction energy of the transistor 

eToff turn‑off energy of the transistor 

eTon turn‑on energy of the transistor

fL frequency of the load voltage

ice collector current

iD1 current of the impedance network diode 

iL current of the impedance network inductor

iph, Iph

instantaneous value and the RMS value of the phase 
current, respectively

ksw multiplication factor

kT

coefficient representing voltage dependence of 
transistor switching losses

Lf1, Lf2 output filter inductors
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L1, L2 impedance network inductors

ma amplitude modulation index

p non‑ST state switching pulses of the transistor

PDcond conduction losses of the free‑wheeling diode

PD1cond conduction losses of the impedance network diode

PDrr , PD1rr

reverse recovery losses of the free‑wheeling diode and 
the impedance network diode, respectively

Pin input inverter power

PL losses of the impedance network inductors

Pmeasured measured semiconductor losses

Pout output inverter power

PTcond transistor conduction losses

PToff turn‑off losses of the transistor 

PTon turn‑on losses of the transistor

Rac output load resistance

Rce forward resistance of the IGBT 

RD , RD1

forward resistance of the free‑wheeling diode and the 
impedance network diode, respectively

Rd damping resistance

Rg gate resistance

RL1, RL2 parasitic resistances of the impedance network inductors

STsignal shoot‑through state signal

Tj junction temperature

Tsw switching period

tw energy accumulation time window

T0 shoot-through state period

Vac output voltage RMS value

vce collector-emitter voltage

Vce,0 threshold voltage of the transistor 

vD voltage across free-wheeling diode

VD,0 threshold voltage of the free-wheeling diode

vD1 voltage across impedance network diode

VD1,0 threshold voltage of the impedance network diode 

vin, Vin
Instantaneous value and the mean value of the 
inverter input voltage, respectively 

Vpn peak value of inverter bridge input voltage

Vref reference voltage

vrefA/B/C reference phase voltages

vtrian carrier triangular signal

τd dead‑time of the pulse‑width modulation 

1. INTRODUCTION

The quasi‑Z‑source inverter (qZSI), proposed in 2008 
[1], is a single‑stage inverter with boost capability. It 
represents a modification of an originally proposed 
Z‑source inverter topology, ensuring continuous input 
current and lower voltage rating of one of the imped‑
ance‑network capacitors [2]. The impedance network of 
the qZSI combined with the additional shoot‑through 
(ST) switching state enables boost of the inverter input 
voltage. During the ST state, the inverter bridge of the 
qZSI is short circuited, which is forbidden in convention‑
al voltage‑source inverters. Therefore, in order to apply 

conventional pulse‑width modulations (PWMs) for the 
qZSI, the injection of the ST states has to be additionally 
enabled.

The control of the qZSI is usually achieved by utilizing 
the sinusoidal PWM (SPWM) or the space‑vector PWM 
(SVPWM), both with the injected ST states. The most 
common qZSI‑compatible SVPWMs, presented in [3], 
differ by a number of the inverter legs simultaneously 
utilized for the ST state injection and by a number of the 
ST state occurrences within a single switching period. 
The SVPWM with regard to SPWM achieves higher ac 
voltage at the inverter bridge output for a given input dc 
voltage. However, this disadvantage of the SPWM may 
be overcome by injecting 1/6 of the 3rd harmonic com‑
ponent into the respective modulation signals. The qZ‑
SI‑compatible SPWMs may be divided into two groups. 
The first comprises SPWMs in which the ST state duty 
cycle (D0) is determined by the amplitude modulation 
index (ma). The commonly utilized SPWMs in this group 
are the simple boost control [4], the maximum boost 
control [4], and the maximum constant boost control [5]. 
The second group [6‑8] comprises SPWMs which allow 
the D0 value to vary regardless of the ma value as long as 
the D0 value is lower than the maximum allowed, which 
is, in turn, defined by the applied ma value [5]. In [6], the 
ST state signal is generated based on the comparison of 
two dc reference signals (positive and negative) with the 
carrier signal. In this way, the start of the ST state is un‑
synchronized with the start of the zero‑switching PWM 
state. This results in the additional zero‑switching state 
occurring between the ST state and the preceding active 
PWM state, which causes additional switching losses. To 
overcome this problem, a so‑called zero‑sync SPWM 
was proposed in [7], where the start of the ST state is 
synchronized with the start of the zero‑switching state. 
In the same study, an additional unintended voltage 
boost was noted in the case of the SPWM with omitted 
dead‑time, which is a consequence of the unintended ST 
states caused by the non‑ideality of the utilized transis‑
tors. Consequently, it was in [7] proposed to implement 
the dead‑time within the SPWM so as to eliminate the 
unintended ST states, resulting in the new dead‑time 
zero‑sync (DTZS) SPWM.

The power losses of the qZSI consist of the semi‑
conductor losses and passive component losses. The 
latter include the inductors’ losses, which may be de‑
termined as in [9, 10], and the capacitors’ losses which 
are generally considered negligible. The calculation 
of the semiconductor losses represents a challenging 
task and many methods have been proposed with this 
regard [11‑17]. In [11], the semiconductor losses were 
calculated based on the measured voltage and current 
waveforms of the utilized transistors and diodes. This 
required sensors with high frequency bandwidth due 
to the fast transients in the current and voltage of the 
semiconductor devices. On the other hand, in [12‑17], 
the semiconductor losses were calculated based on the 
characteristics provided by the semiconductor device 
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manufacturer. In [12], the switching losses were cal‑
culated based on the switching energies determined 
according to the corresponding switching times and 
the semiconductor device current and voltage. This ap‑
proach implies linear change of the current and volt‑
age of the semiconductor device during the switch‑
ing transition. Another possible approach is to utilize 
the switching energies characteristics [13‑17]. These 
characteristics are defined as a function of the semi‑
conductor current and are typically approximated by 
utilizing the linear fitting, whereas more accurate ap‑
proximation is achieved by utilizing the cubic fitting as 
in [15]. The losses caused by the unintended ST states 
were not considered in [12‑17], but it was observed in 
[15] that the loss‑calculation error increases with the 
switching frequency, with the transistor switching loss‑
es taking up more than 90% of the total semiconduc‑
tor losses. This was ascribed to the differences between 
the actual transistor switching energies and those pro‑
vided by the manufacturer – determined based on the 
double‑pulse test – which may have been caused by 
the differences between the test circuitry and the uti‑
lized laboratory setup, including parasitic capacitance 
and additional loop resistance/inductance [18]. Conse‑
quently, a multiplication factor (ksw) was introduced for 
the transistor switching energies to minimize the errors 
between the measured and calculated losses. Howev‑
er, in this way, the losses caused by the unintended ST 
states were also ascribed to the errors in the switching 
energy characteristics, resulting in a presumably over‑
estimated value of ksw = 1.530.

This paper deals with the calculation of the semi‑
conductor losses of the qZSI with the DTZS SPWM. The 
loss‑calculation algorithm (LCA), originally proposed 
and denoted LCA2 in [15], is utilized for that purpose. A 
new experimentally determined ksw value is utilized for 
the transistor switching energies, following the same 
procedure as described in [15]. Finally, the semicon‑
ductor losses provided by the LCA with the newly‑de‑
termined ksw are compared with the experimentally ob‑
tained values as well as with the values obtained by an‑
other, competing algorithm available in the literature.

2. POWER LOSSES OF THE QZSI

The stand‑alone qZSI‑based control system is shown 
in Fig. 1. A symmetrical impedance network is consid‑
ered in this study, i.e. L1 = L2 = L, C1 = C2 = C, RL1 = RL2 = RL. 
The three‑phase inverter bridge is composed of six in‑
sulated‑gate bipolar transistors (IGBTs) with integrated 
free‑wheeling diodes (FWDs). The LCL filter, composed 
of the inductors (Lf1, Lf2), capacitors (Cf), and damping 
resistances (Rd), is connected to the inverter output. 
The qZSI supplies the three‑phase resistive load (Rac), 
whereas the control system maintains the required 
RMS value of the fundamental load phase voltage 
through the adjustment of ma. The peak value of the in‑
verter bridge input voltage is defined according to the 
qZSI input voltage (Vin) as follows [1]:

(1)

where T0 and Tsw represent the ST state period and the 
switching period, respectively, whereas D0 represents 
the ST duty cycle.

Fig. 1. Stand‑alone qZSI‑based control system [15]

Fig. 2 shows the waveforms of the reference voltages 
(vrefA, vrefB, vrefC), the carrier triangular signal (vtrian), the ST 
state signal (STsignal), and the pulses for all the IGBTs (SA+, 
SA−, SB+, SB−, SC+, SC−) in the case of the DTZS SPWM. The 
letter in the subscript of “S” denotes the correspond‑
ing phase, whereas + and – denote the upper and the 
lower IGBT, respectively. The ST state occurs right at the 
beginning of each zero‑switching state (denoted by the 
dashed lines). During the ST state, the pulses of all the IG‑
BTs are set to 1. The dead‑time (yellow segments) is intro‑
duced to postpone the IGBT turn‑on pulse (τd = 0.7 μs in 
this study). The considered PWM implied the utilization 
of the corresponding circuitry, details available in [7].

Fig. 2. Waveforms of the dead‑time zero‑sync 
SPWM [7]

The power losses of the qZSI represent the differ‑
ence between the inverter input (Pin) and output (Pout) 
powers. These losses include the semiconductor losses 
and losses of the impedance network inductors and ca‑
pacitors. The semiconductor power losses are divided 
into the losses of the IGBTs, the FWDs, and the imped‑
ance network diode. As for the IGBTs, the conduction, 
the switching, and the blocking losses exist, whereas 
for the diodes the conduction, the reverse recovery, 
the turn‑on, and the reverse losses exist. Generally, the 
blocking losses of the IGBTs along with the turn‑on and 
reverse losses of the diodes may be considered negligi‑
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ble. In this study, the semiconductor losses were calcu‑
lated by utilizing the LCA described in the next section.

3. CALCULATION OF SEMICONDUCTOR LOSSES

The considered LCA was originally applied in [15], 
where it was denoted LCA2. It enables the calculation 
of the IGBT and FWD losses in the three‑phase inverter 
bridge and the losses of the impedance network diode. 
The inverter bridge losses are determined as the losses 
of a single upper IGBT‑FWD pair multiplied by six, based 
on the assumption of symmetry that holds in the case 
of the symmetrical output load as is the one utilized in 
this study. The losses are calculated based on the cor‑

responding energies accumulated in the time window 
(tw), as shown in the flow chart in Fig. 3. These energies 
are obtained from the I–V characteristics and switch‑
ing energy characteristics of the IGBTs and diodes 
provided by the semiconductor device manufacturer. 
The flow chart shown in Fig. 3 may be divided into two 
parts. The blue‑colored part is utilized for the calcula‑
tion of the IGBT conduction energy accumulated dur‑
ing the ST states and the switching energies of the IGBT 
and diodes accumulated during the switching transi‑
tions between the ST state and the non‑ST states. The 
yellow‑colored part of the flow chart shown in Fig. 3 is 
utilized for the calculation of the energies accumulated 
during the non‑ST states. 

(2)

In (2), Vce,0 and Rce represent the IGBT threshold volt‑
age and the IGBT forward resistance, respectively (val‑
ues given in Appendix). During the ST state (STsignal = 1), 
ice = 1/2iph + 2/3iL, where iL represents the impedance 
network inductor current, whereas otherwise ice = iph.

The conduction energy of the FWD is defined based 
on the diode forward voltage (vD) and phase current, 
as follows:

(3)

where VD,0 and RD represent the FWD threshold voltage 
and the FWD forward resistance, respectively (values 
given in Appendix).

That comprises the conduction and switching ener‑
gies of the IGBT along with the conduction and reverse 
recovery energies of the FWD and impedance network 
diode. The LCA determines which energies should be 
increased by considering the instantaneous values of 
the following variables in kth and (k – 1)st instants: the 
non‑ST state switching pulses of the IGBT (p), the ST 
state signal (STsignal), and the phase current (iph). The 
IGBT conduction energy (eTcond) is calculated based on 
the collector current (ice) and the collector‑emitter volt‑
age (vce), as follows:

Fig. 3. Flow chart of the LCA [15]
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(4)

where vD1 and iD1 represent the impedance network di‑
ode forward voltage and the diode current, respectively.

The IGBT switching losses are calculated based on 
the corresponding switching energy characteristics. 
The datasheet of the IGBT‑FWD pair utilized in this pa‑
per contains the turn‑on and turn‑off switching ener‑
gies of the IGBT vs. ice. These energies are provided for 
two junction temperatures (Tj = 25 ˚C and Tj = 150 ˚C) 
and for a specific reference value of the inverter bridge 
input voltage (Vref = 600 V) and the gate resistance 
(Rg = 10 Ω). Fig. 4 shows the extraction of the character‑
istics that describe the IGBT turn‑on energy (eTon) vs. ice 
by utilizing the cubic fitting. Four coefficients a0, a1, a2, 
a3 (values given in Appendix) were obtained by averag‑
ing the coefficients obtained for the two provided tem‑
peratures. In this study, Rg = 10 Ω was utilized, which 
corresponds to the value for which the datasheet char‑
acteristics were determined.

Fig. 4. Turn‑on characteristics of the utilized IGBT [15]

The conduction energy (eD1cond) of the impedance 
network diode is calculated based on the correspond‑
ing threshold voltage (VD1,0) and the forward resistance 
(RD1) (values given in Appendix), as

The utilized inverter bridge input voltage (Vpn) dif‑
fers from Vref in the datasheet. Therefore, the calculated 
IGBT turn‑on energy was scaled by the ratio , 
according to the recommendations in [19], where kT is 
the exponent representing the voltage dependance of 
the IGBT switching losses ranging from 1 to 1.4. Note 
that the Vpn value is determined based on the Vin val‑
ue, as per (1). Finally, by considering all the facts men‑
tioned above, eTon is obtained as follows:

(5)

In (5), ksw represents a multiplication factor, initially 
set to 1, introduced to correct the IGBT switching ener‑
gies, as described in Introduction.

The IGBT turn‑off characteristics were extracted in 
the same way as the turn‑on characteristics. The cor‑
responding polynomial is defined as follows:

(6)

where values of b0, b1, b2, b3 are given in Appendix.

The cumulative values of eTon and eToff, obtained based 
on the flow chart shown in Fig. 3, are calculated as fol‑
lows:

(7)

The reverse recovery energies of the FWD (eDrr) and 
the impedance network diode (eD1rr) are calculated as 
follows:

(8)

(9)

Note that, eDrr and eD1rr utilized in (8) and (9), respec‑
tively, are given in Appendix.

4. EXPERIMENTAL INVESTIGATION

Fig. 5 shows the laboratory setup of the stand‑alone 
qZSI‑based system. The same measurement equip‑
ment and the same sampling procedure as in [15] were 
utilized for the LCA implementation. Other details 
about the utilized experimental setup are given in [15].

The measured semiconductor losses (Pmeasured) were 
obtained as Pin − Pout − PL. The input inverter (Pin) power 
was obtained as the mean value of vin ∙ iL, whereas the 
output inverter power (Pout) was measured by means of 
the power analyzer Norma 4000 (Fluke). The losses of 
the inductors (PL) were calculated as in [9], whereas the 
losses of the utilized polypropylene capacitors were 
neglected due to the low ESR value of 7.8 mΩ

Fig. 5. Laboratory setup of the stand‑alone qZSI‑
based system

4.1 DETERMINATION OF THE 
 MULTIPLICATION FACTOR

The first part of the investigation was carried out to 
determine the new ksw value applicable for the qZSI 
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with the DTZS SPWM. For that purpose, the same pro‑
cedure as in [15] was utilized. The following Iph values 
were considered: 1.33 A, 1.72 A, 2.12 A, and 2.61 A. Dur‑
ing the measurements, fsw and D0 were set to 5 kHz and 
0.22, respectively, whereas Vin was set to 450 V, resulting 
in the constant Vpn/Vref ratio with Vpn ≈ 800 V. The refer‑
ence RMS value (V*

ac) and frequency (fL) of the funda‑
mental load phase voltage were set to 230 V and 50 Hz, 
respectively.

The IGBT switching energies were multiplied by ksw 
to annul the LCA error with respect to Pmeasured for each 
of the considered Iph values. In this way, the ksw values in 
the range 1.09 – 1.34 were obtained. The final average 
value of ksw was calculated as 1.197. As expected, due 
to the elimination of the unintended ST states and thus 
the corresponding losses, the new ksw value is about 
22% lower than the value previously obtained in [15]. 
The fact that the new ksw value is still higher than zero 
speaks in support of the hypothesis that the datasheet 
values of eTon and eToff may differ from the actual ones, 
as stated in [15]. Note that during the experimental in‑
vestigation, kT in (5) and (6) was set to 1.4, which is the 
highest recommended value [19]. The lower kT value 
would result in the higher ksw value. 

The comparison between the LCA prior and after 
the correction of the IGBT switching energies and the 
measured semiconductor losses is shown in Fig. 6 (left 
column). 

In comparison to the results given in [15], the abso‑
lute error of the LCA with ksw  = 1 (i.e., before the cor‑
rection) is reduced by approximately 30% solely due to 
the dead‑time implementation. After the application of 
the corrected factor ksw =  1.197, the highest absolute 
error was further reduced from 22 W (21%) to 6 W (6%). 
Note that the error remaining after the correction is 
probably not related to the conduction losses calcula‑
tion error, which depends on the chosen LCA sampling 
period. In this study, the sampling period is set to 2 μs 
since it has been shown in [15] that the additional re‑
duction of the LCA sampling period does not enhance 
the LCA’s accuracy. The introduced dead‑time does not 
interfere with the LCA’s operation because the LCA in‑
put variable p represents the actual switching pulses 
with implemented dead‑time. 

Fig. 6. Measured and calculated semiconductor 
losses with respect to RMS phase current

The right column in Fig. 6 shows the semiconductor 
losses distribution of the LCA with the applied ksw value 
of 1.197. The turn‑on (PTon) and turn‑off (PToff) losses of 
the IGBTs are dominant with the share higher than 90% 
in the total semiconductor losses. These losses are fol‑
lowed by the conduction losses of the IGBTs (PTcond) and 
the conduction losses of the impedance network diode 
(PD1cond) and FWDs (PDcond). The reverse recovery losses 
of FWDs (PDrr) and the impedance network diode (PD1rr) 
have the lowest share in the total semiconductor losses.

4.2 EXPERIMENTAL EVALUATION OF THE LCA

The second part of the investigation was carried out to 
evaluate the LCA with the applied ksw in operation ranges 
that result in different distribution of the semiconductor 
losses. The semiconductor losses were also calculated by 
means of another algorithm proposed in [15], where it 
was denoted LCA1. The corresponding IGBT switching 
energies were also multiplied by ksw = 1.197.

Fig. 7 shows the corrected calculated and measured 
semiconductor losses with respect to the switching fre‑
quency (fsw), the qZSI input voltage (Vin), and the duty 
cycle (D0). 

Fig. 7. Corrected calculated (ksw = 1.197) and 
measured semiconductor losses with respect to: 

switching frequency (a), input voltage (b),  
and duty cycle (c)

(a)

(b)

(c)
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The measurements carried out for this purpose cor‑
responded to the measurements carried out in [15]. 
The only difference was the utilization of the DTZS 
SPWM instead of the zero‑sync SPWM with omitted 
dead‑time. V*

ac and fL were set to 230 V and 50 Hz, re‑
spectively. During the variation of the switching fre‑
quency, other parameters were set to the constant 
values: D0 = 0.22, Iph = 1.72 A, Vin = 450 V. Similarly, the 
switching frequency was set to 5 kHz when the values 
of Vin and D0 were varied. The variation of Vin was carried 
out with D0 = 0.18 and Iph = 1.72 A, whereas the varia‑
tion of D0 was carried out with Iph = 1.72 A, Vin = 470 V. 
Note that during the variation of Vin, the utilization of 
D0  = 0.18 ensured the highest tolerable Vpn value (in‑
cluding transients), which is lower than the maximum 
allowed value of 1200 V. For the same reason, Vin was 
set to 470 V during the variation of D0.

The left columns in Fig. 7 indicate that the accuracy of 
the LCA1 from [15] is lower for all the considered mea‑
surement points, with the highest noted error amount‑
ing to 25 W (23%), compared to only 9 W (12%) by the 
LCA. The semiconductor losses distribution of the LCA 
with the applied ksw = 1.197 is shown in Fig. 7 (right col‑
umns). This distribution corresponds to the distribution 
shown in Fig. 6, with dominant PTon and PToff.

The second part of the investigation was carried out 
in order to evaluate the LCA over wide ranges of Vin 
and D0. The main aim was to consider qZSI applications 
where Vin and Vpn vary significantly, such as in the case 
of a photovoltaic‑fed qZSI. In this part of the investi‑
gation, the ma value was set to 0.8, meaning that the 
output voltage was not controlled, whereas the output 
load resistance (Rac) was adjusted to maintain 1 kW out‑
put power (Pout).

Fig. 8 shows the measured and calculated semicon‑
ductor losses with respect to Vin for the D0 values of 0.1, 
0.15, 0.2, and 0.25.

The results shown in the left columns in Fig. 8 indi‑
cate that the semiconductor losses obtained by the 
LCA (PLCA) closely correspond to the measured losses 
(Pmeasured), with the highest noted error amounting to 
11 W (12%). The accuracy of the LCA1 from [15] is lower 
for all the measurement points, with the highest noted 
error amounting to 27 W (30%). These results confirm 
the superior accuracy of the LCA, as previously ob‑
served in [15].

The semiconductor losses distribution of the LCA de‑
pends on the Vin value. In the case of Vin  =  200 V, the 
conduction losses amount to approximately 60% of the 
total semiconductor losses for D0 = 0.1. The increase in 
Vin or D0 causes the increase in Vpn, as per (1), and thus 
the increase in the load voltage due to the constant 
ma. Since Pout is controlled, higher load voltage implies 
lower load current and thus lower current through the 
semiconductors. Therefore, the share of the conduc‑
tion losses in the total semiconductor losses decreases 
with the increase in Vin or D0. On the other hand, the 

(a)

(b)

(c)

(d)

Fig. 8. Corrected calculated (ksw = 1.197) and 
measured semiconductor losses with respect to 
input voltage for duty cycles of: 0.1 (a), 0.15 (b),  

0.2 (c), 0.25 (d)

5. CONCLUSION

In this study, the LCA available in the literature has 
been successfully applied for the qZSI with the DTZS 
SPWM. The implementation of the dead‑time did not 
interfere with the LCA’s operation, whereas it caused 
the decrease of the actual inverter losses. As a result, the 

share of the switching losses, especially PTon and PToff, no‑
tably increases with Vin and D0 due to the increase in Vpn, 
as per (1). For example, in the case of applied Vin = 470 V 
and D0 = 0.25 the IGBT switching losses amount to 87% 
of the total semiconductor losses.

Input voltage (V) Input voltage (V)

Input voltage (V) Input voltage (V)

Input voltage (V) Input voltage (V)

Input voltage (V) Input voltage (V)
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corrective multiplication factor for the IGBT switching 
energies was reduced from 1.530 (omitted dead‑time) 
to 1.197 (implemented dead‑time). However, the fact 
that the new multiplication factor is still different from 
1 supports the hypothesis that, in some cases, the man‑
ufacturer‑provided IGBT switching energies need to be 
adjusted. Also note that the highest recommended val‑
ue was utilized for the scaling factor that describes the 
voltage dependence of the IGBT switching losses. Any 
reduction of this factor would require higher multipli‑
cation factor. Finally, the LCA was experimentally evalu‑
ated and compared to another algorithm available in 
the literature, with the same multiplication factor ap‑
plied for both the considered algorithms. It turned out 
that the LCA is overall more accurate with the relative 
error not exceeding 12%, as opposed to the 30% ob‑
tained for the considered competing algorithm.

6. APPENDIX

Parameters and coefficients in (2)‑(6)

Rce = 0.066105 Ω, Vce,0 = 0.6823 V, RD = 0.0862 Ω

VD,0 = 0.774 V, RD1 = 0.1225 Ω, VD1,0 = 0.999 V

a0 = 0.18, a1 = 0.074, a2 = –7.2∙10–4, a3 = 2.53∙10–5

b0 = 0.258, b1 = 0.081, b2 = –1.41∙10–4, b3 = 0

Reverse recovery energies in (8), (9)
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Abstract – An adaptive sliding mode control (SMC) based on fuzzy logic and low pass filter is designed in this research. The SMC is one of 
the most widely accepted robust control techniques. However, the main disadvantage of the SMC is chattering phenomena, which inhibits 
its usage in many practical applications. Fuzzy logic control has supplanted conventional techniques in many applications. A major feature 
of fuzzy logic is the ability to express the amount of ambiguity in individual perception and human thinking. In this study, a fuzzy inference 
system is applied to approximate the function in the SMC law. A low pass filter is used to reduce chattering phenomena around the sliding 
surface. The stability of the control system is proved by the Lyapunov theory. The proposed controller is tested to position tracking control for 
two-tank interacting system. This system has been applied in process industries like petroleum refineries, chemical, paper industries, water 
treatment industries. Simulation results in MATLAB/Simulink show that the proposed algorithm is more effective than the sliding mode 
control, sliding mode control using conditional integrators and fuzzy control without steady-state error, the overshoot is 0 (%), the rising time 
achieves 2.187 (s) and the settling time is about 3.9133(s).

Keywords: sliding mode control, adaptive, fuzzy logic, low pass filter, two-tank interacting

1. INTRODUCTION

A sliding mode control (SMC) methodologies emerged 
as an effective tool to tackle uncertainty and disturbances, 
which are inevitable in most of the practical systems 
[1].  The most significant advantage of the SMC method 
is the ability to eliminate the effects of uncertainties 
caused by model errors and unwanted disturbances 
that affect the system response. Therefore, different and 
hybrid structures of the SMC method, which is known as 
robust control technique [2]. It is evident that real-time 
implementation of SMC is comparatively easier in contrast 
to other types of nonlinear controllers [3-5] and is applied 
to both linear and nonlinear systems [6, 7].  However, 
for the amplitude of the sliding mode control law, if not 
selected properly, it will cause chattering phenomenon 
[8, 9]. Chattering can be described as the phenomenon of 
finite-frequency, finite-amplitude oscillations appearing 
in systems with sliding mode control [8]. Chattering 
phenomenon due to imperfections and time delays in 
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switching, due to small time constant actuators, power 
circuits are prone to overheating leading to damage [10, 
11]. Many research have provided solutions to overcome 
chattering phenomenon in the SMC, such as a signum 
function of the SMC is replaced by saturation function 
and a Recurrent Elman Neural Network was developed 
for optimal determination of the switching gain of the 
Smoothed Sliding Mode Control was given in [8], the 
feed forward neural network was used [12], an adaptive 
terminal sliding mode control was given [13], a Smooth 
Hyperbolic Tangent Function was utilized to replace 
the discontinuous signum function [14, 15] was used a 
nearly optimal sliding mode controller, a robust multi-
channel control system based on SMC was given [16], 
and an adaptive finite time robust control methods were 
employed [17] based on SMC method.

Liquid level control of the two-tank interacting 
system is widely used in the chemical industry [18, 
19], paper chemical, mixing treatment industries, 
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pharmaceutical and food processing industries [19], 
nuclear power plants, and automatic liquid dispensing 
and replenishment devices [20]. Several researchers 
have investigated the problem of liquid level control 
for this system, such as the Fuzzy-PID Controller [18, 
20, 21] was used the SMC using conditional integrators, 
[22] was used an intelligent self-tuning fuzzy-PID 
controller, the PID controller was given [23], the PID 
Controller and SMC were given [24] and [25] was used 
the Fuzzy-Optimized model reference adaptive control 
based on MIT and Lyapunov rules.

This study proposes to use fuzzy logic combined with 
a low pass filter to reduce chattering phenomenon 
of the control signal around the sliding surface. The 
aim of reducing chattering is not to lead to problems 
such as saturation, high energy consumption and 
heat for mechanical parts and also, high wear and tear 
of moving mechanical parts and high heat losses in 
electrical power circuits.  The proposed controller is test 
to control the liquid level of the two-tank interacting 
system with the effects of external disturbance and 
changes the time constant of the filter.

The paper contribution is 1 - the SMC controller is 
designed to ensure that the actual liquid level position 
follows the desired position; 2 - the fuzzy system is 
used to approximate the function f(x) in the SMC law; 
3 - the low pass filter is used to reduce chattering 
phenomenon around the sliding surface. Simulation 
results in MATLAB of the proposed controller are 
compared with the SMC, the SMC using conditional 
integrators and the fuzzy controller.

This paper is organized in 5 sections: section 2 
presents the mathematical model of the two-tank 
interacting system, the adaptive sliding mode control 
based on fuzzy logic and low pass filter is presented in 
section 3, the results and discussion are presented in 
the section 4 and section 5 is the conclusion.

2. MATHEMATICAL MODEL OF THE TWO-TANK 
INTERACTING SYSTEM 

The model of the two-tank interacting system [25] 
shows in Fig. 1. Where the height of the liquid level is h1 
(cm) in tank 1 and h2 (cm) is tank 2. Volumetric flow into 
tank 1 is qin (cm3 /min), the volumetric flow rate from q1 
(cm3 /min), and the volumetric flow rate from tank 2 is 
q2 (cm3 /min). Cross sectional area of tank 1 is A1 (cm2) 
and area of tank 2 is A2 (cm2). 

Fig. 1. The model of the two-tank interacting system

The state space representation of the system [25] as (1):

(1)

where:

(2)

= = = + +2 1 2 1 2 1 2; ;a R b T T c T T A R ; =2 2 2T A R  and =1 1 1T A R  
are the time constant of tank 1 and 2, respectively. 

=1 2x h  is the actual liquid level, = = 2 1 2x x h  is the ve-
locity of the liquid level and [ ]= 1 2

T
x xx  is the state 

vector of the system; ( )d t  is the unknown disturbance, 
( ) ≤d t D

The control reality shows that the f(x) component in 
(2) is not easily measured. Therefore, this study is aimed 
at approximating f(x) by a fuzzy system.

3. DESIGN OF ADAPTIVE SLIDING MODE 
CONTROLLER BASED ON FUZZY LOGIC AND 
LOW PASS FILTER

3.1. DESIgN oF SLIDINg MoDE CoNTroLLEr

The structure of the SMC controller is presented in 
Fig. 2.

Fig. 2. The structure of the SMC controller

The sliding surface [10, 11] is described as (3):

= + s ce e (3)

Where c must satisfy Hurwitz condition,  

The tracking error and its derivative value as (4) and (5):

= −2 2de h h (4)

= − 
2 2de h h (5)

Where h2d is the reference liquid level, h2 is the reality 
position.

Taking the derivative of (3), we have (6):

= + = + −    
2 2ds ce e ce h h (6)

Substituting (1) into (6), we get (7):

( ) ( )= + − = + − − −    
2 2 2d d in

a
s ce h h ce h f q d t

b
x (7)

The reaching law with constant rate [10] as (8):

( )η= −s sign s (8)

( ) ( )

=

= + +





1 2

2 in

x x

a
x f q d t

b
x

( ) = − −1 2

1 c
f x x

b b
x
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We get the SMC law for the two-tank interacting 
system as (9):

( ) ( )η = = + − + 


2SMC in d

b
u q ce h f sign s

a
x (9)

Now, (7) becomes (10):

( ) ( )

( ) ( )η

= + − = + − − −

= − −

    
2 2 2d d in

a
s ce h h ce h f q d t

b
sign s d t

x
(10)

If η ≥ D, we have (11):

( )η= − − ≤ 0ss s sd t (11)

In this paper, the fuzzy system will be use to approxi-
mate the function f(x) in (9).

3.2 APProxIMATIoN uSINg 
 A Fuzzy SySTEM

Using the universal approximation theorem, we 
will replace f(x) with the fuzzy system ( )f x  to realize 
feedback control. Three steps [10] are designed as follows:

Step 1. For x1 and x2, define five fuzzy sets for 1
ilA   

and 2
ilA   respectively, = 1,2, ,5;il  

Step 2. Design 
=

= × =∏ 1 2
1

25
n

i
i

p p p  fuzzy rules to con-

struct fuzzy system ( )θf̂ x  as (12):

(12)

Where = = = =1 21,2,3,4,5; 1,2; 5il i p p

Step 3. Using fuzzy inference, the output of fuzzy 
system as (13)

( )
( )

( )

µ

µ

= = =

= = =
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∑∑ ∏
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ˆ
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l l i

iA
l l i

y x
f

x
x (13)

Where ( )µ j
i

iA
x  is membership function of ix

Let 1 2l l
fy  to be freedom parameter and be put in the 

set  ( )∈θ 25R . Column vector ( )ξ x  is introduced and 
(13) can be written as (14):

( ) ( )=θ θ ξˆ ˆTf x x (14)

Where

[ ]= 1 2
T

x xx (15)

( )ξ x  is 
=

= × =∏ 1 2
1

25
n

i
i

p p p  dimensional column 
vector, and 1 2,l l  elements are, respectively,

( )
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1 2
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l l i

x

x
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The membership functions are needed to be select-
ed according to experiences. Moreover, all the states 
must be known.

3.3 ANALySIS AND DESIgN oF ADAPTIvE  
 SLIDINg MoDE CoNTroLLEr BASED oN  
 Fuzzy LogIC

Suppose the optimal parameter [10] as (17):

(17)

Where Ω is the set of θ, i.e., θ ∈ Ω.

The term f(x) [10] can be expressed as (18):

(18)

where x is the input signal of the fuzzy system, where  
is the fuzzy vector, ( )ξ x  is approximation error of 
fuzzy system, and ε≤εN.

The fuzzy system is used to approximate f(x). The 
fuzzy system input is selected as [ ]= 1 2

T
x xx , and 

the output [10] of the fuzzy system as (19):

( )  ( )= θ θ ξ
T

f x x (19)

We get the adaptive fuzzy SMC (AFSMC) law for the 
two-tank interacting system as (20):

( ) ( )η = + − + 


2AFSMC d

b
u ce h f sign s

a
x (20)

Substituting (20) into (10), we get (21):

(21)

Since

(22)

where − ∗θ = θ θ̂ (23)

Lyapunov function [10] is defined as (24):

γ γ= + > θ θ,21 1
0

2 2
TV s (24)

With a derivative V, and from (21), we have (25):

( ) ( ) ( )( )
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Let the adaptive law [10] as (26):

( )
γ

= −θ ξ1ˆ s x (26)

Then,

(27)

Due to the approximation error ε is sufficiently small, 
if we design η≥εN, we can obtain approximately ≤ 0V .

Using LaSalle’s invariance principle, if t→∞, then s→0, 
i.e., e→0 and e ̇→0.

3.4 ADAPTIvE SLIDINg MoDE CoNTroL 
 BASED oN Fuzzy LogIC AND  
 Low PASS FILTEr

The adaptive fuzzy sliding mode control (AFSMC) in 
(19) still exhibits the chattering phenomenon around 
the sliding surface because of high level switching 
frequency in control input signal. To overcome this 
phenomenon, the study proposes to combine the 
adaptive fuzzy sliding mode control with the low pass 
filter (LPF). The proposed controller is aimed to drive 
the sliding variable ‘s’ to zero in the presence of system 
uncertainties. The structure of the AFSMC system with 
LPF (AFSMC_LPF) is shown in Fig. 3.

Fig. 3. Structure of the AFSMC_LPF

Where τ is the AFSMC output and u is the actual control 
input. The LPF transfer function [11] is given as (28):

( ) λ
λ

=
+

Q s
s

(28)

Where λ is the time constant of the filter.

We get the AFSMC_LPF for two-tank interacting as (29):

( ) ( ) ( )η  = − + − −   


_ 2
ˆ

ASMCF LPF d

b
u ce h f sign s Q s

a
x (29)

Equation (29) provides the necessary control input for 
a system with filter function Q(s) along with the AFSMC.

4. RESULTS AND DISCUSSION

The structure of the AFSMC _ LPF in MATLAB/Simulink 
is presented as Fig. 4 with d(t)=5sin(t).

Fig. 4. Structure of the AFSMC _ LPF for two-tank 
interacting in MATLAB/Simulink

The parameters of the two-tank interacting system are 
presented in Table 1. The fuzzy logic rules are shown in 
Table 2 with NM - Negative Medium, NS - Negative Small, 
Z - zero, PS - Positive Small and PM - Positive Medium.

Table 1. The parameters of  
the two-tank interacting system

Parameters A1 A2 r1 r2

Value 0.0145 0.0145 1478.57 642.86

Unit m2 m2 sec/m2 sec/m2

Table 2. Fuzzy rule based table

( )f x
x1

NM NS Z PS PM

x2

NM NM NM NM NS Z

NS NM NM NS Z PS

Z NM NS Z PS PM

PS NS Z PS PM PM

PM Z PS PM PM PM

The membership functions are given as Fig. 5. The 
approximation result of the function f(x) with the fuzzy 
system is shown as Fig. 6. The response in Fig. 6 shows 
that the fuzzy system has effectively approximated the 
function f(x) with the approximation error approaches 0.

Fig. 5. Membership functions of xi

Fig. 6. Approximation result of the function f(x) 
with fuzzy system
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The step response (0.055m) and error of the system 
with the AFSMC _ LPF are shown as Fig. 7. 

Table 3. The achieved quality criteria of the AFSMC 
_ LPF controller

Quality criteria rising 
time (s)

Settling 
time (s)

overshoot 
(%)

Steady 
state error 

(m)

AFSMC _LPF 2.187 3.9133 0 0

Fuzzy control 
[19] 33 47.2 1.45 0

Sliding mode 
control using 
conditional 

integrators [21]

87.18 330 - 1.6

Sliding mode 
control [24] - 7.6 0 -

Fig. 7. Step response and error of the system with 
the AFSMC_LPF

The actual liquid level (denoted as y-AFSMC-LPF) of 
the system tracks to the reference input (denoted as 
yd) in a finite time without the overshoot, the rising 
time achieves 2.187(s), the settling time is about 

Fig. 8. Control signal of the AFSMC _ LPF before and 
after the LPF with Step

3.9133(s) and the steady state error converges to 0. 
These criteria are presented in Table 3 and compared 
with fuzzy control [19], SMC using conditional 
integrators [21] and SMC controller [24]. The 
amplitude of the control signal after passing the low 
pass filter is reduced about 5 times and significantly 
reduces the oscillation compared to before the low 
pass filter when the system response is at steady state. 
This signal is presented as Fig. 8.

The sine response and error of the AFSMC _ LPF with 
initial state is [0.1, 0], are shown as Fig. 9. The actual 
position of the system still tracks the desired input in 
a finite time with the steady state error converges to 0 
and to reduces the chattering phenomenon in control 
signal as Fig. 10. 

The step and sine response of the AFSMC _ LPF with 
Band Limited White Noise (0.0001w) is used to simulate 
sensor noise acting at the output of the system are 
shown in Fig. 11 and 12, respectively. The actual 
responses of the system still converge to the reference 
signal in the finite time. This proves that the AFSMC _ 
LPF controller is suitable to control the system.

Fig. 9. Sine response and error of the AFSMC_LPF

Fig. 10. Control signal of the AFSMC _ LPF before 
and after the filter with Sine
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Fig. 11. Step response of the AFSMC _ LPF with 
Band Limited White Noise

Fig. 12. Sine response of the AFSMC _ LPF with Band 
Limited White Noise

5. CONCLUSIONS

This paper presents the design of the adaptive sliding 
mode control based on the fuzzy logic and the low pass 
filter for the two-tank interacting system. The sliding 
mode controller is designed to ensure the actual liquid 
level of the system converges to the reference in a finite 
time. The fuzzy logic is used to approximate the function 
f(x) in the SMC law and the LPF reduces the effect of 
chattering to a great extent. Responses and control input 
for AFSMC _ LPF with and without filter are presented. 
Simulation results with MATLAB/Simulink shown that the 
AFSMC _ LPF efficient, robust and suitable in liquid level 
control of the two-tank interacting system. The actual 
liquid level of the system tracks to the desired input in a 
finite time (Fig. 7) without the overshoot, the rising time 
achieves 2.187(s), the settling time is about 3.9133(s) 
and the steady state error converges to 0. These criteria 
(Table 3) of the proposed controller are better than the 
SMC controller, SMC using conditional integrators and 
fuzzy control. The amplitude of the control signal with 
yd=0.055m and yd=sine (±0.055m) after passing the low 
pass filter is reduced about 5 times (Fig. 8, 10). The step 
and sine response of the AFSMC _ LPF with Band Limited 
White Noise still converge to the reference signal in the 
finite time (Fig. 11, 12). In the future, this research will use 
the intelligent algorithms to optimize the fuzzy system 
and experiment with real models.
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Abstract – This paper demonstrates an experimental attempt to prototype electric vehicle charging station’s (EVCS) decision-making 
unit, using artificial neural network (ANN) algorithm. The algorithm acts to minimize the queuing delay in the station, with respect to the 
vehicle state of charge (SOC), and the expected arrival time. A simplified circuit model has been used to prototype the proposed algorithm, to 
minimize the overall queuing delay. Herein, the worst-case scenario is considered by having number of electric vehicles arriving to the station 
at the same time greater than the charging points available in the station side. Accordingly, the optimization technique was applied to 
reduce the mean charging time of the vehicles and minimize queuing delay. Results showed that this model can help in reducing the queuing 
delay by around 20% of the mean charging time of the station, while referring to a bare model without ANN algorithm as a reference.

Keywords: Real-time algorithms, Physical realization, Electric vehicles stations, Queuing delay optimization, Artificial neural network 
(ANN) algorithm.

1. INTRODUCTION

Is the Electric Vehicles (EVs) market a booming mar-
ket? Various studies have demonstrated such a question 
[1-4]. The electric vehicles deployment rate has recently 
risen worldwide and has become the conventional 
transportation for the cities as it reduces air pollution 
and fuel dependency [5]. Accordingly, queuing delay 
and charging cost problems appear, and many research-
ers tried to solve them using different optimization tech-
niques. Previous works were investigated to reduce the 
charging cost for EVs, either by introducing new charg-
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ing schemes, integrating renewable energy sources, or 
utilizing decentralized in-door charging [6-10]. The cur-
rent study focuses more on the other problem, queuing 
delay. One of the solutions to minimize queuing delay 
is by increasing charging points with respect to electric 
vehicles demand in each zone [11]. Reducing electric 
vehicle charging time and queuing delay will enhance 
the usage of electric vehicles globally. As the increases 
in electric vehicle usage may lead to congestion in the 
electric vehicle charging stations (EVCS). Accordingly, 
optimization of high priority vehicles needs to be es-
tablished, which will lead to rearrangement of vehicles 
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entering the station simultaneously [12, 13]. Fast charg-
ing modes like constant current constant voltage (CCCV) 
and multistage constant current (MSCC) may lead to a 
decrease in charging time, but also as the charging dura-
tion is longer than fueling time so that congestion may 
happen, and queuing delay will occur [14]. 

Another factor affecting the queuing delay is the 
state of charge (SOC) upon arriving at the station. 
The lower the SOC, the higher the charging priority. 
The battery management system is the primary key in 
controlling the SOC, as it contains many accurate algo-
rithms that control the functional status of the battery 
[15]. Previous literature demonstrates various attempts 
to provide intelligent battery management systems 
in vehicles, seeking optimum charging, either time or 
cost. The work in [16] provided an attempt to utilize 
fuzzy logic to control a vehicle's battery management 
system. Another trial based on vehicle-to-vehicle tech-
nology was conducted in [17]. Moreover, the charging 
swapping methodology was utilized as in [18]. Alterna-
tively, the integration of self-controlling and renewable 
resources were investigated [19].

Integrating machine learning models in optimization 
problems has attracted various researchers' attention. 
A study of mathematical optimization methods and 
machine learning to estimate optimized solutions by 
being trained on previously optimized solutions shows 
that the machine learning model is more accurate and 
efficient in obtaining the value of the optimized in-
stances [20]. In [21], global solar radiation is required 
to design a proper energy conversion system due to 
the high cost of measurement several mathematical 
models are used linear and nonlinear in parallel with a 
machine learning model; result conducts that machine 
learning accuracy compared by actual reading shows 
more accurate results as error percentage at some time 
reaches less than 2%. In [22], scientists used artificial 
neural network (ANN) for medical purposes, and they 
faced some problems regarding feeding the network 
with data from a real-world, determination of the best 
structure as it needs many trials, eccentric network 
behavior as ANN has some limitations regarding pro-
viding clue how results are obtained when it provides 

a probe solution to specific problem and duration of 
the network is un-expectable beside to is an unknown 
clue. Overall, it can be concluded from previous work 
that ANN is more practicable, applicable, and accurate 
than conventional mathematical optimization models.

On the other hand, ANN has limitations regarding 
time, unknown behavior, feeding data translation, and 
hardware dependency. ANN's advantages outweigh 
its disadvantages as ANN are developing rapidly, and 
scientists are eliminating its disadvantage one by one, 
which shows a great perspective in the future. Provided 
all these attempts to effectively optimize the charging 
process of vehicles, in both dimensions cost and time, 
the physical realization and prototyping of such an in-
telligent system are still missing in the literature.

This paper proposes an accurate prototyped model 
implemented using an embedded system controller to 
emulate electric vehicles that communicate with electric 
vehicle stations. 12 EVs nodes (Figure 1) were fabricated 
with scaling down the EV battery by two 3-V batteries, 
the controlling unit is implemented using an Arduino 
controller, and the data is demonstrated using an LCD 
screen (cf. Figure 2). The intelligent point is considered in 
the Arduino kit with the ANN model running to minimize 
the queuing delay on the EV station side. Again, LCDs are 
mounted in the EV stations to demonstrate the predict-
ed queuing delay for each arriving vehicle. A real-time 
energy management model is deployed on the Arduino 
kit for estimating the SOC and the expected charging 
time, with the aid of the AI model. The model pretends 
to estimate the queuing delay using the developed ANN 
model. A series of experimental measurements were re-
corded and compared with theoretical expectations. 

2. PROTOTYPE DESIGN METHODOLOGY

As a prototype, 12 electric vehicles are assumed to 
arrive per two stations, with three charging points in 
each station (c.f. Figure 1). For the sake of decision-
making on the station side, estimating the battery's 
state of charge (SOC) is an essential task. Our proposed 
prototype is a scaled-down model with two 3-V batter-
ies connected in series for each EV, while Arduino is act-
ing as a control unit [23, 24]. 

Fig. 1. Schematic diagram for 
the EVs scenario with two avail-
able EV stations. The distance 
between EV and EV station is 
denoted as Dm,n, where m is 
the EV number and n is the EV 
station (EVS) number.



Volume 13, Number 6, 2022 487

(1)

(2)

where CCStation is the charging capacity of the battery 
upon reaching the station, CCfull is the full charging 
capacity, Tcharging is the charging time and DCmax is the 
maximum acceptable DC charging power in KW. Each 
EV is provided with LCD display to show the current 
SOC (see Figure 2-a). Alternatively, EV stations are pro-
totyped as a receiving node with Arduino controller, 
see Figure 2-b. EV nodes and EVCS nodes are commu-
nicating via 433 MHz RF transceiver [23, 24].  

For estimating the queuing delay, a real-time artifi-
cial intelligent energy management model is utilized 
as described in the flowchart demonstrated in Figure 3.

Fig. 2. (a) EV node showing the current SOC, and (b) 
EVS node showing the expected queuing delay.

The Arduino is deployed with an AI model capable of 
estimating the SOC as well as charging time, assuming 
CCCV charging scheme, by:

Fig. 3. Flow-chart for a real-time ANN model to simultaneously predict queuing delay in EV station with EVs 
arriving station.

(a)

(b)
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Fig. 4. Wiring diagram for the EV node

3. RESULTS AND DISCUSSIONS

The hardware system described in section two is 
then utilized in capturing actual data concerning the 
change of the queuing delay with the SOC variation fol-
lowing the ANN model prediction. The model depends 
upon scaling down the vehicle battery, Fiat 500 Model 
2018, with a battery capacity of 42 KW.hr, to a small bat-
tery used with a small capacity, as described in section 
two. This model helped show the SOC's effect on the 
charging time and queuing delay. 

As mentioned in Figure 1, 12 EVs were prototyped to 
communicate with two EVs. The EV decides which EVCS 
to access based on the SOC recorded at the EV node, 
the distance between the EV node and EVCS node, and 
the queuing delay expected at EVCS based on the traf-
fic. The conducted experiment is implemented by fix-
ing all EVs in terms of distance to stations, as (Dm,n),  
while one EV is kept with variable SOC. Accordingly, the 
SOC variation can influence the decision taken and re-
flect the expected queuing delay. 

Figure 6 shows that the queuing delay is directly pro-
portional to the SOC, while the charging time is inversely 
proportional. The experiment is conducted so that a 
group of vehicles enters the charging stations when all 
vehicles' SOC remains static while one vehicle SOC varies 
in our prototype to show how the change in SOC affects 
the charging time and queuing delay problem.

Fig. 5. (a) and (b) demonstrates the actual circuit 
model for the EV node.

(a)

(b)

Levenberg-Marquardt has been chosen in this work 
as it showed the highest validation among other algo-
rithms, including Bayesian regularization and scaled 
conjugate gradient, as reported in [25].

A generated dataset of 12,234 point was developed, 
while utilizing our database of EVs, published in [12] 
(cf. table 1). To ensure the suitability of the chosen ANN 
model with respect to the optimization problem under 
test, the generated dataset was tested. The dataset has 
been divided into three subsets: training, validation, 
and testing [25, 26]. A 70 % of the dataset was included 
as a training data, where the model learning process 
is conducted. Another 15% of the dataset are used for 
validating the data in terms of the data range under test. 
Finally, the remaining 15% are seeded as new input to 
the system to examine the prediction capabilities of the 
learning process implemented with the first 70% of the 
dataset. The accuracy of the validation process showed 
around 93%, while 91% and 71% were observed for the 
validation and testing process, respectively. As an overall 
accuracy performance indication, 89% accuracy was re-
corded for the suggested ANN model. We consider this 
output as an acceptable accuracy for the model to be 
used in the current study, with the possibility for further 
improvement in the future work by limiting the relative-
ly high variation in accuracy (71% to 93%).

As time-series app helps in utilizing the inputs and 
outputs to continuously predict the minimum ex-
pected EVs queuing delay, a real-time autoregressive 
nonlinear optimization algorithm [26] is used to rank 
EVs according to the SOC at the station, as well as the 
expected arrival time as a function in the distance to 
the station Dm,n. The model is considering a possibility 
for a queuing delay whenever the number of arriving 
vehicles is more than the available charging points at 
the station side, assumed to be three points per station. 

As mentioned earlier, the illustrated model was de-
ployed on the Arduino kit for physical realization. The 
Arduino kit supplies the circuit by 5 volts, the LCD is 
supplied by 10 volts total, and the data wires are con-
nected to (8,9,10,11,12,13) digital pins with (RS, E, D4, 
D5, D6, D7). LEDA is connected to the positive side to 
provide better vision, and the batteries are connected 
to a potentiometer to vary the output voltage control-
ling the SOC, as shown in Figure 4. 

Consequently, the actual circuit realization is shown 
in Figures 5-a and b. 
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Fig. 6. Charging time and queuing delay variation 
against SOC for the worst-case scenario, including 

12 arriving EVs, to two EV stations.

Conceptually, the optimization technique used in this 
paper is driven by arranging the vehicles with the high-
est charging time in descending order, as this technique 
will minimize the total mean charging time, which will 
decrease the mean charging time along the way day. 

Screenshots for the recorded SOC and queuing delay are 
demonstrated in Figure 7, all data are listed in Table 1. 
The figure illustrates three randomly selected EVs, show-
ing the EV node side with the SOC, and the EV station 
side with charging time and queuing delay. The same 
12 EVs scenario was run without performing the ANNN 
decision model on the EVs side to test the model's util-
ity. The average queuing delay was calculated with and 
without the ANN model in both cases. It was shown that 
the average queuing delay with applying the ANN mod-
el is reduced by 20%, with respect to the bare case (24.5 
mins to 29.2 mins, respectively).

The model shows that the queuing delay is directly 
proportional to the SOC as when the SOC increases, the 
queuing delay increases. This means that the optimiza-
tion algorithm identifies the high-priority vehicles with 
the lowest SOC to minimize the queuing delay for those 
vehicles as it reaches zero. In contrast, vehicles with 
high SOC will have the longest queuing delay time even 
though they have the shortest charging time. Overall, 
the average mean charging time, including the queuing 
delay with applying optimization technique for those 
vehicles, will be less than the average mean charging 
time without applying this technique as calculated ear-
lier. Based on the above, the proposed prototype vali-
dates the utility of the selected ANN model to minimize 
the queuing delay at rush hours. The model can be ex-
tended to include more EVs as well as EVCS. We consid-
ered such extension as a part of the future work.

Fig. 7. Recorded SOC, charging time, and queuing delay for three samples out of the 12 EV prototyped (a) 
EV # 1, (b) EV # 5, and EV # 8.

EV_# Initial SOC 
(%)

Estimated SOC at 
Station

Predicted Charging Time 
(mins) Dm,1 (m) Dm,2 (m) Queuing delay 

(mins)

EV_1 12 9.57545117 29.13756525 0.618588 1.42121 0

EV_2 30 33.56969084 21.50423098 4.98713 5.19231 11.59742

EV_3 40 28.32280701 36.57449544 4.17398 2.78219 18.55471

EV_4 50 37.58541729 16.86148293 2.90895 4.98562 0

EV_5 51 36.38462651 16.33263482 3.84365 4.25879 27.58459

EV_6 60 43.85077205 16.42789885 4.77989 3.51666 0

EV_7 70 74.27270927 21.07815914 1.001587 1.875104 9.54214

EV_8 65 27.53896209 11.536542497 4.14293 4.35069 37.65812

EV_9 80 78.63664373 3.808792758 1.316519 1.989016 0

EV_10 25 21.94191819 24.03313005 0.877803 2.09306 0

EV_11 35 26.22420666 38.30491932 1.64114 3.37592 7.11244

EV_12 45 45.82565932 11.6138407 0.786987 1.854612 0

It was observed that the queuing delay could be pre-
dicted only if the number of EVs arriving at the station 
exceeds the number of available charging points at the 
station. Herein, all vehicles were charged based on the DC 
constant current constant voltage (DC-CCCV) charging 
mode, despite any congestion in stations that may occur. 

Table. 1. Recorded SOC, charging time, distance to stations and queuing delay for three samples out of the 
12 EV prototyped. Selected station is underlined per EV
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the EVCS side. A bare model without running the ANN 
model on the EVCS side was also considered a refer-
ence. An overall 20% reduction in total charging time 
was estimated. Additionally, the model showed capa-
bilities better than both meta-heuristic as well as hybrid 
nonlinear programming and meta-heuristic algorithms 
in capturing the minimum expected queuing delay. As 
future work, the current model can be enlarged either 
in terms of the prototyped elements or level of intelli-
gence by utilizing other machine learning models and 
more reliable processing units. Additionally, assessing 
the current ANN model with respect to conventional 
scheduling algorithms can be part of the future work. 
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