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Abstract – Microstrip patch antennas that are multiband and downsized are required to suit the high demand of modern wireless 
applications. To meet this need, a one-of-a-kind triple band array antenna has been proposed. The proposed 2x2 microstrip 
patch array, which comprises of four hexagon-shaped radiating patches are electromagnetically excited by a centrally positioned 
microstrip feed line in the same plane along with a slotted ground plane, is investigated. CST Microwave Studio, a powerful 3D 
electromagnetic analysis programme, was used to design and optimize the array antennas. The 2x2 array antenna was constructed 
on a FR-4 substrate with a dielectric constant of 4.3, a loss tangent of 0.001, and a height of 1.6mm. To optimize energy coupling from 
the feed line to the radiating patches, the ground plane has an H-shaped groove cut into it. The suggested 2x2 array antenna's multi-
frequency behaviour is shown. Three resonant peaks were detected at 1.891GHz, 2.755GHz, and 3.052GHz. The observed bandwidths 
for these resonances are 234MHz, 69MHz, and 75MHz, respectively, with measured gains of 7.57dBi, 6.73dBi, and 5.76dBi. The goal of 
this work is to design, build, and test a single layer proximity fed array antenna. Standard proximity fed array antennas contain two 
substrate layers; however this array antenna has only one. As a consequence, the impedance matching and alignment are better. 
Simulated and experimental results showed that the this 2x2 array antenna operates in various important commercial bands, such 
as L and S bands and the array antenna might be beneficial for a wide range of wireless applications. The proposed antenna has good 
Impedance, S11, and radiation qualities at resonant frequencies. In this work, the 2x2 array antenna with hexagon-shaped radiating 
patches was successfully created utilizing the single layer proximity fed antenna concept and gap coupled parasitic patches.

Keywords: Triple Band, Single Layer Proximity Fed, 2x2 array, Slotted Ground Plane, Hexagon Shaped Patches

1. INTRODUCTION

Due to the rapid growth of wireless communication 
networks and new wireless applications, there is a rising 
need for miniaturized portable handheld devices. For a 
portable communication device, the antenna is one of 
the most critical components. Nowadays, good number 
of wireless services and devices uses different frequency 
bands and protocols. To simultaneously cover all of these 
services, the antennas on portable communication de-
vices should be able to cover many frequency bands at 
once. Building a multi-band antenna with a small foot-
print is not only necessary, but also challenging due to 
the limited space available for antennas in portable de-
vices. Microstrip antennas are appropriate for portable 
wireless communication devices [1-2] due to benefits 
such as small weight, cheap cost, and simplicity of pro-
duction. In contrast, a conventional microstrip antenna 
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has a single resonance frequency and a limited band 
width [3]. Several ways have been utilized to extend the 
microstrip antenna's bandwidth [4-6] and enable it to 
function as a multiband antenna [7-9].

One of the most extensively used methods for en-
hancing the bandwidth and gain of microstrip patch 
antennas is to use gap coupled parasitic components. 
There have been many papers published in the literature 
on electromagnetically fed gap coupled patch antennas 
for wireless applications [10-11]. In [12] a triple band 
proximity fed 2x1 array antenna with defected ground 
plane is presented. The reported array antenna has two 
substrate layers and overall thickness of the antenna is 
3.2mm. A group of antennas that operate together to 
transmit and receive radio waves as a single antenna is 
referred to as an array antenna. As the number of anten-
nas in an array rises, the array's performance improves. 
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The patch antenna's gain, bandwidth, and emission pat-
tern may be improved using this array antenna configu-
ration [13-15]. Any defect etched in the ground plane of 
the microstrip array antenna can give rise to increasing 
effective capacitance and inductance. Slotted ground 
plane is accomplished by etching a flaw from the 
ground plane in a basic form. The ground plane faults 
will disturb the shielded current distribution, resulting in 
controlled excitation and electromagnetic wave propa-
gation across the substrate layer [16-18]. Using the ap-
proaches described above, the proposed 2x2 microstrip 
array antenna is being constructed.

A single layer proximity fed triple band 2x2 microstrip 
patch array antenna is described in this paper. Tradi-
tional proximity fed patch antennas include two sub-
strate layers. In the current paper a novel design tech-
nique is employed to reduce manufacturing complex-
ity. By electromagnetic coupling, a centrally positioned 
microstrip feedline in the same surface, activates two 
radiating patches printed on the top surface of the sub-
strate at the same time, as explained in our previous 
work [19]. In this study, a similar feeding technique is 
employed to resonate the radiating patches. The array 
consists of four identically sized radiating components. 
The lowest two radiating elements are driven patches, 
whereas the upper two radiating elements are parasitic 
patches. Parasitic patches are connected to the driven 
patch through the driven patch's non-radiating edges. 
Simulation and optimization were performed using CST 
Microwave Studio. The proposed single layer proximity 
fed 2x2 microstrip array antenna provides enough gain 
and impedance bandwidth, as well as triple band capa-
bilities. The array antenna may be utilized for wireless 
communication equipment and the operating bands 
are 1.81GHz, 2.707GHz, and 2.962GHz, respectively.

2. ANTENNA GEOMETRY

2.1. SIMuLATIon BASEd AnTEnnA 
 EvoLuTIon STAgES

The evolution stages of the suggested single layer 
proximity fed 2x2 microstrip patch array antenna with 
slotted ground structure is shown in Fig. 1. Initially as 
illustrated in Fig.1(a), the single layer antenna con-
sists of a hexagonal shaped radiating patch and a mi-
crostrip coupling feed line. Both the microstrip patch 
and feed line are printed on the top surface of the sub-
strate and an H-shaped slot is etched in the ground 
plane. The microstrip feed line is placed close to the 
hexagonal shaped radiating patch with a gap G. The 
hexagon-shaped radiating patch is separated from the 
microstrip line by a gap G. In this situation, the radio 
frequency [RF] energy is coupled electromagnetically 
to the emitting device. The antenna was designed and 
simulated using CST microwave studio and the findings 
reveal that it resonates as a single band antenna. From 
the simulated radiation pattern results, it is observed 
that the beam maximum of the radiated beam is 37 de-

gree away from the bore sight. In order to correct this 
pattern behavior, at the next antenna evolution stage 
another hexagon shaped radiating element is printed 
on the other side of the microstrip feed line. The new 
modified antenna design with slotted ground plane 
is shown in Fig. 1. (b). In this single layer proximity fed 
2x1 array antenna configuration, dual band behaviour 
is seen. The CST Microwave Stimulation tool is used to 
fine-tune the size of the hexagonal radiating compo-
nents such that the first band resonates at 1.8GHz. The 
2x1 array antenna provides enough bandwidth and 
gain across both working bands. 

The current research looks at the next phase in ar-
ray antenna development, which aims to enhance the 
number of functioning bands and bandwidth. In the 
last evolution stage, two more hexagon-shaped radiat-
ing elements with the same dimensions are gap linked 
with the basic radiating elements, as illustrated in Fig.1. 
(c). This design is used to create a single layer proximity 
fed 2x2 microstrip patch array antenna with a slotted 
ground plane. An H shaped slot cut in the ground plane 
enhances the coupling to all four radiating patches. 
The unique features of the proposed single layer prox-
imity fed 2x2 array antenna when compared with ref-
erence antenna [12], are triple band bahaviour, small 
volume, lightweight and improved impedance match-
ing. The slot dimensions in all three antenna configura-
tions have been modified to produce resonance at the 
desired frequency. A frequency shift or a decrease in 
impedance bandwidth will arise from a change in any 
of these design parameters. The length of the feed line 
is modified in order to improve impedance matching.

2.2 AnTEnnA dESIgn ProCEdurE

The key design characteristic of a hexagon shaped 
radiating patch is its side length s. The equations for 
side length s, for a hexagonal shaped microstrip patch 
antenna can be obtained from the resonant frequency 
equations of the circular shaped microstrip patch an-
tenna as discussed in reference work [12], by equating 
the respective areas as shown in Fig. 2. A circular patch 
antenna's basic resonance frequency is determined by

(1)

Where,
fr = resonant frequency of the patch
Xmn = 1.8411 for the dominant mode TM 11
C = velocity of the light in free space
𝜀r = relative permittivity of the substrate
ae = effective radius of the circular patch and given by

(2)

In equation (2), ‘a’ is the actual radius of the circular 
patch antenna and h is the height of the substrate. By 
relating the areas of the circular and hexagonal radiat-
ing elements as stated in the equation given below, the 
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aforementioned equations may be used to compute 
the side length s, of a hexagonal shaped microstrip 
patch antenna.

Fig.1. Evolution stages of the proposed single layer 
proximity fed 2x2 array antenna (a) stage one (b) 

stage two and (c) stage three

(3)

where‘s’ is the side length of the hexagonal patch.

Fig. 2. Formation of a hexagonal shape from a circle

The radiating elements of the proposed array anten-
na is of hexagonal shape, whose eauation for resonant 
frequency is obtained using the resonant frequency 
equation of a circular radiating element by comparing 
their areas [20]. The resonant frequency of a hexagonal 
shaped radiating element is,

(4)

Here, Ymn = Y11 (TM11 mode) = 1.841 or Ymn = Y21 
= (TM21 mode) = 3.054, ε reff is the effective dielectric 
constant, C is the veocity of light and ae is the effective 
radius of the circular patch.

2.3 AnTEnnA ConFIgurATIon

(a)

(b)

Fig. 3. Geometry of the proposed single layer 
proximity fed 2x2 array antenna (a) top view and 

(b) bottom view

The configuration of the suggested single layer prox-
imity fed 2x2 array antenna with slotted ground plane 
is shown in Fig.3. A 2x2  array antenna with a dielec-
tric constant of 4.3, with a loss tangent of 0.001, and 
a height of 1.6mm was designed on a FR-4 substrate. 
Glass reinforced epoxy laminate sheets, rods, and print-
ed circuit boards are given the grade FR-4. It's a popular 
and adaptable high-pressurethermoset plastic lami-
nate with excellent strength-to-weight ratios. It's most 
typically employed as an electrical insulator because of 
its low water absorption and high mechanical strength. 
These qualities, together with strong manufacturing 
capabilities, aided in the selection of thissubstrate for 
the suggested antenna design. Fig.3 (a) depicts the top 
view of the suggested single layer proximity fed 2x2 ar-
ray antenna with slotted ground plane, which consists 
of four hexgonal shaped radiating patches printed on 
the top side of the upper substrate with a centrally lo-
cated microstrip feedline. The distance between the 
radiating components closest edges and themicrostrip 
feedline is maintained at λ/12. As illustrated in Fig.3(a), 
the four hexagon-shaped radiating elements are all ac-
tivated electromagnatically from the centrally located 
microstip feed line. Fig. 3(b), shows a metallic ground 
plane with an H-shaped slot on the rear side of the sub-
strate.

Dimensions of the radiating patches  and that of the 
slot in the proposed array antenna configuration is op-
timized using CST microwave studio software package, 
which utilizes the finite integration technique for elec-
tromagnetic commutation to operate in three operat-
ing bands. Table 1 shows the optimized dimensions of 
the proposed antenna.

W1 96 g 3.3 dl1 23.7

L1 72 Lf 46.4 Dl2 9.6

S 14.6 Wf 4.7 Dw1 30

Table 1. Optimized dimensiosns of the proposed 
2x2 array antenna (all units in mm).
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3. RESULTS AND DISCUSSIONS

(a)

(b)

Fig. 4. Photograph of the fabricated single layer 
proximityfed 2x2 array antenna (a) top view and (b) 

bottom view.

The optimal dimensions from the numerically syn-
thesized model as given in Table 1 have been used to 
fabricate the physical antenna prototype and the per-
formance criteria are measured in a standard anechoic 
chamber to validate the numerically estimated results. 
Fig.4 shows the photographs of top and bottom view 
of the fabricated single layer proximity fed 2x2 array 
antenna with a slotted ground plane. The antenna is 
etched on a 1.6mm thick FR 4 substrate with a loss tan-
gent of 0.001 and a dielectric constant of 4.3. Because 
it is inexpensive and has great mechanical qualities, FR 
4 is utilized in this work. Using a commercially available 
50Ω SMA coaxial connection, the fabricated microstrip 
patch array is activated electromagnetically.

The fabricated prototype of the proposed single 
layer proximity fed 2x2 array antenna is measured for 
reflection coefficient and gain using vector network 
analyzer. The measurements are carried out using Agi-
lent E5063A ENA series RF network analyzer, which can 
be used for testing passive components like anten-
nas up to 18 GHz. The calibration of the network ana-
lyzer is performed using short – open – load- through 
technique. After calibration, the fabricated prototype 

antenna is connected to analyzer and reflection coef-
ficients are obtained. Broad band standard horn anten-
na operating between 1GHz and 18 GHz frequencies is 
used for far field pattern measurements.  Both, antenna 
under test and standard horn antenna are placed in-
side a fully calibrated anechoic chamber for radiation 
pattern measurements. The antenna under test or 
fabricated antenna is placed on a turn table and the 
attached motor is allowed to rotate the antenna with 
100 steps in both principle planes. The chambers are 
designed to absorb the reflections of electromagnetic 
radiations and to minimize interfering energy distur-
bances from external spurious sources.

Fig. 5. Simulated and measured return loss 
characteristics of the proposed single layer 

proximity fed 2x2 array antenna.

Fig. 5. shows the simulated and measured return loss 
plot of proposed single layer proximity fed 2x2 array 
antenna with slotted ground plane for wireless appli-
cations. The results can be compared with previous re-
sult [12], which shows that the proposed array antenna 
structure radiates excellent with minimum loss. It is seen 
from the plot that the proposed array antenna operates 
for three different frequency bands. The three operating 
bands achieved during simulation are from 1.717GHz to 
1.840GHz, with peak resonance at 1.810GHz; 2.686GHz 
to 2.731GHz with peak resonance at 2.707GHz and from 
2.947GHz to 2.977GHz with peak resonance at 2.962GHz. 
For the first, second, and third bands, the proposed array 
antennas simulated bandwidths were 123MHz, 45MHz, 
and 30MHz, respectively. The measured fundamental 
resonance of 1.891GHz is observed with an impedance 
bandwidth of 234MHz (1.723-1.957GHz). The second 
resonance of 2.755GHz occurs with an impedance band-
width of 69MHz (2.722 – 2.791GHz). Finally, the third 
resonance occurs at 3.052GHz with an impedance band-
width of 75MHz (3.013 – 3.088GHz). Thus, the proposed 
array antenna is applicable to different wireless commu-
nication applications in L and S bands. Changes in induc-
tance are due to manufacturing flaws, connection losses 
and imperfection in soldering are to be blamed for the 
minor disparity between the simulated and measured 
findings.
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Fig. 6. Measured and normalized radiation patterns of the proposed single layer proximity fed 2x2 array antena 
at (a) 1.891GHz with Phi=0 (H plane), (b) 1.891GHz with Phi=90 (E  plane), (c) 2.755GHz with Phi=0 (H plane), (d)   

2.755GHz with Phi=90 (E plane), (e)  3.052GHz with Phi=0 (H plane), (f) 3.052GHz with Phi=90 (E plane)

Fig. 6. shows the observed radiation patterns of the 
proposed single layer proximity fed 2x2 array antenna 
in the E (y-z plane) and H (x–z plane) at the resonant fre-
quencies of 1.891GHz, 2.755GHz, and 3.052GHz. Fig.6(a) 
and 6(b) illustrate the electromagnetic energy distribu-
tions of the array antenna in two principal planes at the 
lower resonant frequency of 1.891GHz. The radiation 
patterns at this frequency are in the bore sight direc-
tion in both planes. In both the E and H planes, the pat-
terns are extremely directed towards the +Z (positive) 
direction, with modest crosspolarization levels. The 
antennas HPBW is on the order of 1180 in the E plane 
and 1050 in the H plane. Fig. 6(c) and 6(d) show the an-
tennas radiation patterns at the second resonant fre-
quency of 2.755GHz . In the H plane, substantial back 
lobes can be seen. Different established strategies have 
been employed to diminish the presence of back lobe, 
and in future study, an appropriate way will be used to 
reduce back lobe. The antennas half power beam width 
[HPBW] is in the order of 830 in the E plane and 620 
in the H plane. Fig.6(e) and 6(f ) illustrate the antennas 
radiation pattern at the top resonance frequency of 
3.052GHz. On both sides, the antenna radiation pat-
terns beam maxima in the H plane are a few degrees 
distant from bore sight direction. This feature will come 
handy in non-line of sight applications. The antenna's 
HPBW is on the order of 810 in the E plane and 690 in 
the H plane. It should also be noticed that the third op-

erational frequency had a somewhat greater cross po-
larisation level.

The array antenna realized gain was measured based 
on the three antenna gain measuremen method [21-
22]. The suggested 2x2 array antenna's observed gain 
at initial resonance frequency is 7.57 dBi, which is 
close to the simulated gain of 7.31 dBi. At the second 
and third resonant frequencies, the simulated and ob-
served gains are 6.8dbi and 5.95dbi and 6.73dbi and 
5.76dbi, respectively. The observed gain changes over 
the operational frequency ranges are depicted in Fig.7. 
The comparison of the proposed work and existing 
work [12], is discussed in Table 2.

Frequencies 
gHz

reflection Coefficient 
(dB)

gain 
(dBi)

Existing 
Work

Proposed 
Work

Existing 
Work

Proposed 
Work

1.8 -22.56 -28.52 4.8 7.57

2.7 -18.37 -20.87 5.6 6.73

3.0 -19.15 -20.61 5.2 5.76

Table 2. Comparison Analysis of the proposed work 
and existing work.
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Fig . 7. Measured gain with frequency of the proposed single layer proximity
 fed 2x2 array antenna at (a) first band (b) second band and (c) third band

Advantages:
1. 2X2 Array Antenna

2. Good Return Loss is Obtained

3. High Gain is Obtained

4. Close aggrement between the measured and 
simulated results

5. It is used for Wireless Communication

4. CONCLUSION

A single layer proximity fed triple-band 2 x 2 patch ar-
ray antenna with a slotted ground plane is described in 
this paper. Radiating array components and a microstrip 
feed line are printed on the substrate's top surface. Feed 
line stimulates printed array components electromag-
netically. The 2x2 array antenna was designed and simu-
lated with aid of CST studio suite, a high performance 
3D electromagnetic analysis software package. The pro-
posed 2x2 array antenna has been built and tested, and 
the measured and simulated results are very close. The 
single layer proximity fed array antenna revealed three 
bands with centre resonant frequencies of 1.891GHz, 
2.755GHz, and 3.052GHz, with measured impedance 
bandwidths of 234MHz, 69MHz, and 75MHz respective-
ly. The far-field radiation patterns of the principal planes 
(E and H) were measured in a fully equipped anechoic 
chamber. The gain of the proposed 2x2 array antenna is 
estimated using a three-antenna technique. The anten-
na may receive services from a variety of wireless tech-
nology networks that operate in both the L and S bands.
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Abstract – A novel optimization concept for modeling irregular-shaped patch antenna with high bandwidth and efficient radiation 
attributes is proposed in this paper, along with the ability to accomplish the design at a reduced computational and cost burden. A 
revolutionary computing perception is established with Gravitational Search Algorithm (GSA) and Quantum Based Delta Particle Swarm 
Optimization (QPSO), now known as GSA-QPSO. The suggested model employed the GSA-QPSO algorithm strategically interfaced with 
a high-frequency structure simulator (HFSS) software through a Microsoft Visual Basic script to enhance irregular-shaped antenna 
design while maintaining wide bandwidth with suitable radiation efficiency over the target bandwidth region. The optimally designed 
microstrip patch antenna is fabricated on an FR-4 substrate with a surface area of 30×30×1.6 mm3. The evaluated outcome shows 
96 % supreme radiation efficacy at 2.4 GHz whereas overall effectiveness is above 84% over the entire frequency range, with a nearly 
omnidirectional radiation pattern. In terms of impedance bandwidth, the suggested antenna offers 126.6 % over the operational 
frequency range from 2.34 GHz to 10.44 GHz. Fabrication and measurement results are also used to validate the simulated results. It 
exhibits the proficiency of the offered antenna design to be used for real-world wideband (WB) communication drives.

Keywords: Evolutionary Computing, GSA, QPSO, Microstrip Patch Antenna, Wideband, Radiation Efficiency

1. INTRODUCTION

The demand for portable wireless communication sys-
tems has risen exponentially over the past few years due 
to high-speed demands across socio-industrial, defense, 
and scientific applications. Consequently, academia and 
industry have been encouraged to develop more effec-
tive solutions for Quality-of-Service (QoS) and Quality-of-
Experience (QoE) purposes. To meet aforesaid demands, 
wireless antenna and allied technology have a decisive 
role to enable QoS and/or QoE-centric communication 
under the different operating conditions. The increased 
use of WB/UWB technologies in recent years has required 
antennas to be more efficient and robust to provide 
communications services within expanded bandwidths. 
Noticeably, a higher bandwidth doesn’t guarantee opti-
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mal communication, as an antenna requires robustness 
towards a wider frequency range, and sufficient radiation 
even at the reduced design cost and size. This as a result 
has broadened the horizon for academia-industries to 
achieve an antenna solution with optimal design, and 
radiation performance even over the larger bandwidth 
[1]. Considering available antenna technologies, the mi-
crostrip patch antenna (MPA) is perceived as one of the 
most favorable antennas for wireless transmission. Being 
cost-efficient, lightweight, and easier to implement MPA 
is used in major contemporary UWB applications [1-4]. 
Moreover, the MPAs can be found on both planar as well 
as non-planar surfaces, making them suitable for the ap-
plications serving satellite communication, remote sens-
ing, defense communication, and radio-frequency iden-
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tification drives [5-8]. Structurally, the aforesaid patches 
were connected through a specific patch, often called 
element-step sized. In order to operate it over the tar-
get bandwidth, the far-field radiation characteristics are 
changed by selecting the optimal shape and size value. 
Undeniably, it expands the horizon for further research. 
However, in practice, finding an optimal design with dif-
ferent constraints and objectives, such as resonant fre-
quency, BW, miniaturized design, or optimal material is 
a complex task [2-7]. A design optimization, especially 
when applied to WB applications, has been recognized 
to be more complex [7]. This is because inappropriate 
design parameters and material selection may cause a 
shift in bandwidth and corresponding resonant frequen-
cy that eventual can impact the overall performance of 
desired communication systems [9]. As above specified 
fact as motivation, different MPA design approaches 
have been recommended, which are primarily based on 
analytical and numerical approaches. These design ap-
proaches have their restraints. For example, the analyti-
cal approach is easy and suitable for fixed structures of 
patches. Whereas, numerical approaches are relevant for 
all shapes of the patch but undergo tedious cycle events. 
However, both design concepts undergo low control-
lability over higher operating frequency and BW [10]. 
Consequently, it limits their application in major at-hand 
wireless communication purposes. Typically, a patch an-
tenna undergoes such detrimental performance due to 
random size selection (in the case of smaller size, it forces 
it to incline towards higher frequency and lower band-
width)  and shift in operating frequency, which is common 
in contemporary adaptive modulation and multi-rate 
transmission systems [1] [8-9]. Though, optimal selection 
of design parameters of MPA such as patch size, substrate 
thickness, dielectric constant and feeding method, etc., 
can help achieve to operate over the desired frequency 
range [10-12]. There have been several investigations 
conducted with such motives; however, retaining stable 
and controllable performance with optimal trade-offs 
between dimension and performance has remained 
a challenge [9] [13]. During the past few years, artificial 
neural network (ANN) or data-driven machine learning 
(ML) based approaches have been proposed to estimate 
a suitable set of design parameters for MPA design. Some 
of the key methods such as neuro-computing concepts 
[14-26] performed design parameter estimation; how-
ever, their optimality towards a robust solution remained 
an unexplored story. This is because most of the existing 
systems focused on design optimization by learning a set 
of input patterns, irrespective of the end outcomes and 
its realistic patterns or performance for WB application. 
As well, these approaches didn’t consider the key limita-
tions of ML methods like local minima and convergence. 
Though few efforts have been made toward using heu-
ristic-based design parameters estimation; however, the 
majority of the existing approaches failed in addressing 
inherent problems such as convergence, inappropriate 
fitness estimation, and more importantly varying operat-
ing condition centric optimization. 

Considering it as motivation, in this research paper a 
state-of-art new and robust hybrid evolutionary com-
puting assisted polyline MPA design is proposed to be 
used for WB applications. This paper contributed a new 
hybrid evolutionary computing concept by using GSA 
and QPSO, here onwards called GSA-QPSO for irregular-
shaped MPA design optimization. Noticeably, the key 
intention behind the use of the hybrid heuristic co-evo-
lutionary concept is to improve the accuracy of the ra-
diator design results, while avoiding any possible local 
minima and convergence issues.  The proposed model 
used the GSA-QPSO algorithm strategically interfaced 
with HSFF through Microsoft Visual Basic (VB) script to 
enhance irregular-shaped MPA design while maintain-
ing reflection coefficient (S11) below -10 dB over the 
target BW region. The proposed model is simulated 
for the different test cases, which deliver the varying 
coordinates of the MPA. In terms of the reflection co-
efficient, three different cases are observed to get the 
optimum coordinate parameters of the designed MPA. 
Finally, for case 3, the exhibited MPA provides 126.6 % 
impedance BW above the frequency scope of 2.34 to 
10.44 GHz. The optimum designed model is fabricated 
on an FR-4 substrate with an area of 30×30×1.6 mm3. 

The remaining sections of this research manuscript are 
divided as follows. Section II discusses some of the key 
literature about MPA design optimization, followed by a 
proposed system in Section III. Section IV presents the 
implementation while the simulation results and discus-
sion are given in Section V. The overall research conclu-
sion is discussed in Section VI. References used in this 
manuscript are given at the end of the manuscript.

2. RELATED WORK

This section reviews existing literature along with a 
discussion of future research challenges. A genetic algo-
rithm (GA) technique is proposed to optimize the geom-
etry of square-shaped MPA for WB and broadband ap-
plications [27-28]. Therefore, Silva et al. [29] suggested a 
circular-ring MSA design optimization by using the self-
organizing GA (SOGA) technique with UWB features. The 
simulated and experimented antenna provides wide 
bandwidth of more than 9 GHz and 6 GHz. In [30], the 
authors introduced a multi-adaptive neuro-fuzzy infer-
ence system (MANFIS) to predict the bandwidth of the 
U-shape slot-loaded RMPAs design. They found the PSO-
MANFIS model provided more accurate results than the 
GA-MANFIS model. Conversely, Mir et al. [31] investi-
gated an automated optimization procedure based on 
Bayesian-optimization (BO) and bottom-up-optimiza-
tion (BUO) to design the MPA for broadband with high 
flat-gain features. The initial structure of the MPA is de-
signed by the BUO approach while the BO process is ap-
plied to forecast appropriate dimensional parameters. In 
[32], the curve fitting-based PSO technique is presented 
to design a “plus” shape slotted MPA for BW improve-
ment with resonant frequency at 2.4 GHz.
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Table 1. Comparison of the proposed antenna with some recently reported optimization techniques.

Ref. Size (mm2) Operational 
frequency (GHz) Bandwidth (%) Optimization 

technique Applications

23. 33.4×40.6 3.1 to 5.495 55.73 MLPFFBP and RBF WLAN

24. 15.528×18.40 9.91 to 10.5 5.78 MLPFFBP and RBF Wideband

27. 38.4×38.4 10.6 to 11.15 5.05 GA Wideband

28. 30×30 2.3 to 2.6 12.24 GA Broadband

29. 33×28 3.8 to 9.6 88.23 SOGA UWB

30. 34.9×31.3 2.0 to 10.75 137.25 MANFIS–PSO UWB

31. 20×18 8.7 to 10 13.90 BUO and BO-ANN Broadband

32. 38×47.6 1.795 to 2.95 46.99 PSO Wi-MAX, WLAN

33. 34×33.35 2.94 to 10.98 115.35 PSO UWB

36. 24×24.4 3.1 to 10.6 109.48 PSO UWB

39. 30×30 3.1 to 10.6 109.48 GSA UWB

Proposed 30×30 2.34 to 10.44 126.6 GSA-QPSO Bluetooth, WLAN, 
Wi-Max and UWB

Therefore, the authors developed an irregular-shape 
MPA [33] and rectangular MPA [34] for UWB

application where PSO is applied to estimate design 
parameters under unknown dimensional specifica-
tions. Nonetheless, a differentia-evolution (DE) based 
estimation method is recommended to design a 
square monopole antenna, but the overall dimensions 
of the antenna are not justified [35]. However, a min-
iaturized stepped-triangular MPA design parameter is 
tuned for WB application with the PSO technique [36]. 
Thus, various types of printed MPA using PSO [37] and 
using hybrid GA-PSO [38] can be designed for UWB ap-
plications. 

Similar to PSO, authors [39] proposed a GSA function 
based on the concept of gravitational force and mass 
interaction. Detailed analysis revealed that GSA can be 
superior to classical GA, PSO, etc. based approaches. A 
study conducted by the authors [40], which compared 
GSA against a PSO-based optimization technique that 
was designed for the synthesis of ring array MPA (RA-
MPA), revealed that GSA is more effective, particularly 
in terms of fitness values and time. In [41], the authors 
designed a reconfigurable RA-MPA using GSA, while 
the same method [42] was applied to estimate the 
dimensional features of the rectangular MPA. How-
ever, it exists a simple antenna design employing an 
equivalent transmission line model without significant 
attention to WB application demands and operating 
environment. The most of above reported literature 
focused on design optimization of MPA. Therefore, a 
novel optimization concept based on GSA and QPSO 
for the modeling of irregular-shaped patch antenna 
with desired BW is proposed in this paper. Brief com-
parisons in terms of antenna surface area dimensions, 
operating frequency band, optimization techniques, 
and their applications are also reported in Table 1 with 
some recently stated literature.

3.  PROPOSED MODEL AND METHODS

This section primarily discusses the overall proposed 
system and its implementation.

In sync with the overall research intend, where the 
key emphasis has been made on designing a state-of-
art new heuristic-based irregular-shaped MPA design 
for WB applications. In this research, we focused on de-
signing an irregular-shaped MPA with multiple cones 
to reduce design complexity, while retaining wider BW.

Unlike classical heuristics algorithms such as GA, PSO, 
and even GSA, etc., which are often criticized for their 
local minima and convergence limitations, in this pa-
per, a new hybrid evolutionary computing concept is 
proposed by applying QPSO and GSA to perform irreg-
ular-shaped antenna design optimization. The proposed 
GSA-QPSO model with a state of art new weighted Av-
erage Personal Best Position (APBP) and Adaptive Local 
Attractor (ALA) not only intends to alleviate the at-hand 
convergence and local optima problem but also exploits 
efficient local search ability (by GSA) to ensure highly 
accurate and computationally efficient optimization 
solution. In other words, in the suggested GSA-QPSO 
model, QPSO (Note: we applied Quantum based Delta 
PSO model with Levy’s flight-based particle positioning 
concept using Mantegna algorithm) at one hand ex-
ploits optimal “social thinking” ability to estimate global 
(gbest) values, while GSA helps to strengthen its “local 
search ability”. Being a co-evolutionary approach [PSOG-
SA], the proposed algorithm performs in parallel, where 
each contributes to estimating the optimal design pa-
rameters of the targeted irregular-shaped MPA design 
with higher bandwidth performance while maintaining 
lower (-10 dB) S11 output. The proposed GSA-QPSO mod-
el has been integrated with the finite element method 
(FEM) using HFSS to obtain optimal design parameters 
of the irregular radiator for wider BW. 
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Before discussing the system implementation, a 
snippet of the proposed GSA-QPSO model is given in 
the subsequent sections.

3.1. GRAvITATIONAL SEARCH ALGORITHM 
 (GSA)

GSA is a recently evolved heuristic search algorithm 
that uses the conception of Newton's law of gravity 
and object motion [43]. Similar to the other models, 
GSA at first initializes the population where it considers 
the initial random locus of the N agents. The random N 
agents are deployed as (1).

(1)

Where D signifies the search space’s dimension while 
xi

d refers to the ith agent present in the dth dimension. 
Thus, each participating agent is considered an object 
and the mass of each participating agent is obtained in 
the form of the fitness value of the current population. 
Mathematically, the mass of each participating object 
or agent is estimated using the fitness value, as defined 
in (2-3). Where, qi(t) and Mi(t) state the fitness value and 
the mass of the ith agent, correspondingly. Noticeably, 
these values are obtained over the at-hand tth iteration.

(2)

(3)

Considering the minimization issue, the best solution 
and worst solution are defined as best(t) and worst(t), 
using (4) and (5), respectively.

(4)

(5)

Now, considering Newton's law of gravitation, the 
cumulative force active on an ith agent from another jth 
agent can be estimated using (6). The parameter Ri, j sig-
nifies the Euclidian distance existing between ith and jth 
agents, while ϵ represents a constant value.

(6)

As defined in (7), G(t) describes a function for an itera-
tion time t, that drops exponentially over the period. G0 
is the inception value, while the reduction factor and total 
amount of iterations are denoted by α and T, respectively.

(7)

So, the overall force acting on an agent i owing to the 
overall current population is estimated as per (8).

(8)

In (8), Kbest presents the set of the initial K agents pos-
sessing the highest mass value, which decreases linearly 
over time-period t, and thus executing over iterations 

in result a single agent in Kbest with the highest fitness 
value. The component randj refers to a linearly deployed 
arbitrary number placed at the interval of [0, 1]. Notice-
ably, it is employed to assure the stochastic nature of the 
detection mechanism. Now, employing the perception 
of Newton's second rule of motion, the acceleration of 
the ith agent can be attained by (9). Where Fi

d(t) is the en-
tire force acting on ith agent and Mi(t) denotes the mass 
component of the agent i at time t.

(9)

(10)

(11)

Now, the agent’s velocity is updated by applying 
equations (10-11).

Thus, employing the above-derived equations, the 
acceleration can be estimated using (12).

(12)

Accordingly, the positions of masses are estimated as 
per (11), and once reaching the maximum number of 
iterations, the anticipated model stops, and the opti-
mal solution is considered the best sub-solution to the 
at-hand problem.

3.2.  QUANTUM-BASED DELTA PSO

Similar to the other heuristic model, PSO is also a kind 
of stochastic population-based approach, motivated by 
the cumulative behavior of bird flocks. In this process, 
each participating particle is considered as a solution, 
which possesses distinct fitness values and velocities. 
These possible solutions or candidates (say, particles) can 
fly across the multidimensional search space by learning 
from the previous traces or historical information.  No-
ticeably, the key historical information encompasses the 
memories of the participating particles towards their in-
dividual best positions and the global best position in 
the groups over the search period. Unlike GA systems, 
PSO is easier to implement due to lower tuning param-
eters and allied adjustment [44-45]. Despite its superior-
ity, it often undergoes adverse performance such as the 
local optima, and premature convergence [46]. Numer-
ous efforts have been made to enhance PSO; however, 
a recent innovation in the form of quantum mechanics 
and trajectory analysis enabled it to perform more supe-
rior [47]. Unlike classical PSO algorithm, QPSO avoids any 
additional need for a velocity estimator and distinct ve-
locity vector for particles.  Moreover, it requires fewer pa-
rameters to tune which makes it computationally more 
efficient. Considering such robustness, in this paper, the 
hybrid search concept is applied by using the GA-QPSO 
model to achieve an appropriate convergence rate and 
global optima. However, achieving it using classical 
QPSO is highly complex and hence requires enhancing 
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global search capacity and optimal acceleration rate, 
simultaneously. In the native QPSO model [47], both 
the average personal best position and local attractor 
have a decisive impact on overall performance. Notice-
ably, the average best position signifies the average of 
the personal best positions of the participating particles 
and hence doesn’t considers the difference of the im-
pact of the different particles possessing different fit-
ness values to search for the optimum solution. It marks 
questions on the generalization of the classical QPSO 
model. Though, to achieve better performance authors 
have made efforts like Gaussian distributed local attrac-
tor point-based QPSO (GAQPSO) algorithm [48]. In the 
GAQPSO model, the local attractor was subjected to the 
Gaussian distribution whose average value was the orig-
inal local attractor, as defined in classical QPSO. Unlike 
[48], Jia et al. [49] developed a weighted sum of particle 
personal and global best positions as the local attractor 
to improve the performance. However, it was unable to 
monitor the population diversity over the computation 
period and hence is limited to at hand antenna design 
optimization problem. Additionally, these approaches 
require ensuring a diversity of solutions (being popu-
lation-based stochastic optimization problems) [50]. In 
this reference, nursing the diversity of QPSO to obtain lo-
cal attractors towards particle optimization can improve 
the overall performance. Therefore, to balance the local 
as well as global search ability, in this research paper we 
applied a set of weighted coefficients which could differ-
entiate the fitness of particles to estimate the “average 
personal best position” (APBP) even at reduced compu-
tational overhead. Here, we applied the GSA algorithm 
to estimate the set of weighted coefficients which were 
later used to update the APBP to further improve adap-
tive local attractor (ALA) for better (design) optimization. 

3.2.1. Particle Swarm Optimization (PSO)

In PSO, the movement of the participating particles 
is directed by their corresponding best-known position 
(pbest) and the best-known position of the entire par-
ticles (gbest).  In this manner, the location and velocity 
of the ith participating particle can be estimated as per 
(13) and (14), respectively. 

(13)

(14)

Where, Xi
t=(xt

i1 ,…,xt
d ,…, xt

iD ) represent the position vec-
tor, while Vi

t=(vt
i1 ,…,vt

d ,…, vt
iD) corresponds to the velocity 

vector for ith particle at tth iteration. c1 and c2 represent the 
positive constants controlling the impact of pbesti and 
gbest on the search process. The other parameters, r1 and 
r2 represent the arbitrary values existing from 0 to 1. In 
(13), w presents the inertia weight that helps in balancing 
the algorithm’s global and local search ability. Here, the fit-
ness value of each particle’s position is estimated as per a 
certain fitness function. Thus, PSO is executed iteratively 
to estimate the values of (13) and (14), till it reaches the 
stopping criteria or the predefined number of iterations. 

Noticeably, reaching the stopping criteria, the velocity up-
date turns out to be near zero.

3.2.2. Quantum-based PSO (QPSO)

Recalling the suggestions in [44-50], which stated 
that the convergence of PSO can be accomplished only 
when the particle converges to its local attractor (for 1 
≤ d ≤ D), LAt

i =(lat
i1,…, lat

id,…, lat
iD). It can be denoted 

mathematically in the equations (15-16).

(15)

(16)

Where the parameter t signifies the number of itera-
tions, while j presents the arbitrary number distributed 
uniformly over (0, 1), that is φ~ U(0,1). Here, pbesti pres-
ents the best earlier position observed by the ith paticle, 
while the current global solution i.e. global best position 
is indicated by gbest. Being motivated by the quantum 
mechanism and trajectory assessment methods of PSO, 
the authors [47-48] proposed two models named QPSO 
and delta potential well model (QDPSO). In QDPSO, the 
location of the participating particle i, over tth iteration is 
obtained as per (17), by using Levy’s flight method.

(17)

In (17), the parameters u and rand indicate random 
numbers distributed arbitrarily over (0, 1), while a in-
dicates the positive real number, here we call the con-
traction-expansion coefficient (CEC), which is defined 
as a=0.5+0.5 (T-t)/T to balance local as well as global 
search capability of QDPSO. Where, t and T are itera-
tions and the maximum number of iterations, corre-
spondingly.

(18)

In this method, a global point indicating 
mbest=(mbest1, …,mbestd ,…,mbestD ) and stated as the 
APBP, which is applied to improve the global search skill. 
The global point of the tth iteration is obtained using (18). 
In (18), S presents the number of particles. Therefore, the 
position of the ith particle in tth iteration is updated as 
per (19). In this case, mbesttd presents the APBP of the 
swarm for the dth dimension at the tth iteration.

(19)

3.2.3. Population Diversity

Typically, the swarm’s participating candidates or the 
population diversity is vital towards estimating and 
tuning its optimal path estimation. Population diver-
sity can be estimated as per (20).
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(20)

Where σ2(t) represents the sum of squared deviations 
of the particles’ fitness values, S stands for the swarm 
size, fi

(t) is the fitness of the ith particle at the tth itera-
tion, favg

(t) is the average fitness of the swarm at the tth 
iteration and F is the normalized calibration factor to 
confine σ2(t). Mathematically, it is denoted as (21).

(21)

3.2.3.1. Weighted APBP and ALA-based QPSO

In QPSO, mbest of the population is tracked by ith par-
ticle during the search process. It applies coefficients 
of the similar weights to form the linear combination 
of each particle's best position and is unable to differ-
entiate the variance in the impact of the particles pos-
sessing different fitness values on guiding particles i to 
identify the global solution. Classical PSO models often 
undergo loss of the significant information hidden in-
side the particles’ personal best positions (information). 
Being a minimization problem, the elite particle would 
have the minimum objective function value. In other 
words, the smaller objective function value of a particle 
would signify a corresponding better fitness value. In 
this approach, the elite would enable a better solution 
and therefore it is applied towards APBP estimation 
by assigning higher weights to the particles possess-
ing better fitness while assigning smaller weights to 
those with relatively lower fitness values. In the offered 
model, the weighted APBP values are estimated as per 
(22) and (23). Consequently, based on the feedback of 
the fitness values of the particles can be estimated for 
guiding particles i to attain the global optima solution.

(22)

(23)

In (22-23), t presents the at-hand iteration number, 
while the objective function value is defined as fObj

i (t). 
The number of particles in the considered swarm popu-
lation or particles is S, while ri(t)  refers to the coefficient 
of the best position which is employed to construct the 
weighted APBP. Observing (22), one can find that the 
sum of ri(t) is 1, where ri(t) exists between 0 and 1 over 
the iteration t. If the sum of the objective function values 
of the all-participating agents will be 0, then coefficient 
ri(t) would be 1/S. Otherwise, the smaller fObj

i(t) value 
leads to a larger ri(t) value. Summarily, when estimating 
a weighted APBP to guide the particles in a swarm over 
a trajectory to get the optimal solution, the larger fitness 
value of a particle would yield a more significant and 

near-optimal best position. In this manner, the proposed 
QPSO model is capable to distinguish the impact of the 
particles even with the varied fitness values.

3.2.3.2. Adaptive Local Attractor (ALA)

Considering an existing study [47-48] [51], where au-
thors found that each participating agent or the particle 
in PSO intends to converge towards its local attractor 
(LA). Observing (15) or (16), the LA function amalgamates 
pbesti and gbest. And therefore, it becomes pertinent to 
estimate an optimal way to amalgamate the relevant 
information embedded in the above-stated two best-
known positions. Being a population-based stochastic 
prediction and optimization method; it is expected to 
encourage the initial population to wander across the 
search space without converging around local optimal. 
During the later phase, it becomes necessary to improve 
convergence towards the global optimum, to realize the 
best solution. As a result, population diversity is signifi-
cant in population-based optimization problems, as it 
impacts their performance. Although high-diversity re-
sults in better solution retrieval, particularly in the initial 
iterations, in the later phase, it is important to utilize a 
small area of the search space to retain computation-
ally efficient solutions without premature convergence 
or time exhaustion. Similarly, the experience of each 
particle has a larger impact on particles after updating 
their position at the beginning of the next iteration. In 
contrast, other particles' experience has a higher impact 
on particles when updating their subsequent position at 
the later stage of iterations. Observing (20), one can find 
that σ2(t) exists between 0 and S. In case all particles are 
found at the same position, σ2(t) turns out to be zero, sig-
nifying the strongest (swarm) aggregation degree. On 
the contrary, σ2(t) changes to be S when all absolute dis-
crepancies between the current fitness values of whole 
particles and their average fitness values are equal to 
one. In this manner, the sum of squared deviations of 
the particles’ fitness values illustrates a reducing pattern 
with the increase in the number of generations. In this 
reference, a new approach is formulated to estimate the 
LA using (24). The prime motive of this approach was 
to improve the global search within a short span or the 
early part of the optimization to alleviate the problem of 
convergence and to accomplish the global optima at the 
end. In this manner, the place of the particle or the agent 
i over the iteration t is updated as per (25). 

(24)

(25)

When implementing the proposed QPSO model with 
weighted APBP and ALA, the position of the particle 
i can be determined as per (25). Where, σ2(t) refers to 
the sum of squared deviations of the participating par-
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ticle’s fitness values at tth iteration, over S swarm size, 
and j is a random number distributed uniformly in the 
range of (0, 1). In equation (25), the parameter a and 
u possesses the similar significance as shown in (17), 
while mpbestt

d refers to the weighted APBP for the dth 
dimension at the tth iteration. The ALA is given as Alt

id 
for ith particle over dth dimension at tth iteration. Thus, 
the proposed weighted APBP and ALA have been im-
plemented using (24), which estimates the optimal set 
of parameters for non-linear radiator design.

The overall anticipated model employs the subse-
quent approach to achieve design parameter optimi-
zation.

•	 Step-1: Initialize population with swarm size S and 
Max_Iteration count T.

•	 Step-2: Deploy particles or agents across the swarm 
with arbitrary position vectors.

•	 Step-3: Estimate pbest for every agent and gbest 
for the complete population or swarm. 

•	 Step-4: Estimate population diversity (J) using (20). 
•	 Step-5: Update weighted APBP mpbest as per (23).
•	 Step-6: Update ALA for each agent using (24).
•	 Step-7: Update the position of each agent as per 

(25).
•	 Step-8: If stopping criteria are not met, go to step 3. 

Recalling the fact that being a low-level co-evolution-
ary concept, both GSA and QPSO algorithms are applied 
in parallel to estimate the most optimal design parame-
ters for an irregular polyline antenna design with higher 
BW performance, with minimal S11 outputs. A snippet of 
the integration of the GSA and QPSO model to yield the 
above-stated result is given as follows: 

In order to amalgamate both GSA and QPSO models, 
the subsequent approach has been applied.

(26)

The parameter Vi(t) presents the velocity of the ith 
agent at tth iteration, while c'j refers to the weighting 
factor, and w is a reduction function. Here, rand repre-
sents a random number existing from 0 to 1, while aci(t) 
presents the acceleration of the ith agent over tth itera-
tion. The best solution realized so far is given by gbest. 
Using the GSA-QPSO model, the place of the participat-
ing particles is updated iteratively over each iteration 
using the following equation (27).

(27)

Functionally, in the GSA-QPSO model, initially, all par-
ticipating particles or the agents are arbitrarily initial-
ized, where each solution is considered as a candidate 
solution. Once initializing the model, the proposed 
model estimates gravitational force, gravitational con-
stant, and consequent forces amongst particles. Sub-
sequently, it estimates the acceleration of the particles, 
followed by pbest update and acceleration estimation. 

By doing so, the results show the most optimal veloc-
ity and position of the particles, indicating the optimal 
solution. The details of the hybridization concept can 
be found in [51].

4. SYSTEM IMPLEMENTATION 

A snippet of the targeted irregular-shaped patch an-
tenna is given in Fig. 1. Fig. 1 presents the initial radiator 
shape, which is supposed to be processed for optimiza-
tion to yield an optimal design with expected perfor-
mance (higher bandwidth and frequency operation while 
maintaining a lower reflection coefficient (S11). The initial 
parameters of MPA are established based on the stated 
concept and calculation [5-7], [37-38]. The suggested MPA 
model encompasses an irregular-shaped radiator fed by 
a 50 Ω microstrip line with a predefined length (Lf) and 
width (Wf). Here, the measurement of Lf is considered as 
12.5 mm, while Wf is fixed at 3 mm. As the base material 
for fabrication, FR-4 substrate is considered with a surface 
area of 30×30 mm2 and 1.6 mm thickness. The considered 
material possessed a relative permittivity of 4.4, while the 
loss tangent is considered as 0.02.

Fig. 1. Initial target irregular-shaped MPA design.

Unlike classical patch antenna designs, ground met-
allization under the radiator has been avoided to en-
able proper functionality; however, it required a partial 
ground length (Lg) of 11.5 mm. The proposed patch an-
tenna design encompassed an irregular-radiator shape 
that changes shapes with non-linear steps in both x as 
well as y directions. In the x-direction, there are non-
linear steps between x1 and x5, with a lower limit of 0.01 
mm and an upper limit of 14.5 mm. ∆y1 to ∆y5 represent 
the varying steps in the y-direction with the lower limit 
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of 0.01 mm and the higher limit of 5 mm. In this model, 
the left half of the radiator shape is considered as a set 
of polylines, while another half (i.e., the right half ) rep-
resents the mirror image. Where maintained the initial 
coordinate point (p0) as the output value of x0=Wf/2, 
along with y0=Lf (Eq. (28)). Now, the other coordinates 
of the antenna radiators (i.e., p1, p2, p3, p4, and p5) are 
obtained as per equations (28-39), which are found us-
ing the GSA-QPSO algorithm.

(28)

(29)

(39)

(38)

(37)

(36)

(35)

(34)

(33)

(32)

(31)

(30)

Though, MATLAB is applied as the key development 
tool; where HFSS has been utilized to validate the per-
formance of reflection coefficients and radiation char-
acteristics. Additionally, Microsoft VB-script has been 
used to interface (GSA-QPSO) MATLAB program with 
HFSS. The simulation environment is designed in such 
a manner that inputting initial model parameters in Mi-
crosoft VB-script, it applied HFSS to estimate the S11 pa-
rameter, which is subsequently passed to the MATLAB 
program to assess fitness function and update design 
parameters, iteratively. Eventually, once updating the 
coordinate parameters of the target model (Fig. 1), the 
updated design parameters were fed back to the HFSS 
through VB-script, and thus it generates the updated S11 
parameters. This process continued until the obtained 
S11 parameter reached the expected goal. Noticeably, 
the maximum iteration has been assigned as 500. The 
proposed research intended to maintain S11 parameter 
below -10 dB within the frequency range of 2.4 to 10.4 
GHz. The frequency interval of 0.1 GHz has been con-
sidered throughout the targeted WB frequency range.

(40)

Thus, maintaining the minimum fitness as per (40), 
the optimized antenna coordinates have been obtained 
which resulted in an optimal patch antenna design, serv-
ing optimal radiation over 2.4 GHz to 10.4 GHz.

The final optimized coordinates are considered as a 
proposed antenna. The fabricated model of the MPA de-
sign is shown in Fig. 2. The overall simulation and mea-
sured results as well as allied inferences are given in the 
subsequent sections.

(a) Top (b) Bottom

Fig. 2. Dimensions of the fabricated MPA, 
(a) Patch view and, (b) Ground view

5. RESULTS AND DISCUSSION

This paper focused on improving the computational 
environment as well as the design aspects of irregular-
shaped (polyline) MPA to achieve wider bandwidth. 
In the proposed model, the efficacy of GSA and QPSO 
(Delta model with Levy’s flight-based particle posi-
tioning) has been exploited. Here, the GSA is applied 
to improve local search efficacy while QPSO helped to 
achieve global best (gbest) solution. The APBP with the 
ALA model is applied to enhance the performance with 
higher fitness value and convergence problem. Ac-
cordingly, the obtained results helped to improve the 
accuracy or the optimality of the design parameters. 
Further, both GSA and QPSO model have been applied 
in parallel to solve the aforesaid optimization problem, 
where GSA helped QPSO to obtain global value (gbest) 
and velocity optimally. In order to execute the program, 
500 generations have been considered as the stop-
ping criteria, while the search space is modeled with 
six dimensions. This polyline (irregular) shaped patch 
antenna (Fig.1) has 11 coordinates for identifying a 
population of 25 agents or particles. In other words, the 
proposed model is designed in such a manner that it 
estimates five coordinates with 10 parameters (x1 to x5 
and ∆y1 to ∆y5) to result in an irregular-shaped patch 
antenna with higher bandwidth. Noticeably, the GSA-
QPSO model is regarded as a constrained optimization 
model, where the limits of x and y are predefined to 
avoid inappropriate results probability. During simula-
tion, the lower and higher threshold values are main-
tained for xi=1,2,3,4,5 as 0.01 and 14.5, respectively. Similar-
ly, the lower and upper thresholds are kept for ∆yi=1,2,3,4,5 
as 0.01 and 5, correspondingly. The target is to achieve 
a polyline irregular-shaped MPA with a 50 Ω microstrip 
feed line, where the values of Lf and Wf are fixed which 
is designed over FR4 substrate with relative permittiv-
ity of 4.4. To enable optimal radiation performance, the 
ground metallization is escaped below the radiator; 
however, it required a Lg of 11.5 mm.
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In order to simulate the performance, the sweep size 
or interval band of 0.01 GHz has been taken into account. 
Recalling the overall research intend where the key em-
phasis has been made on achieving higher BW under 
the assign frequency range. In this case, the lower and 
upper bound of the frequency is maintained at 2.4 GHz 
and 10.4 GHz, respectively. Thus, the optimal values of 
the above-stated irregular radiator coordinates are ob-
tained by processing the GSA-QPSO model. Noticeably, to 
perform coordinate optimization, at first, the GSA-QPSO 
algorithm is applied which obtains the set of coordinate 
values (i.e., xi=1,2,3,4,5 and ∆yi=1,2,3,4,5) for each iteration. Once 
obtaining the updated co-ordinate values, it is fed as in-
put to the HFSS through a VB-script which acts as an in-
terface between MATLAB and HFSS. Thus, for each set of 
radiator’s coordinates, HFSS examined corresponding S11 
values and this process continued till GSA-QPSO reached 
the stopping criteria. Considering the proposed model 
to be a population-based stochastic prediction (because 
both GSA and QPSO use initial populations to estimate 
sub-optimal solutions), it has been simulated for differ-
ent test cases. This generated different coordinates, based 
on which the performance is obtained. To assess relative 
performance, the proposed model is simulated multiple 
times and noted the corresponding performance out-
comes in terms of S11 parameter. The overall proposed 
model is simulated using MATLAB 2020b with HFSS 18. 
A few test results for coordinate values by the proposed 
GSA-QPSO model are given in Table 2. 

Table 2. GSA-QPSO optimized MPA design
parameters.

Design 
Constraints

Lf= 12.5 mm

Wf=3 mm

Lg=11.5 mm

∈r=4.4

variables Threshold 
(mm) Test Case-1 Test Case-2 Test Case-3

x1

Upper 
Value= 

14.5  
Lower 

Value=0.01

7.089 7.319 7.617

x2 7.479 7.100 6.748

x3 8.528 9.680 8.678

x4 7.391 6.538 5.719

x5 8.239 6.689 3.594

∆y1

Upper 
Value= 5  

Lower 
Value=0.01

0.728 0.408 0.532

∆y2 1.931 4.613 4.159

∆y3 2.390 2.702 3.931

∆y4 2.679 3.171 3.249

∆y5 4.378 2.828 2.747

Fig. 3 presents the reflection coefficient performance 
of optimized MPA for three different cases. Because an 
ideal patch antenna requires maintaining S11<-10dB, 
perceiving the outcome, it is observed that the antici-
pated MPA retains S11 lower than the aforesaid accep-
tance range. This pattern can be operated within the 
assessment frequency band from 2.4 GHz to 10.4 GHz. 
For instance, the optimized antenna provides the im-

pedance BW in case (1) 8 GHz, ranging from 2.4 GHz to 
10.4 GHz, case (2) 8.03 GHz, ranging from 2.38 GHz to 
10.41 GHz, and case (3) 8.1 GHz, ranging from 2.34 GHz 
to 10.44 GHz. In other words, we can say that our pro-
posed MPA can cover the WB or UWB frequencies from 
2.4 to 10.4 GHz in these cases.

In the case (3), the optimized MPA provided a wider 
bandwidth, so this is considered for fabrication and 
measurement assessment. The final optimized (case 
3)  MPA is fabricated by a CNC machine, and Agilent's 
Vector Network Analyzer (VNA) N5247A is used to mea-
sure its performance. The fabricated model of MPA is 
depicted in Fig. 2.

Fig. 3. Reflection coefficient of optimized MPA for 
different cases.

Fig. 4. Reflection coefficient of the final optimized MPA

Fig. 5. Radiation efficiency of the final optimized MPA
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Simulation and measurement of the final optimized 
MPA are correlated in Fig. 4 and Fig. 5. Across the entire 
simulation and measurement frequency range at 2.34 
GHz - 10.44 GHz and 2.42 GHz -10.38 GHz, S11 is sus-
tained with less than -10 dB. An antenna's radiation ef-
ficiency (%) can be compared using Fig. 5 and the cor-
responding simulations.

Fig. 6. Reflection coefficient on VNA of the final 
optimized MPA

The radiation efficiency of an antenna can be deter-
mined by comparing the radiated power with the power 
delivered at its terminals. In this case, the distance be-
tween transmitter and receiver is 1.5 meters. Horn an-
tenna (AMkom) is used as a reference antenna, which 
has a broad frequency range from 1-18 GHz. The de-
tails of the experimental method for determining the 
radiation efficiency of the antenna are given in [52]. As 
shown in Fig. 5, the measured and simulated radiation 
efficiency is more than 84% for the whole operational 
band. When frequencies rise, dielectric loss increases 
and reduces efficiency. Modeling and simulating over 
a large BW have led to slightly different outcomes due 
to fabrication tolerances and software restrictions. The 
measured outcome of S11 on the VNA is presented in Fig. 
6. The print of the VNA and anechoic chamber for the 
projected antenna can be seen in Fig. 7 (a) and (b).

Fig. 7(a).  
VNA setup

Fig. 7(b).   
Anechoic chamber

Fig. 8 (a), (b), and (c) displays the simulated two-
dimensional radiation profiles of a final projected an-
tenna. The co-polarization and cross polarization for 
the E and H plane at different operating frequencies 
of 4.4 GHz, 5.6 GHz, and 8.6 GHz, correspondingly is 
presented. Co-polarization is the preferred polariza-
tion of the wave to be transmitted by the radiator, 
while cross-polarization is the symmetrical radiation 
of the preferred polarization of the wave. Essentially, 
cross polarization is a loss of a signal at the recipient 
end. Likewise, it is a noise as far as detection is con-
cerned. To reduce the obstruction of the waves, cross-
polarization should be less than co-polarization. Gen-
erally, 15-20 dB down is adequate, except if the recipi-
ent has explicit prerequisites. The undesirable signal 
can be made adequate until it doesn't influence the 
detection. 

(a) 4.4 GHz

(b) 5.6 GHz

(c) 8.6 GHz

Fig. 8. The radiation pattern of the final optimized 
MPA at varied resonant frequencies (Left and right 

side indicate E-plane H-plane, respectively).

In contrast to co-polarization intensities, the cross-
polarization intensities are lesser than 14-17 dB and 
30-34 dB in the E and H planes. The performance of the 
radiation pattern of the anticipated MPA is the same as 
those of a normally printed monopole, so the proposed 
MPA is appropriate for wide-band applications [2] [5].

International Journal of Electrical and Computer Engineering Systems
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6. CONCLUSION

In this paper, the emphasis is made on optimizing both 
the computational environment as well as the research 
goal, which is a broader band compatible patch antenna 
design. This research aimed to optimize the computa-
tional environment by implementing a hybrid heuristic 
concept, named the GSA-QPSO algorithm. Unlike clas-
sical heuristic algorithms, in the proposed GSA-QPSO 
model, QPSO with Levy’s flight-based positioning on the 
one hand enabled optimal estimation, while GSA helped 
in achieving optimal local search activity. As a result, the 
GSA-QPSO model assisted in the estimation of appro-
priate MPA parameters. Noticeably, to further improve 
accuracy and computational efficiency, the proposed 
model employed QPSO with APBP and ALA functions. 
This approach enabled optimal estimation with the suit-
able set of design parameters while maintaining local 
minima and convergence avoidance and global optima 
accomplishment. This mechanism facilitated optimal 
coordinate parameter estimation for irregular-shaped 
patch antenna design. The proposed GSA-QPSO model 
optimized the MPA coordinate parameters in such a 
manner that it retained higher BW. The proposed model 
is simulated for the different test cases. This generated 
different coordinates, regarding which we obtained the 
performance. In terms of reflection coefficient, three dif-
ferent cases are observed to get optimum coordinate 
parameters of anticipated MPA. Finally, for case 3, the 
optimized MPA provided 126.6 % impedance BW with 
more than 84 % radiation efficiency over the entire oper-
ating frequency range from 2.34 to 10.44 GHz. The simu-
lated results are also compared with measured results, 
which are closer to each other. The performance of the 
radiation patterns of the anticipated MPA is nearly om-
nidirectional. It revealed that the proposed MPA can be 
used for real-world wideband communication drives.
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Abstract – Wireless Sensor Networks (WSNs) have been widely deployed in hostile locations for environmental monitoring. Sensor 
placement and energy management are the two main factors that should be focused due to certain limitations in WSNs. The nodes 
in a sensor network might not stay charged when energy draining takes place; therefore, increasing the operational lifespan of the 
network is the primary purpose of energy management. Recently, major research interest in WSN has been focused with the essential 
aspect of localization. Several types of research have also taken place on the challenges of node localization of wireless sensor networks 
with the inclusion of range-free and range-based localization algorithms. In this work, the optimal positions of Sensor Nodes (SNs) are 
determined by proposing a novel Hybrid M-ACO – PSO (HMAP) algorithm. In the HMAP method, the improved PSO utilizes learning 
strategies for estimating the relay nodes' optimal positions. The M-ACO assures the data conveyance. A route discovers when it relates 
to the ideal route irrespective of the possibility of a system that includes the nodes with various transmission ranges, and the network 
lifetime improves. The proposed strategy is executed based on the energy, throughput, delivery ratio, overhead, and delay of the 
information packets.

Keywords: wireless network, PSO, modified ACO, HMAP algorithm, node placement, relay node selection 

1. INTRODUCTION

WSNs are structured networks with many SNs, where 
SNs sense, compute, and transmit data within small 
distance ranges [1]. SNs have low powers and cost 
very less. The applications of WSNs includedifferent 
areas, like enemy monitoring and tracking, forest fire 
detection, battlefield surveillance, and disaster man-
agement. The data is collected and sent back towards 
Base stations (BSs)or sink nodes by SNs deployed over 
a region in the applications of WSNs. SNs have very low 
communication ranges and are driven by batteries re-
sulting in issues of coverages, energy consumptions, 
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network lifespans, and costs during deployments of 
WSNs in regular/irregular terrains. For improving the 
WSN's performance, an effective resolution is required. 
In this efficient method, the optimum location for SNs 
is to be positioned as the NP-hard issue [2]. The energy 
consumption, operative lifespan, and sensing coverage 
are affected by the sensor node's locations [3]. There-
fore, there is an essential needfor the careful placement 
of SNs. The trade-off exists between SNs' energy con-
sumption and network coverage, [4]. However, the net-
work coverage will turn smaller, and the energy con-
sumption isreduced using nearby SNs.
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As a result of its low battery life, a main problem in 
the WSNs are the nodes’ energy consumption. Since 
power consumptions and transmission distances are di-
rectly proportional, data transmissions are the primary 
reasons for energy depletion. A solution to this prob-
lem can be the additions of expensive high-powerrelay 
nodes or CHs (cluster heads) that extend networklifes-
pans, enhance network proficiencies, and minimize data 
transmission distances based on connections and fault 
tolerances [5]. The network lifespan is prolonged, and 
therefore by minimizing the transmission distance to 
its equivalent relay nodes which act as CHs for clusters 
of SNs transmitting data. Relay nodes are similar to SNs 
in that they are high-powered nodes with tiny batteries 
and might point toward failures. Various factors like en-
vironmental problems, external destructions, and hard-
ware failures make networks inefficient, and similarly, 
relay nodes may become idle or get damaged. There-
fore, BSs cannot receive sensed data of SNs that are com-
bined towards relay nodes [6]. Thus, in the circumstance 
of a relay node failure, placing an appropriate quantity of 
relay nodes linked to a sensor is necessarily such that it is 
still attached to an additional relay node. By considering 
the connectivity problem, the number of relay nodes is 
minimized since the relay nodes are costly. Since both 
are contrary to one another, the minimization of the re-
lay node and the connectivity are opposing ideas. There-
fore, employing a method that mutually considers prob-
lems is highly significant. 

WSNs are cheaper in terms of costs and require lit-
tle or no maintenance costs once installed hence the 
need for using WSNs for various applications [7]. Rout-
ing protocols of WSNs map paths between sources and 
destinations. They are routing algorithms that split the 
network into more manageable chunks and provide 
mechanisms for exchanging information amongst 
neighbors initially followed by coverage of entire net-
works [8-9]. For WSNs applications to be efficient and 
reliable there is a need to design a routing optimiza-
tion to manage the communication of WSNs in energy-
aware and also traffic and distance-aware mechanisms. 
The focus of this research work is to optimize routing 
in WSNs. Based on the energy of SNs, network traffics, 
and the distances between source and destination SNs, 
this study aims to select the best ideal paths for SNs to 
deliver information to BSs. Hence in this work, the opti-
mal positions of SNs (Sensor Nodes) are determined by 
proposing a novel hybrid algorithm HMAP algorithm 
for estimating the relay nodes’ optimal positions that 
includes the nodes with various transmission ranges, 
and the network lifetime improves.

The technical work is organized as given. Section 2 
analyzes the different research approaches, which are 
presented to attain the Optimal Node Positioning and 
Routing in WSNs. Section 3 discusses the proposed re-
search approach in detail with appropriate diagrams 
and examples. Section 4 discusses the suggested re-
search approach's performance examination based 

on the numerical evaluation. Lastly in section 5, the re-
search study's conclusion is studied depending on the 
achieved findings.

2. LITERATURE SURVEY

Network performances, the energy efficiency of Me-
dia Access Controls (MACs), topology controls, reduced 
energy routings, enhanced TCP, and domain-based 
schemes have been studied in WSNs [10]. These studies 
imply issues of battery powers, the density of SNs, and 
limitations in preferred statistical information in WSNs 
which are dissimilar when compared to other networks 
[11]. For the supply of energy, energy-limited small bat-
teries are used by the Sensor nodes [12-13]. Hence, to 
extend the network operation lifetime, power consump-
tion is the primary task. For reducing the power con-
sumption and transmission range using the appropriate 
protocol design and the method of an advanced hard-
ware application, different techniques have been pro-
posed by increasing SNs density[14]. The development 
of algorithms is achieved to determine the disjoint paths 
of minimum energy in an all-wireless network. SEAD 
was proposed in [15] to reduce energy usage in both 
creations and dissemination of trees for delivering data 
to BSs. A few studies look at how the placement of sen-
sors or coupled nodes affects the performance of WSNs. 

The authors in [16] used Neuro-Fuzzy Rule-based 
clustering for WSNs with Internet of Things (IoTs). The 
study enhanced network lifespans by adopting cluster-
based routing where MLTs (Machine learning tech-
niques) and fuzzy rules updated weights to accomplish 
energy modeling. The study’s comparative perfor-
mance results with LEACH, FLCP and HEED procedures 
showed its superior performances. 

Routings in the study [17] were based on adaptive 
ranks where CHs were selected by SN’s ranks which 
were in turn based on energy residues and geographi-
cal positions. 

The study in [18] suggested that ECRP-energy cover-
age ratio protocols were better alternatives to LEACH 
protocols for reducing network energy usage. The study 
found ideal cluster counts and CHs based on the least 
energy usage and maximum coverage area. Network lon-
gevities were enhanced by replacing CHs with low energy 
residues and high usages. Catalina A. S. and Mihaela C. 
extended their previous work of mobile BSs on Spatio-
temporal event identifications and reports in [19]. 

In designing sensor networks, evolutionary algo-
rithm grounded methods, namely Gas, EA, GP, and so 
on, are used effectively by several investigators [20]. 

Shaik Imam Saheb et al. [21] have proposed a novel 
and efficient self-deployment strategy, i.e. IPONP algo-
rithm, to restrict the relay node placement issue. Two 
different parameters like relay nodes' deployed quan-
tity and movement price minimization are concerned 
to provide the maximum coverage area. 
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Mao Li and Feng Jiang et al. [22] proposed two-dimensional topologies based on Optimal Transmission Distance 
Algorithms (OTDAs) to lower energy usage and extend the lives of networks.

Belal Al-Fuhaidi et al. [23] suggested heterogeneous sensor network deployments using Harmony Search Algo-
rithms (HSAs) and probabilistic sensing models (PSMs) for improving maximum coverage and increasing probable 
coverage without interfering with each other.

Table 1. Comparison of the existing Approaches

Author Approaches Results Disadvantages

Thangaramya et al (2019)
Algorithmic Energy aware 

clustering and neuro-fuzzy-based 
routings

Energy utilization, PDR, and 
network lifetime

All SNs were considered 
trustworthy, an impossible 

condition

Chithaluru et al (2019)
AREOR– Adaptive ranks based 

on energy-efficient opportunistic 
routing schemes

Better Message success rates, 
reduced energy consumption, 

minimized end-to-end delays, and 
better PDRs

Time and computational 
complexity

Mengjia Zeng et al (2019) Heterogeneous Energy-based 
Clustering Protocol for WSNs

Enhanced Network lifetimes, 
reduced load balancing, and 

improved overall energy 
consumption

Applicable for heterogeneous 
networks only

Aranzazu-Suescun et al (2019)
Anchor-based routing protocols 

where dynamic clusters were used 
ring

Reduced energy consumptions Computational complexity

Shaik Imam Saheb et al. (2019) IPONP algorithm
The algorithm has achieved the 
best energy consumption, and 

delayed performance
Reduced lifetime

Mao Li and Feng Jiang et al. (2020) optimal transmission distance 
(OTDA)

Minimizing energy usages and 
maximizing network life spans

Very meagre improvements in 
terms of first node death

3. PROPOSED SYSTEM

In this section, the proposed HMAP scheme is ex-
plained in detail. In the HMAP scheme, the optimal 
position of SNs is determined by a novel improved 
PSO algorithm that utilizes the learning strategies to 
increase the particle population diversity and enhance 
the capability to escape from local optima. The M-ACO 
assured the optimal data transmission, and it discovers 
the ideal route irrespective of the system that includes 
the nodes with various transmission ranges. 

3.1 LOCATION ESTIMATION  
 USINg IMPROVED PSO

PSOs are an enhanced population-based stochas-
tic optimization approach inspired by fish schooling 
and bird flocking. A swarm of S potential solutions is 
contained in the basic PSO, and they refer to particles 
through the problem space of D-dimension when 
searching for the optimum global position. Thus, the 
best fitness values of an objective function are gener-
ated.PSOs can be understood better by knowing ele-
ments that makeup PSOs

Particles may be defined as Pi.

Fitness Functions-These functions determine the 
best solutions and are generally objective functions.

Local Bests-they signifies the particle's best locations 
in the swarm between locations visited so far.

Global Bests-The best locations of particles based on 
the best fitness values amongst all particles.

Updates to Velocities—-Velocities are vectors that 
determine a particle's speeds and directions.

Positional Updates-Particles attempt to get into ideal 
positions for maximum fitness. Particles in PSOs up-
date their locations regularly based on global optima 
values. The flowchart of the proposed system is shown 
in Figure 1.

Primarily, a position Xid is assigned by each particle 
i randomly, where i = 1, 2,…D and a velocity Vid(i = 1, 
2, ….S). The best position of pbesti and the global best 
gbesti can be tracked by each particle. The particles’ ve-
locity and position are updated as follows:

(1)

(2)

Where w refers to the weight factor that controls the 
particle's velocity, L1 and L2 are the learning factors, 
and r1 and r2 refer to the random variables between 
0 and 1. 

Design of Fitness Function:

The particle position merits are evaluated, the Fitness 
function guides the particle selection direction, and 
the calculation is given below:

Where, (xj, yj) refers to the location coordinates of the 
anchor node j, the particle i's position coordinates (xi, 
yi), and its fitness value is fitness i.

(3)
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In PSO, the aggregation of particles contributes to-
wards the global best position and its finest position. 
The population causes convergence effects and im-
pulsive convergence, and later search stagnates in the 
iterative phase. Resulting in low search accurateness 
of PSO algorithm, it is challenging to escape from local 
optimal. 

A learning strategy using probability selection is pro-
posed to increase the particle population diversity and 
enhance the capability to escape from local optimal. In 
the initial iterations, the algorithm's search efficiency 
and convergence speed are enhanced with the help of 
a learning strategy. The local optimum becomes favor-
able, and the quality of the candidates is improved in 
later iterations by using a learning strategy. Every mea-
surement that is to be chosen by the learning strategy 
is diverse because of various particle position vectors' 
qualities. Therefore, self-determining learning ap-
proaches are employed by each dimension.

3.2 The pseudo-code learning process of a particle i

The particle i’s position vector is xi, the search space 
dimension is D, the intermediate vector is xx, the mini-
mum and maximum particle population’s j-dimension-
al components are max(x:,j) and min(x: j), the fitness 
function is f(x), and the jth dimensional component 
of the particle population average is mean (x:j). Here, 
the fitness value reciprocal average is considered as 
weight. 

For j = 1:D

xx = xi; 

If rand<P1,k

Xxj = 2*gbestj – xxj; //learning strategy 1

Else If rand < P1j+P2j

Xxj = 2*pbesti,j – xxj;   // learning strategy 2

Else If rand < P1,j + P2,j + P3,k

Xxj = max (x:,j) + min(x:,j) – xxj; // learning strategy 3

Else

Xxj = 2*mean(x:,j) – xxj;    //learning strategy 4

End If

If f(xx) < f(xi)

Xi= xx;

f(xi) = f(xx);

End If

End For

Formulas of mean (x:,j), P1, j~P4,j in the Pseudo-code 
are as follows: 

(4)

Where N represents the number of particles in the 
population, the particle i's j-dimensional component in 
the position vector is j, and f(xi) is the particle i’s fitness 
value.

The local development low capacity can improve the 
accuracy and convergence of the optimal solution and 
other shortcomings in the later stage and disturbances 
to the current position as the PSO algorithm falls into 
the local optimum. The mutation of any dimension can 
be done as the current position's each dimension is not 
the best. For mutating the current best value, the step 
of Levy distribution is used based on the mutation for-
mula as follows: 

(5)

Where, a represents the step size factor, whose value 
is 0.1 and s refers to the step subject to Levy's distribu-
tion. 

Algorithm process: The process involves below 

Step 1: Several SNs are placed at random in target re-
gions, and distances between SNs are computed.

Step 2: Learning factors are set along with maxi-
mum iterations counts Tmax and maximum and lowest 
counts of particles.

Step 3: The population is initialized. The particle i’s 
initial position xi = (xi1, xi2, …, xiD), best position is 
pbesti = xi, and speed is vi = (vi1, vi2, …viD). The swarm 
fitness value of a particle is evaluated based on equa-
tion (3). The best initial position of particle population 
is the global best position gbest. 

Step 4: The particle speed v and position x are up-
dated using the formula (1) & (2)

Fig. 1. Flowchart of the proposed system
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Step 5: The learning strategies implemented for par-
ticles based on pseudo-code

Step 6: The global best position and best position of 
particles are updated.

Step 7: The optimal position gbest mutates based on 
equation (5), and gbest is updated when the position 
of mutation is better

Step 8: The steps are repeated until all nodes’ estimat-
ed location is determined. 

3.3 ACO-BASED OPTIMAL ROUTE SELECTION

To determine the surmised answers for optimiza-
tion challenges, the ACO could be used because it is 
a populace-based meta-heuristic algorithm. From 
the concept of ants' conduct, the ACO's vital thought 
has been considered. In a self-assertive way, each ant 
would be crossed the region while researching the syn-
thetic substance in the first place. The chemical is called 
a pheromone, and it is the preface details of a neigh-
borhood at each node. The pheromone quantity would 
be deposited based on the number of ants on the path 
and its length. The measure of higher pheromone will 
get by the shortest path. The ants with more increased 
pheromone obsession would be taken away and brace 
on the path they have considered. For handling various 
combinatorial issues, it is utilized as a masses-based 
scan practice. The network directions would imitate 
the way followed by ants. As a part of the position of 
ants, ant packets could be used. Each node's likeli-
hood could be supplanted by the synthetic substance 
'pheromone'. In ACO, pheromone trails would be help-
ful as dispersed and numerical data. The ants create the 
answers probabilistically for the comprehended chal-
lenge, and the ants have been adjusted to implement 
the algorithm for mirroring the pursuit encounter. At 
each ant packet's entry, the pheromone ought to be re-
freshed or modified as it is a volatile substance. 

ACO-based algorithm: The assumption of random 
circulation of SNs in a rectangular locale is considered 
in the network model to detect the purpose of using 
the algorithm. For applying the principle behind the 
fundamental ACO, the outlines would be given by the 
fragment. Each node in the graphical issue would rep-
resent a point or vertex. The nodes or vertices that are 
joining the line are called edges. 

Step 1: Random Deployment 

The source over the framework would communicate 
the ant packets. In addition to the pheromone concen-
tration, each path distribution is done randomly. 

Step 2: Solution set generation

Based on the previous studies, the random deploy-
ment of the incalculable number of ants would be com-
menced, and the random path is strolled along these 
lines that constructed each set of solutions. Based on the 
provided constraints, each solution would be generated. 

Step 3: Node selection

From the present node, the following node's selec-
tion would have relied on the probability function. 
Along the network edges, the associated pheromone 
would be considered while selecting the nodes. As a 
part of the Markov chain, each move of the ant could 
consider that the possibility of the move will be relying 
on the present value and not on the initial value. 

Step 4: Probability estimation for the selection of a node

The equation below provides the possibility of se-
lecting the next node 'j' from the present node 'i'.

Here, α & β are control constraints Tij would represent 
the pheromone concentration along with the edges 
nij is going to signify the information of heuristic. It is 
equivalent to 1/dij, where dij is the distance between 
2 nodes, Pij characterizes the node j probability to be 
selected from node i, and Ni would be represented the 
nodes’ set. 

Step 5: Pheromone update 

Any node receives each ant packet and updates the 
pheromone while each node travels over all ants for-
merly using the below equation,

(6)

(7)

Where ρ is the pheromone rate of evaporation for 
avoiding the accumulation of pheromone, which 
would represent the pheromone quantity that would 
require be adding or subtracting to the path traveled 
by the ant k. As these results are made as particles, 
these k particles are selected randomly from the par-
ticle population and the k particles’ appropriate posi-
tions are compared. Rather than choosing the global 
position for guiding the particle motion, it selects its 
individual best position. Based on the iteration, the k 
value increases gradually. The high-grade solution is 
made worse by a smaller k value that performs better 
towards the global search, and the population diversity 
rises. A larger k value attains high quality.

4. RESULTS AND DISCUSSION

Network simulator-2 was used to perform simula-
tions based on the AODV routing protocol that focuses 
on the technique of node deployment. The network's 
energy consumption is discussed through the simula-
tion results after carrying out the routing packets via 
AODV [24]. The network lifetime is increased by cover-
ing the maximum area using the proposed algorithm 
that saves the network energy. For nodes’ deployment, 
the results are plotted using different parameters [25]. 
The proposed H-MAP system was compared to the 
Intersection Point Based Optimal Node Placement (IP-
ONP) Algorithm, optimal transmission distance (OTDA) 
Algorithm, and harmony search algorithm using the 
network simulator NS2 (HSA). End-to-end latency, en-
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ergy usage, and throughput characteristics were uti-
lized to compare and appraise this example. The simu-
lation parameters are shown in Table 2.

Table 2. Simulation parameters

Simulation Parameters Values

Simulation Tool NS-2.35

No. of nodes 50

Simulation time 100 sec

Simulation area 1500*1500 m

Pause time 2-20 S

Mobility model Random waypoint model

Routing protocol HMAP

Packet rate 1000 bytes/0.1ms

Transmission Protocols UDP, NULL

Channel type Wireless

Mac layer 802.11, SMAC

Traffic type constant Bit Rate (CBR)

Antenna type Antenna/Omni antenna

Initial energy 100 j

End-to-end delays: Average time taken by packets to 
get transferred from network’s sources to destinations 
and based on Equation (8).

Where tri – ith packet delivery time, tsi – a time when 
an ith packet was sent, n – number of packets.

Fig. 2. End-to-end delay vs number of nodes

The simulation results in Figure 2 show the evalua-
tion of the proposed HMAP method's end-to-end delay 
time. Table 2 shows how effective node placement us-
ing a learning technique and optimum relay selection 
using ACO, which guarantees that only high-quality 
nodes are chosen as relays, helped to reduce end-to-
end latency. The proposed HMAP approach achieved 
the shortest average latency in the network 0.25ms for 
50 numbers of nodes, whereas the previous methods 
like IPONP, OTDA, and HSA are 0.98ms, 0.84ms, and 0.41 
which are higher delays than the proposed method.

Table 2. Comaprision of end to end delay

Nodes IPONP (ms) OTDA (ms) HSA (ms) HMAP(ms)

50 0.098 0.084 0.041 0.025

100 0.169 0.146 0.084 0.068

150 0.217 0.191 0.160 0.148

200 0.362 0.338 0.316 0.259

300 0.429 0.409 0.390 0.365

Energy consumptions: These refer to average ener-
gies required for transmitting packets to nodes within 
particular time frames in Equation (9)

(9)

Where pi – data packet, et - packet i’s source energy, er 
– energy needed for the receipt of packet i, d – distance 
among source and destination nodes.

Fig. 3. Energy consumption against counts of SNs

The simulation results in Figure 3 and Table 3 show 
that the proposed approach saves a significant amount 
of energy compared to the prior existing methods. 
The proposed HMAP method attains minimum energy 
consumption obtained in the network was 3.920 for 50 
numbers of nodes, whereas the previous methods like 
IPONP,OTDA, and HSA are 5.23, 5.01, and 4.954 which 
are higher values of energy consumption when com-
pared to the proposed method.

Table 3. Comparison of energy consumption

Nodes IPONP (j) OTDA (j) HAS (j) HMAP (j)

50 5.23 5.01 4.954 3.920

100 6.071 5.93 5.480 4.933

150 7.027 6.80 6.540 5.811

200 8.619 8.20 7.510 7.067

300 10.8544 9.90 8.70 8.296

Network lifetime: network lifespan can be expressed 
in eqn (10)

(10)

here P - constant network power consumption and 
continuous, ε0 - total non-rechargeable initial energy, 
λ- average sensor reporting rate, 𝔼[Ew] – expected en-
ergy wastage or non-utilized energy till the death of 



521Volume 13, Number 7, 2022

the network, and 𝔼[Er ] –reported energy consumption 
of nodes.

Fig. 4. Network performance vs number of nodes

Throughput metric refer to the amount of data trans-
mitted between SNs. High throughputs ensure higher 
amounts of data deliveries. Table 4 and figure 4 show 
that, when compared to existing approaches, the sug-
gested method has a high throughput rate. The high 
throughput rate was due to the efficient node place-
ment strategy and optimal relay node selection, which 
always selects the interference-free paths. In the ex-
periment, the suggested approach kept the average 
throughput rate at up to 160kbps, whereas current 
methods kept it at less than that and maintained low 
throughputs than the results of the proposed method.

Nodes IPONP 
(Kbps)

OTDA 
(Kbps) HSA (Kbps) HMAP 

(Kbps)

50 119.34 127.93 133.42 144.13

100 122.88 133.98 143.17 151.42

150 129.88 142.88 152.46 165.75

200 149.59 154.68 160.42 171.01

300 153.58 157.37 165.64 177.39

Table 4. Comparison of network performance

PDR: indicates the proportion of total lost packets to 
overall sent packets can be expressed in eqn (11)

(11)

Where Ntx - transmitted packets, Nrx - received pack-
ets. This evaluation was carried out through the extrac-
tion of all real-time packet sizes, which are sent and 
obtained. 

Fig. 5. Packet delivery ratio vs number of nodes

PDRs: They refer to the ratio of successful delivery of 
packets to intended destinations. 

PDRs describe the network's data transmission qual-
ity. The successful delivery of packets was aided by the 
selection of reliable relay nodes and the optimal place-
ment of relay nodes using learning algorithms. The 
proposed approach obtained a maximum PDR of 0.97 
percent, whereas previous methods averaged 0.93 per-
cent. The packet delivery ratio is shown in Figure 5, and 
a comparison of existing approaches is shown in Table 5.

Table 5. Comparision of Packet delivery ratio

Nodes IPONP (%) OTDA(%) HSA (%) HMAP (%)

50 0.8847 0.9026 0.9369 0.9795

100 0.8973 0.9103 0.9430 0.9991

150 0.9065 0.9256 0.9497 0.9726

200 0.9186 0.9370 0.9548 0.9739

300 0.9255 0.9417 0.9635 0.9861

5. CONCLUSIONS

In this work, the optimal position of SNs is determined 
by proposing a novel hybrid algorithm HMAP algorithm. 
In the HMAP method, the improved PSO utilizes learn-
ing strategies for estimating the relay nodes' optimal 
position. The M-ACO assures the data conveyance, and 
a route is discovered that is very close to the ideal route 
irrespective of the system with nodes of various trans-
mission ranges. The probability-based selection scheme 
used in ACO improves the self-node selection strategy. 
The experimental results prove the effectiveness of the 
HMAP scheme over the IPONP, OTDA, and HSA schemes.
The proposed HMAP method attains minimum energy 
consumption experienced in the network was 3.920 
for 50 numbers of nodes, whereas the previous meth-
ods like IPONP, OTDA, and HSA are 5.23, 5.01, and 4.954 
which are the higher value of energy consumption when 
compared to the proposed method. The suggested ap-
proach appears to have a good chance of being imple-
mented in a static WSNs system. Future research should 
look at the possibilities of implementing the proposed 
method in a dynamic WSNs system, so that its full po-
tential may be used to solve real-world challenges like 
sensor lifetime and geographical conditions.
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Abstract – Wireless Sensor Network (WSN) is a promising approach that is developed for a wide range of applications due to its 
low installation cost. However, the nodes in the WSN are susceptible to different security threats, because these nodes are located 
in hostile or harsh environments. Moreover, an inappropriate selection of routing path affects the data delivery of the WSN. The 
important goal of this paper is to obtain secure data transmission while minimizing energy consumption. In this paper, Trust Centric 
- Multiobjective Black Widow Optimization (TC-MBWO) is proposed for selection of Secure Cluster Head (SCH) from the large-scale 
WSN. Moreover, the secure routing path is generated by using the TC-MBWO, in which the factors considered for the cost function are: 
residual energy, distance, trust and node degree. Therefore, the secured clustering and routing achieved by using TC-MBWO, provides 
the resistance against malicious nodes and simultaneously the energy consumption is also minimized by identifying the shortest 
path. The proposed TC-MBWO method is analyzed in terms of alive nodes, dead nodes, energy consumption, throughput, and 
network lifetime. Here, the TC-MBWO method is compared with different existing methods such as Low Energy Adaptive Clustering 
Hierarchy (LEACH), Particle Swarm Optimization - Grey Wolf Optimizer (PSO-GWO), Particle-Water Wave Optimization (P-WWO) and 
Particle-based Spider Monkey Optimization (P-SMO). The alive nodes of the TC-MBWO are 70 for 2800 rounds which are higher in 
number when compared to the PSO-GWO, P-WWO and P-SMO.

Keywords: Cluster head, Energy Consumption, Secure Clustering and Routing process, Trust Centric- Multiobjective Black Widow 
Optimization, Wireless Sensor Networks.

1. INTRODUCTION

WSN contains a huge amount of sensors for observ-
ing environmental situations such as sound, humidity, 
temperature, etc. [1]. WSNs are used in various appli-
cations comprising security systems, disaster manage-
ment, agricultural areas, medical domains, weather 
forecasting and military applications wherein, the WSN 
gathers data to perform an appropriate analysis [2] 
[3]. The sensors in the network have a power supply, 
communication unit, and microcontroller. The sensor 
unit analyzes the environment, gathers the data, pro-
cesses it and then transfers the processed information 
to other sensors over the communication medium. But, 
the sensor faces certain issues related to memory, com-
putation and energy [4]. Security is considered as an 
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important issue when broadcasting sensitive informa-
tion in WSN. Broadcasting the information through the 
multi-hop route with a higher distance, leads to intru-
sion of different malicious attacks [5] [6] [7]. Moreover, 
energy preservation is also a main issue in the WSN. 
The major prevalent approach i.e., clustering of sensor 
nodes is accomplished for solving the issue of energy 
consumption [8] [9] [10]. 

The clustered routing protocol efficiently deals with 
the requirements of large-scale applications for hierar-
chical WSN. But the selection of SCH and secure rout-
ing is difficult during the clustering and routing phase 
respectively [11] [12]. Clustering is generally an energy 
efficient approach wherein the sensors are divided into 
numerous clusters. Accordingly, the Cluster Members 
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(CM) observe the surroundings and broadcast the in-
formation to the Cluster Head (CH). Next, the CH elimi-
nates the unwanted data from the aggregated data. 
Since, the CH is closer to the BS, it rapidly exhausts 
its energy over the network [13]. An optimal path is 
identified by the routing algorithm and is used to 
broadcast the observed data over the discovered path 
which helps to increase lifetime and minimize energy 
consumption [14]. Moreover, the issue of energy con-
sumption also persists when the sensors are involved 
in malicious behaviors. Hence, the node’s energy is 
preserved by avoiding the malicious nodes [15]. There-
fore the main issues of WSN are energy efficiency and 
security. Because, the existence of malicious nodes in 
the network causes packet drop and unwanted energy 
consumption. These issues of WSN are the main moti-
vations of this research, therefore the TC-MBWO based 
secure clustering and routing are developed to ensure 
the reliable communication.

The major contributions of the research paper are 
given below:

•	 An SCH and routing path selection is achieved 
by using the TC-MBWO with distinct cost param-
eters. Here, the MBWO is taken for selecting the 
SCH and routes, due to its efficient global search 
process.

•	 Therefore, a secure and energy aware routing 
is developed for achieving reliable communica-
tion. This kind of communication minimizes en-
ergy consumption while improving the through-
put.

This research paper is arranged as follows: Section 2 
provides the related work about the secure data trans-
mission performed in the WSN. A detailed explanation 
of the TC-MBWO is given in Section 3. Section 4 delivers 
the outcomes of the TC-MBWO method. The conclu-
sion is made in Section 5.

2. RELATED WORK

Hu et al. [16] provided security against the attacks 
by developing a Trust-aware Secure Routing Protocol 
(TSRP). Here, the node’s trust value was calculated us-
ing the residual energy, volatilization factor, direct trust 
value and indirect trust value. Next, the hop count and 
link quality were used to identify the optimal path. 
However, the developed TSRP failed to perform analy-
sis in large scale WSNs.

Shi et al. [17] implemented the information-aware se-
cure routing for a network wherein cost functions such 
as trust metric and each node’s status, were considered 
during the secure route identification. The distance 
and residual energy were included in the node’s status. 
The node’s energy consumption was minimized by de-
tecting the path with a lesser distance. Sometimes, the 
packet loss was huge because of the energy exhaus-
tion in the sensor.

Sefati et al. [18] presented the optimized black hole 
algorithm to detect appropriate CHs and Ant Colony 
Optimization (ACO) for route detection. The parame-
ters used to optimize the selection of CH were distance, 
node’s free buffer and residual energy. This work con-
sidered both the single and multi-hop data transmis-
sion to transmit the data, but it had not considered the 
trust values to improve the security.

Prithi and Sumathi, [19] developed a hybrid PSO-GWO 
for effective usage of energy and secure broadcast of 
data. The environment’s dynamic role was learned by 
developing the Learning Dynamic Deterministic Finite 
Automata (LD2FA) which was used for providing the 
learned data to PSO-GWO. This work failed to properly 
utilize the advantages of the fitness function used in 
PSO-GWO, which is an important requirement along-
side optimization, in an effective research.

Kumar and Vimala [20] developed energy and trust 
based routing by using Exponentially-Ant Lion Whale 
Optimization (E-ALWO). This E-ALWO was the combi-
nation of the exponentially weighted moving average 
with ant lion and whale optimizations. The designed E-
ALWO provided less delay while transmitting the data 
packets. The E-ALWO selected the CH only based on 
the energy and delay.

Khot and Naik, [21] presented the P-WWO for routing 
the data in the optimal secure path. The P-WWO was 
the integration of Particle Swam Optimization (PSO) 
and water wave optimization. Here, the PSO selected 
the CHs according to their fitness which included main-
tainability factor, consistency factor, trust, energy and 
delay. Moreover, the routing path with less delay and 
distance was chosen as an optimal path.  However, the 
distance measure was not considered in the selection 
of CH which caused higher energy consumption. 

Khot and Naik [22] developed the P-SMO which is the 
combination of PSO and spider monkey optimization. 
The developed P-SMO was used to perform the secure 
data transmission through the CH whereas the secure 
routing was accomplished by considering trust, consis-
tency factor, energy and delay. However, the packets 
received by the BS were not analyzed in this P-SMO.

The drawbacks found from the related works are 
mentioned as follows: high amount of packet loss due 
to node failure, higher energy consumption and in-
appropriate cost function selection. To overcome the 
aforementioned issues, the secure and energy aware 
routing is developed by using the TC-MBWO. In this TC-
MBWO, the malicious nodes are avoided while broad-
casting the data packets, which results in lesser energy 
consumption and reduced packet drop.

3. TC-MBWO METHOD

In this TC-MBWO, a secure and energy aware cluster 
based routing is developed to improve the network life-
time and packet delivery. The important processes ac-
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complished in the TC-MBWO are sensor deployment, SCH 
selection, clustering and routing path generation. Here, 
the malicious nodes that exist in the network are avoided 
during SCH selection and routing, by considering the trust 
value of the nodes. Accordingly, the energy consumption 
of the nodes are minimized in the network. The block dia-
gram for the TC-MBWO is shown in Figure 1.

Fig. 1. Block diagram of the TC-MBWO method

3.1 INITIALIzATION OF SENSORS

At first, the sensor nodes are randomly deployed in 
the large-scale network area. Here, two sinks are con-
sidered to create the multi sink large scale WSN envi-
ronment. The SCH and route generation using TC-MB-
WO are explained in the following section. 

3.2 SCH SELECTION uSING TC-MBWO

In this phase, secure cluster heads are selected to en-
hance the security and to lessen the energy consump-
tion of the network. This SCH selection is used to avoid 
the malicious nodes during the communication. In 
general, the Black Widow Optimization (BWO) is oper-
ated on the idea of reproduction style and cannibalism 
of black widows [21]. 

3.2.1. Representation and Initialization

The potential solution of TC-MBWO is denoted as 
spider population, in which it specifies the candidate 
sensors that can be selected as SCHs.  In this phase, 
the candidate solutions are referred to as spiders that 
specify the nodes which can be chosen as SCHs. The 
widow’s dimension is equal to the amount of SCHs. 
Here, a random node ID from 1 to N is used to initialize 
the position of each widow, wherein the total nodes in 
the WSN is represented as N. The ith widow initialized in 
the TC-MBWO is expressed in Equation (1).

Wherein, the xi,d defines the widow’s position and the 
candidate nodes between the total nodes is represent-
ed as 1≤d≤NCH.

3.2.2. Iterative process of SCH selection  
 using TC-MBWO

The iterative process of the TC-MBWO involves the 
movement and pheromone update that are detailed as 
follows:

 3.2.2.1. Movement

Equation (2) shows the spider’s motion which is ex-
hibited in liner and spiral manner.

(1)

(2)

Wherein, the  defines the spider’s new po-
sition which denotes the motion of the spider;  
specifies the best spider identified from the whole 
population; m is the floating value created between 
[0.4,0.9]; r1 defines the random number generated 
between 1 and the total search agent size;  is the 
chosen r1 search agent where i≠r1; β denotes the ran-
dom float number created between [- 1.0,1.0] and  
denotes the current search agent.

 3.2.2.2. Pheromone update

In this searching process, the emitted pheromones 
from the spider are important for the courtship-mating 
process. Here, the male spider provides a high response 
to the sex pheromones received from the healthy fe-
males which have a high fertile possibility. Moreover, 
this kind of activity is utilized to avoid the dangerous 
mating attempt with hungry cannibal females. In this 
TC-MBWO, the male black widow chooses the high 
fertile females rather than the female spider with can-
nibalism. Therefore, a male black widow chooses only 
the female spider with high pheromone. Equation (3) 
shows the computation of spider’s pheromone rate.

(3)

Where, the finest and worst costs in the recent popu-
lation are denoted as Costmax and Costmin respectively; the 
ith spider’s current cost is specified as Cost (i). The female 
black widow is specified as cannibal when it has less pher-
omone and the corresponding female is interchanged 
with another spider as shown in the equation (4).

(4)

Wherein,  refers to females with less phero-
mone; r1 and r2 are the random values generated from 
1 and the total black widow population (r1≠r2) and σ 
is the random binary number. The cost function that is 
used to measure the pheromone rate is formulated in 
the following section.

3.3 MuLTIOBJECTIvE COST FORMuLATION 
 FOR SCH SELECTION

The cost functions considered in the TC-MBWO for 
selecting optimal SCHs are trust (f1), residual energy (f2), 
intracluster distance (f3), distance from the SCH to BS 
(f4) and node degree (f5). These cost functions are con-
verted into a single objective as shown in equation (5).

(5)

Where, γ1, γ2, γ3, γ4 and γ5 denotes the weighted pa-
rameters allocated to each cost parameter.
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•	 The primary cost value considered in this TC-MB-
WO is the trust value of each node, in which two 
distinct trust values are considered, named as di-
rect and indirect trust values. The direct trust (DT) 
value is the ratio between the received packets 
and broadcasted packets from the source node 
which is expressed in equation (6). On the other 
hand, indirect trust (IDT) is calculated accord-
ing to the direct trust measured from the target 
node which is expressed in equation (7). Accord-
ingly, the calculation of final trust value is shown 
in equation (8).

(6)

(7)

(8)

Wherein the received and sent packets between the 
nodes a and b at time t are represented as Ra,b (t) and 
Sa,b (t); NN denotes the number of nodes adjacent to 
the node s and P specifies the total amount of partici-
pating nodes

•	 During the communication, the energy utiliza-
tion of SCH becomes high as it performs vari-
ous tasks such as packet receiving, aggregation 
and broadcasting over the network. Hence, the 
sensor with higher residual energy is preferred 
as SCH and the residual energy is expressed in 
equation (9).

Wherein, the ECHi
 is the residual energy of the ith SCH.

•	 Two different distances known as; i) intracluster 
distance and ii) distance from the SCH to BS, are 
considered in the cost, because the energy con-
sumption of the node mainly depends on the 
transmission distance over the network. Hence, 
the node with less transmission distance is pre-
ferred to minimize the energy consumption. 
Equation (10) and (11) expresses the intra-cluster 
distance and distance from the SCH to BS.

(9)

(10)

(11)

Where, distance from ith node to jth SCH and distance 
from ith SCH to BS are represented as dis(Ni , CHj ) and 
dis(CHi , BS) respectively; The amount of normal sen-
sors in the cluster j is specified as Ij.

•	 The amount of normal nodes belonging to 
the next hop node is node degree which is ex-
pressed in equation (12). The node consumes 
less energy, when it has less node degree in the 
network.

(12)

The selection of optimal SCH is done by using the 
derived cost function. The malicious nodes are avoided 
using trust value while choosing the SCHs, because the 
malicious nodes cause packet losses and unwanted en-
ergy consumption. The energy used in the cost is used 
to avoid the node failure which results in high packet 
delivery, as well as minimal distance, which is used to 
minimize the energy consumption. Further, the node 
degree is used to minimize the energy distribution. 
Therefore, the proposed TC-MBWO selects the optimal 
SCH to achieve reliable transmission.

3.4 CLuSTER FORMATION 

In this phase, the CMs are assigned to chosen SCHs, 
in which the clusters are created based on the distance 
and residual energy. The potential function to form the 
clusters in the network is expressed in equation (13).

The derived function is used to allocate the CM to the 
SCH with less distance and high residual energy.

3.5. ROuTING PATH GENERATION 
 uSING TC-MBWO

The TC-MBWO method was also used to discover the 
secure routing path. In this multi-sink scenario, the sink 
which is near the source node is taken as the final des-
tination. The steps processed in this routing stage are 
mentioned as follows:

1. The possible routes between the source SCH and 
BS are initialized in the spiders whereas the di-
mension of each spider is equal to the amount 
of relay nodes.

2. Subsequently, location and pheromone updates 
are accomplished based on the cost computed 
for the route.

3. The cost usage while generating the transmis-
sion path, involves considering residual energy, 
the distance from SCH to BS and node degree. 
Equation (14) shows the cost used in the TC-MB-
WO based route generation.

(13)

(14)

Where, φ1, φ2, φ3 and φ4 are weighted parameters as-
signed to each objective of route generation. 

The overall flowchart of the TC-MBWO method is shown 
in the Figure 2. As illustrated in the Figure 2, initially the 
nodes are deployed randomly in the network area. Sub-
sequently, the cost formulation of TC-MBWO for CH selec-
tion takes place as shown in the section 3.3. The formu-
lated cost value is used to choose an appropriate SCH, fol-
lowed by the clusters, formed as shown in section 3.4. Fi-
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nally, the secure path over the network is identified using 
the TC-MBWO. For a better analysis of the TC-MBWO, the 
simulation is executed until the dead nodes of the WSN is 
equal to the total number of initialized nodes. Therefore, 
the proposed TC-MBWO helps to identify the secure path 
with higher residual energy, lesser transmission distance 
and lesser node degree. Hence, the energy consumption 
of the nodes are minimized by using the TC-MBWO-based 
routing which helps to improve the network lifetime.

Fig. 2. Flowchart of the TC-MBWO method

4. RESuLTS AND DISCuSSION

The design and implementation of reliable transmis-
sion using TC-MBWO are done using MATLAB R2018a. 
The system used in the analysis is operated with i5 pro-
cessor having 6GB of RAM. The main objective of the TC-
MBWO method is to achieve an improved security and 
energy efficiency for large scale WSN. The simulation 
parameters of the TC-MBWO are mentioned in Table 1.

Table 1. Simulation parameters

Parameters Value

Area 500m×500m

Nodes 100

Location of sink (500, 500) & (250, 250)

Packet size 4000 bits

Initial energy 0.5 J

4.1 PERFORMANCE ANALySIS

The performance of the TC-MBWO is analyzed by 
means of alive nodes, dead nodes, energy consumption, 
throughput, and network lifetime. Here, the TC-
MBWO’s performances are evaluated with one classical 
approach i.e., LEACH in which the implementation is 
done with the same specifications as in Table 1.

4.1.1. Alive nodes and dead nodes

Alive nodes are defined as the nodes with enough 
residual energy to transmit the data packets to the 
sink. On the contrary, the dead nodes are inversely 
proportional to the alive nodes of the network. 
Specifically, the node is declared as dead when it 
exhausts its energy while transmitting the packets. 
Figures 3 and 4 respectively show the alive node and 
dead node comparison, for the TC-MBWO and LEACH. 
From the analysis, it is concluded that the TC-MBWO 
achieves higher alive nodes and lesser dead nodes 
than the LEACH. In general, the malicious nodes that 
exist in the network cause higher energy consumption. 
But, the TC-MBWO avoids the malicious nodes during 
the SCH selection and routing, therefore the energy 
consumption of the nodes is minimized. This helps in 
increasing the alive nodes of the TC-MBWO.

Fig. 3. Alive nodes Vs. rounds

Fig. 4. Dead nodes Vs. rounds
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4.1.2 Energy consumption

Energy consumption of the network is defined as 
the amount of energy consumed while receiving 
and broadcasting the data packets. The energy 
consumption comparison for the TC-MBWO and 
LEACH is shown in Figure 5. From Figure 5, it is 
concluded that the energy consumption of the TC-
MBWO is lesser when compared to LEACH, which 
achieves higher energy consumption because it fails 
to mitigate the malicious nodes and also performs 
single hop transmission. Moreover, TC-MBWO achieves 
higher energy efficiency because of the mitigation of 
malicious nodes using trust and the generation of the 
shortest route.

Fig. 5. Energy consumption Vs. rounds

4.1.3. Throughput 

Throughput is defined as the amount of packets 
successfully received at the sink, and is analyzed in bits 
per second. Figure 6 shows the throughput comparison 
for the TC-MBWO and LEACH. The throughput of TC-
MBWO is greatly increased than the LEACH, because 
of the secure data transmission. Specifically, the data 
delivery of the TC-MBWO is improved by avoiding node/
link failure and malicious nodes while broadcasting the 
data packets. 

Fig. 6. Throughput Vs. rounds

4.1.3. Network lifetime

Network lifetime is defined as the round where all 
the nodes exhaust their energy over the large-scale 
WSN. Here, the lifetime is analyzed by using three met-
rics: First Node Die (FND), Half Node Die (HND) and Last 
Node Die (LND). The lifetime comparison for the TC-
MBWO and LEACH is shown in Figure 7. From Figure 7, 
it is inferred that the lifetime of the TC-MBWO is high 
when compared to the LEACH. For example, the LND 
of the TC-MBWO is 6204 whereas the LND of the LEACH 
is 864. The LEACH results in lesser lifetime due to the 
presence of malicious attacks and single hop transmis-
sion. But, the proposed TC-MBWO achieves a higher 
lifetime due to its appropriate cost function.

Fig. 7. Network lifetime Vs. rounds

4.2. COMPARATIvE ANALySIS

The existing research PSO-GWO [19], P-WWO [21] 
and P-SMO [22] are used to evaluate the efficiency 
of the TC-MBWO. Table 2 provides the comparative 
analysis of the PSO-GWO [19], P-WWO [21], P-SMO [22] 
and TC-MBWO.  Additionally, the graphical comparison 
of alive nodes is shown in Figure 8. 

From Table 2 and Figure 8, it is concluded that the 
TC-MBWO achieves better performance than the PSO-
GWO [19], P-WWO [21], and P-SMO [22], because of its 

Fig. 8. Graphical comparison of alive nodes
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optimal cost function selection. The derived multiob-
jective cost function is used to achieve a secure and en-
ergy-aware data transmission over the large scale WSN. 
The energy consumption of the nodes are minimized 
by avoiding malicious nodes and discovering short-
est path using the TC-MBWO. The lesser energy con-
sumption of the nodes increases the network lifetime, 
therefore the alive nodes of the TC-MBWO are higher 
in number in the WSN. Moreover, the throughput of 
the TC-MBWO is improved by avoiding the malicious 
nodes during the selection of SCH and route.

Table 2. Comparative analysis of TC-MBWO

5. CONCLuSION

A secured clustering and a routing path are devel-
oped using the TC-MBWO algorithm to obtain secure 
data transmission between the nodes. The node’s en-
ergy depletion is minimized by using the TC-MBWO-
based optimal SCH selection. Next, the secure route 
between the desired nodes is generated by using the 
TC-MBWO. The SCH selection and secure routing path 
generation done by TC-MBWO are improved by using 
distinct cost parameters such as trust, residual energy, 
distance, and node degree. The trust considered in 
the TC-MBWO helps to mitigate malicious attacks dur-
ing data transmission. From the obtained results, it is 
concluded that the TC-MBWO method outperforms 
the PSO-GWO, P-WWO and P-SMO in the comparative 
analysis. The number of alive nodes in TC-MBWO is 70 
for 2800 rounds which is a much higher result, when 
compared to PSO-GWO, P-WWO and P-SMO. In the fu-
ture, a novel optimization algorithm can be used for 
improving the performance of the WSN.
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Abstract – LoRa or Long Range with LoRaWAN technology is a protocol for low-power wireless networks. The absence of an encryption 
process on the data payload becomes a challenge for the LoRaWAN network. When the process of sending messages is running inter 
devices, sniffing might occur, thereby reducing the confidentiality aspect of the data communication process. This paper optimized 
the digital signature method to secure messages sent by LoRaWAN network devices, along with Advanced Encryption Standard (AES) 
algorithm and Ed25519 algorithm. AES was used for message encryption, while Ed25519 was used for signature purposes. The aim of 
applying digital signatures in this paper was to verify that the payload data sent was original and not changed during the transmission 
process and to ensure data confidentiality. The addition of security mechanisms to the LoRaWAN network, such as the process of 
encryption, decryption, and verification results, has caused some overheads. The overhead caused by the usage of a digital signature is 
also analyzed to ensure that the digital signature is feasible to be implemented in LoRa devices. Based on the experimental results, it was 
found that there was an increase in the size of memory usage and some additional processing delay during the deployment of digital 
signatures for LoRa devices. The overall overhead caused by implementing digital signatures on the LoRa devices was relatively low, 
making it possible to implement it on the LoRa network widely.

Keywords: LoRaWAN, sniffing, digital signature, AES, overhead 

1. INTRODUCTION

Internet of Things (IoT) refers to a communication 
paradigm to build the interactions between machines 
without any human interference [1]. IoT networks can 
be classified based on their physical radio layer, achiev-
able bit rate, and power consumption or communica-
tion range. A network that operates remotely, use low 
power, and is able to tolerate low bit rates tend to use 
network technology such as LoRa [2].

LoRaWAN is a network infrastructure based on the 
Long Range (LoRa) radio modulation technology with 
some security flaws [3]. Payload data is not protected 
by encryption, making it subject to the sniffer.

Volume 13, Number 7, 2022

Sniffing is the process of snooping the data packet 
on a network system. Some of which can monitor and   
capture all passing network traffic, regardless of who 
will receive the packet. During the sniffing process, it 
is potential to emerge an attack on LoRaWAN devices 
when receiving data from other devices.

The lack of security protection on LoRaWAN networks, 
which makes sniffing activities susceptible to attacks, is 
the main research problem of this paper. The digital sig-
nature is utilized to anticipate any attacks that sniffing 
operations may induce. This method aims to enhance 
the authentication aspect during data transmission of 
LoRaWAN communication. Furthermore, the purpose 
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of this digital signature is to ascertain that the content 
being transmitted does not change until they reach the 
recipient; thus, the receiver may be confident that the 
message received is genuinely original from the sender 
[4]. The digital signature is not a new method, but it is 
an alternative solution to encountering sniffing attacks 
on LoRa networks. Digital signatures are well suited to 
identifying valid users involved in the LoRa network's 
data communication process. Digital signatures are fre-
quently used in software distribution, financial transac-
tions, and other situations where modification or forg-
ery must be detected.

The encryption algorithm of the digital signature 
implemented in this paper Advanced Encryption Stan-
dard (AES), and Ed25519 algorithm. The AES algorithm 
was used considering that it is lightweight and efficient 
in both software and hardware, and it can be applied 
to the digital signature method [5]. For encryption and 
decryption purposes, the AES variant applied were 
AES 128 and AES 256. The Ed25519 algorithm was se-
lected for the signature process because it applies  the 
Curve25519 algorithm in which the algorithm is com-
patible and found more efficient to be applied to the 
digital signature method. The overhead computation is 
the performance parameter of the proposed method 
in this research. The computed overhead consists of 
the change of the data payload size, the memory us-
age of the device executing the application, the RAM 
utilization, and the response processing time between 
the sender and receiver. 

This study was conducted to investigate the usage 
of digital signature to prevent data sniffing in LoRa 
devices during data communication. The addition of 
a security mechanism to the network will certainly 
produce computational overhead on the system. This 
computational overhead was computed to determine 
how many additional resources are required when a 
digital signature is utilized. The parameters of the sys-
tem's overhead analysis are payload length, memory 
usage, RAM usage, and response processing time [6]. 
This evaluation aims to determine the feasibility of ap-
plying digital signatures to LoRa devices. 

The remaining sections of the paper are structured 
as follows. Section 2 provides a brief summary of rel-
evant works or the current state of the art about other 
techniques for addressing security vulnerabilities in 
the Lora Network. In Section 3, the architecture of the 
proposed approaches is explained. In Section 4, the au-
thors assess the proposed solution and show the ex-
periment results. Section 5 concludes with a summary 
of the investigation's findings.

2. RELATED WORKS 

Many studies have been conducted using digital 
signature and other methods in preventing the attack 
on the LoRaWAN network devices caused by the sniff-
ing process. Table 1 depicts the comparison of related 

studies regarding this problem. Paper [7] compares tra-
ditional and new methods to deal with selective jam-
ming attacks. The new methods suggested are game-
theoretic approaches and the usage of machine learn-
ing. These two new methods significantly impact the 
detection of selective jamming attacks rather than the 
traditional ones.  

Due to the growing usage of LoRa and the expansion 
of IoT devices, the paper [4] explains how to avoid sniffer 
activities on wireless sensor networks, particularly in LoRa 
networks. The AES and MAC algorithms are implemented 
in the LoRa network to protect data during transmission. 
The overhead analysis of IoT constrained devices class 0, 
and class 2 was also explored in this paper, with the find-
ings indicating that these two algorithms could be ap-
plied to these devices. The network architecture in this 
research was still a local network. As a result, it is believed 
that additional study would enable this technology to be 
implemented on the LoRaWAN network, allowing data to 
be accessible over the internet.

Paper [8] analysis of LoRaWAN and its future direc-
tions focused on the threat of LoRaWAN, such as physi-
cal capture of end devices, sniffing gateways, and self-
replay processes. These threats required particular at-
tention from developers and organizations implement-
ing LoRa networks. The problems that occurred were 
about the comprehensive security risks of the protocol 
and the way to find solutions to these security risks. 
Hence, the results and advantages obtained are the 
creation of a threat catalog for LoRaWAN by conduct-
ing discussions and analysis from the perspective of 
scale, impact, possibilities of each threat, and the draw-
backs that may have an impact on several relevant net-
work device security threats.

Paper [9] entitled Onboarding and Software Update 
Architecture for IoT was focused on Ed25519 as a deriv-
ative of the signature of EdDSA scheme. The Ed25519 
algorithm applied a symmetric key using SHA- 512, a 
member of the SHA-2 family in the hashing process. 
The result showed that EdDSA provided attack resis-
tance equal to 128-bit symmetric ciphers, using a 16-
byte public key and a signature key of 64 bytes for the 
Ed25519 algorithm. This paper is used as a reference for 
designing the Lora system in this research.

Meanwhile, paper [10] discusses experimental tests 
focusing on the energy efficiency and security of Lo-
RaWAN end devices (WisNode RAK811 and Seeeduino 
SX1301). In the security aspect, the experiment de-
picted that Activation By Personalization (ABP) mode 
is a more energy-efficient solution that comes at the 
sacrifice of security. Due to the lack of a join method, 
the ABP mode exchanges fewer messages. ABP offers 
an additional security risk because it relies on counter 
values maintained in memory and is unable to renew 
session keys. The end device will go into an out-of-sync 
condition and become useless if there is a problem 
retaining or reading these settings. WisNode devices 
are more vulnerable to physical memory assaults due 
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Reference Attack/Vulnerability Type Techniques Security Aspect

[7] Selective jamming Game-theoretic approaches and reinforcement 
machine learning methods Integrity

[4] Sniffing Advanced Encryption Standard (AES) and 
Message Authentication Code (MAC) Confidentiality, Integrity

[8] Device Cloning, Self-Replay, Rogue End-Device Tamper-resistant hardware, Public Certificate, 
End-to-End Encryption Confidentiality, Integrity

[9] Software update, MiTM
Elliptic curve cryptography (Curve25519), 

authenticated key establishment, and  a public 
key encryption

Authentication

[10] Remote access of IoT device Over- The-Air Activation (OTAA) and exchanging 
keys Authentication

[11] Information asymmetry Blockchain-based LoRa-IS combined with 
contract theory Authentication

[12] Software update, MiTM Blockchain-based system for securely updating 
IoT device firmware Privacy, Authentication

This paper Sniffing Digital signature using Advanced Encryption 
Standard (AES) algorithm Authentication, Integrity

Table 1. Comparison with previous methods

to this security feature. An OTAA system that provides 
secure session keys to safeguard communication is an 
option to secure these devices.

The authors of [11] stated that a dual-blockchain 
structure could be used to secure a LoRa-based infor-
mation system. The algorithms used in this research are 
decentralized to reduce the dependency on a central-
ized server. Blockchain is also utilized for securely up-
dating IoT device firmware using LoRa as a communi-
cation protocol [12]. 

Encrypt then Sign was the digital signature approach 
used in this research because when communication is 
exploited by a third party, the sender and receiver of 

the message can determine who is exploiting the mes-
sage. Due to the fact that the signature key retrieved 
no longer belongs to the message's sender but rath-
er to the sniffer party, the application of the Encrypt 
then Sign approach drastically reduces the likelihood 
of message exploitation. Using the Sign then Encrypt 
approach, when a sniffer exploits a message from the 
sender and forwards it to the receiver, the received 
message still has the sender's signature key. This is 
because the sniffing party only modifies the message 
from the decryption process in plaintext and not the 
signature key of the message's sender. Consequently, 
the sender and receiver cannot identify the sniffing 
party who compromised the message. 

3. PROPOSED SYSTEM

This research used two 868MHz LoRa Shield Module 
devices and two Arduino Mega 2560 devices as node 
1 sender and node 2 receiver. A Raspberry Pi device for 
LoRaWAN acted as a sniffer. The programming language 
used was C++ with the data type sent as string data. The 
attack scenario was conducted by testing a man-in-the-
middle attack for the sniffing process. This attack was 
tested before the encryption algorithm was deployed 
and after the signature process was implemented. The 
goal is to determine whether or not the payload data sent 
has been modified. AES 128 with 128-bit key length and 
AES-256 with 256-bit key length were implemented in 
the experiment. Moreover, Ed25519 algorithm was de-
ployed  for  the signature implementation. Table 2 shows 
the hardware specifications and scenarios used in the 
experiment. Fig. 1 illustrates the overall system architec-
ture, where node 2 as the receiver would only react if the 
received data contained the same ID found in node 1 as 
the sender. If node 2 successfully received the message 
sent, then the node 2 device as the receiver would send 
an acknowledgment to node 1 informing that the mes-
sage received was valid.

Fig. 2 illustrates the flowchart of sensor node 1 as a 
sender. The first process was to connect the sender to 
node 2. The plaintext message would be added with ID 
and message digest when the connection was estab-
lished. This plain text was then encrypted to produce 
cipher text. The subsequent step would be checking the 
key used for the signing process. If the signing process is 
successful, the signature key and ciphertext message will  
be merged and delivered to the node 2 receiver. 

Fig. 3 portrays the flowchart of sensor node 2 as the re-
ceiver. First, node 2 must be connected to sensor node 1 
as the message sender device. If successfully connected, 
then node 2 would check the messages. Furthermore, the 
checking process was conducted for a total length of 80 
bytes message, where 64 bytes was the length of the sig-
nature key, and 16 bytes was the length of the ciphertex  
message. If the value of message length was equal, i.e. 80 
bytes; the following process is splitting the signature key 
and ciphertext message. The decryption procedure then 
required for the inversion of ciphertext into plaintext. Be-
fore beginning the decryption procedure, node 2 would 
match the signature key of node 1.
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Table 2. Hardware and Scenario Specifications

No Scenario Hardware

1 Device 1 (communicate 
with device 2)

Arduino Mega 2560 Rev3 with 
Dragino LoRa Shield

2 Device 2 (communicate 
with device 1)

Arduino Mega 2560 Rev3 with 
Dragino LoRa Shield

3 Sniffing Device Raspberry Pi 3 model B with 
Dragino LoRa Hat

Fig. 1. System architecture

After discovering that the key is identical to the one 
used by node 1 during the signing procedure, decryp-
tion would be performed. The results obtained from the 
decryption process are sender ID, message digest, and 
plaintext; therefore, it is crucial to separate these three 
results. Following the process of splitting, the three val-
ues are stored. After the results have been saved, the 
receiver will verify that the sender is a legitimate user, 
not an adversary.

Fig. 2. Sender Flowchart

Fig. 3. Receiver Flowchart

4. RESULT AND DISCUSSION

Man-in-the-middle attack testing was applied for the 
sniffing process during the experiment. Three modes 
were set up on LoRa devices: 

•	 mode 0 for “MODE_NON_SIGNATURE”

•	 mode 1 for “MODE_SIGNATURE_AES128”

•	 mode 2 for “MODE_SIGNATURE_AES256”

The experiment started with mode 0, followed by 
mode 1  and mode 2. Detail procedures are depicted 
on flowcharts in Fig. 2 and Fig. 3. Furthermore, Fig. 4 
shows the test results of the sniffing process using 
mode 0 “MODE_NON_SIGNATURE". Mode 1 “MODE_
SIGNATURE_AES128” is shown in Fig. 5 and mode   2 
“MODE_SIGNATURE_AES256” is shown in Fig. 6.

After conducting the man-in-the-middle test for the 
sniffing procedure, the following test observed the sys-
tem's overhead values. Similar 3 modes were utilized to 
evaluate the sniffing process for calculating the over-
head values.

Fig. 4. MODE NON-SIGNATURE
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Fig. 5. MODE SIGNATURE AES 128

Fig. 6. MODE SIGNATURE AES 256

Overhead testing was done by sending string data 
from node 1 sender to node 2 receiver. The goal of the 
overhead analysis was to investigate the payload length, 
memory utilization, RAM usage, and response process-
ing time characteristics. Table 3 shows the results of the 
overhead comparison of the three modes used.

As depicted in Fig. 4, the test result in mode 0 
showed that the device which acted as a sniffer knew 
all the original payloads data of the two communicat-
ing node devices. LoRaWAN devices are susceptible to 
attacks and message alterations if the payload data is 
not encrypted. Meanwhile, for testing mode 1 in Fig. 5 
and mode 2 in Fig. 6, it can be seen that the devices 
acted as the sniffer also knowing all communications 
between devices. However, the payload data obtained 
have been encrypted and signed so that the authentic-
ity of the payload data could be well maintained.  

This evidence shows that using digital signatures can 
reduce the potential for attacks due to its encryption 

process. Furthermore, Table 3 depicted the overhead 
testing outcomes for each sender and recipient. The 
first overhead analysis was the analysis of the length 
of the payload data. Based on the experiment findings 
shown in Table 3, Table 4 provides a more detailed 
description of the payload length test value. It can 
be seen that mode 1 and mode 2 used in the test 
had additional header data. In mode 0 the size of the 
payload length used was only 16 bytes, 4 bytes of 
which were the additional data consisting of 2 bytes of 
ID sender and 2 bytes digest, and the rest 12 bytes are 
considered as actual data.

Meanwhile, in mode 1 and mode 2 the payload 
length used was 80 bytes with 64 bytes were the addi-
tional header data, i.e., the signature key and 2 bytes of 
IDsender, 2 bytes of digest, and 12 bytes of actual data.  

Mode
Additional data headers

Real 
Data PayloadSender 

ID digest signature 
key

Mode 0 2 2 0 12 16 bytes

Mode 1 2 2 64 12 80 bytes

Mode 2 2 2 64 12 80 bytes

Table 4. Detail Overhead Test Results

Para-
meters

Mode 0 Mode 1 Mode 2

S R S R S R

Payload 
length

16 
bytes

16 
bytes

80 
bytes

80 
bytes

80 
bytes 80 bytes

Memory 
usage

13506 
bytes 
(5%)

12304 
bytes 
(4%)

36770 
bytes 
(14%)

35680 
bytes 
(14%)

37080 
bytes 
(14%)

35998 
bytes 
(14%)

RAM 
usage

1754 
bytes 
(21%)

1374 
bytes 
(16%)

2564 
bytes 
(31%)

2091 
bytes 
(25%)

2644 
bytes 
(32%)

2171 bytes 
(26%)

Delay  
(S to R)

174.64 
ms

34.68 
ms

16063.53 
ms

9884.53 
ms

15763.2 
ms

9584.58 
ms

Delay 
(R to S)

42.14 
ms

169.07 
ms

9683.87 
ms

6187.79 
ms

10004.4 
ms

6187.77 
ms

S = sender; R = receiver

The message length in mode 0 corresponded to the 
encryption key used in the AES algorithm, where  the  
total key length was 32 bits. Hence, each AES algorithm 
was divided by 8 bits, so 128 bits = 16 bytes, and 256 
bits = 32 bytes. Using AES 128 or AES 256, the size of the 
encrypted plaintext was only 16 bytes, independent of 
the AES algorithm library being used [13]. It is obvious 
that adding a header to modes 1 and 2 would result in 
a payload length that was 4 times bigger than it was in 
mode 0, which only used 12 bytes of actual data and 
4 bytes of extra data. Consequently, the resulting pay-
load length was indeed higher. Even though separate 
digital signature algorithms are utilized for modes 1 
and 2, the payload length results produced for both 
modes are equal. Therefore, memory and RAM utiliza-
tion on the system rose since the more program func-
tionalities that were implemented, the greater memory 
and RAM consumption was required.
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The fourth overhead analysis was a delay from sender 
to receiver. Table 4 shows that mode 1 and mode 2 
produced a longer response time when the sender sent 
the payload data to the receiver, with the encryption 
process and added digital signing. After the message 
from the sender is successfully received, the receiver 
will carry out the signature key validation process and 
provide a key validation response to the sender. The fifth 
overhead analysis is the delay or response processing 
time from receiver to sender. The response time used in 
mode 1 and mode 2 was also longer than mode 0. This 
is because after the payload data were received, the 
receiver would confirm to the sender that the payload 
data received was a valid message. However, before the 
confirmation process was sent, the data payload must 
be converted into encrypted form, and the signing 
process was carried out first. Therefore, from the two 
results of response processing time testing on LoRaWAN 
devices, after applying the digital signature method, the 
transmission time was increased because the device 
was charged for several extra operations. Based on prior 
study, if the work cycle was applied to 1%; a node was 
allowed to send only for 36 seconds/hour or about 36 ms 
[14]. After establishing a security system which resulting 
a work cycle of 14%, the highest response processing 
time in this experiment was 16063.53 ms. Nevertheless, 
the system's utilization grows more secure.

5. CONCLUSION

Based on the experiment on the sniffing process 
and overhead calculations that have been conducted, 
it   can be concluded that the digital signature method 
could secure the message sent between LoRa devices.

The results of the overhead analysis in this study 
showed that the use of digital signatures produced 
a high overhead value compared to those without 
implementation. The experiment results also revealed 
that this system was more efficiently applied to the 
AES 128 than AES 256 encryption algorithm. For future 
work, different security methods can be applied to 
improve the confidentiality, integrity, and availability 
aspects of LoRa network. The security method 
algorithm should be lightweight to be compatible 
with the characteristics of LoRa devices having limited 
resources.
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Abstract – An outbreak of a highly pathogenic coronavirus, which can cause chronic respiratory illness and high mortality rates. It 
takes a considerable amount of time to perform the polymerase chain reaction (PCR) used in COVID tests. Its accuracy ranges from 
30% to 70%. In contrast, CT and chest X-ray diagnostics are 98% and 80% accurate in detecting COVID, respectively. A deep learning 
algorithms was applied to CT and X-ray images to enable rapid and accurately diagnosis of COVID-19 within seconds. In this survey, we 
revised all state-of-the-art studies of COVID-19 based on CT and X-ray images. Also, we analysed multiple deep learning networks and 
compared the performance of each technique. The result of the comparison shows that the baseline neural network has better efficiency 
in the recognition of COVID-19. The detection accuracy of baseline networks ranges between 93% and 98.7%. This shows the efficiency 
of deep learning techniques in identifying COVID-19.

Keywords: COVID-19, chest X-rays, CT scans, deep learning networks

1. INTRODUCTION

The onset of the once-in-a-century pandemic coro-
navirus or SARS-CoV in Wuhan, China, spread its roots 
within a split second and triggered the global issue. Ac-
cording to Global Statistics, over 2.3 billion pathological 
cases and 4.8 million deaths were recorded across 188 
nations and territories as of October 1, 2021. COVID-19 is 
a infectious disease that is spread by the physical contact 
of an infected person, saliva droplets, and sometimes air-
borne [1]. It suppresses the immune system and causes 
serious respiratory disorders. The standard Polymerase 
chain reaction (PCR) test for the diagnosis of COVID-19 
has only 30 to 70% efficiency and it consumes time. 
Modern diagnostic tools such as computed tomography 
(CT) and Chest X-ray also have effective results on Co-
vid-19 [2]. Early detection of the syndrome and infection 
level prevents the severity, increases the recovery phase 
and particularly reduces the further spread of infection. 
Implementation of the deep learning technique in med-
ical diagnosis allows the creation of approaches from 
beginning to end without the need for manual interven-
tion, yielding predictable outputs from input data [3-5]. 
For recognizing suspected instances of the coronavirus, 
computer vision studies use DL techniques like convo-
lution neural network (CNN), recurrent neural network 
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(RNN), and supervised and semi-supervised models to 
classify the CT images or chest X-rays of the chest as nor-
mal or abnormal. Herein, CNN models such as ResNet, 
Mobile Net, LeNet, and some other backbone tech-
niques such as VGG, inception, and Xception structures 
have shown extremely accurate performance in the ar-
eas of image identification and computer vision detec-
tion [6]. They are often used for computer vision tasks. 
CNN [7, 8], COVID Screen [9], and COVINet [10] are some 
of the deep learning networks that have been designed 
for identifying COVID-19 occurrences. Fig. 1. illustrates 
the difference between positive and negative COVID-19 
chest X-ray images.

Fig. 1. Chest X-Ray images of Covid-19 (a) positive, 
and (b) negative

(b)(a)
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Deep learning networks require adequate data to 
train, process, and classify the input image. In the field 
of medical image processing, in which there is only a 
finite amount of information available, that results in 
an insufficient training database. To solve this issue, 
the transfer learning methodology was established. 
[11, 12], employed transfer learning to train the model 
with minimal trials by transferring data from a previ-
ously trained network to a newer model for evaluation. 
Integration of AI with chest X-ray technology has lat-
terly been proven to be more successful in detecting 
this problem. The models used for the analysis were 
ResNet, InceptionV3, InceptionResNetV2, VGG16, Mo-
bile Net, Xception, and DenseNet121, which were fine-
tuned through a new batch of layers substituted by 
the network's head. But most of the deep learning net-
works fail in the execution process. The pitfalls of deep 
learning and its execution failures are discussed in.

The main aspect of this work is to analyze all the up-to-
date DL techniques based on the COVID-19 diagnosis. All 
the recent deep learning studies on the Covid-19 using 
chest X-rays and CT scans are reviewed with a detailed 
view of existing techniques along with their drawbacks. 
The key focus of the review is elaborated as follows:

•	 To study all advanced deep learning networks 
on predicting COVID-19 infection, particularly 
from CT and chest X-ray images.

•	 To present a detailed view of different data 
sources reliable on Covid-19.

•	 To discuss the challenges faced by the recent 
learning structure both in the training and test-
ing process.

•	 To provide a future guideline for overcoming ex-
isting limitations and designing an effective sys-
tem for detecting COVID-19 infection.

The remainder of this study is arranged as follows; 
section II explains a detailed study of COVID-19 data-
sets. Section III narrates a detailed description of deep 
architecture. Section IV comprises the comparison 
study and tabulation of up-to-date deep learning tech-
niques on COVID-19, especially using CT and chest X-
ray images on Covid infection. Section V explains the 
discussion of the survey, and the conclusion part is 
stated in section VI.

2. DATASET 

A detailed study on the COVID-19 dataset is described 
in this section. Data harmonisation is the process of 
combining data from various sources such as CT scans 
and X-rays into a single cohesive data set by modifying 
data formats.  It covers most of the reliable datasets on 
COVID-19. The COVIDx-CT dataset is significantly large. 
The data is obtained from the CNCB. It is limited to 
data from China's various provinces, implying that CO-
VID-19 symptoms in CT imaging may not be appropri-
ate for instances outside of China. The GitHub dataset 

comprises about 1140 normal and abnormal images of 
Covid-19 infection. The dataset includes bacterial, viral, 
Chlamydophila, E. coli, fungal, COVID, Influenza, Klebsi-
ella, Legionella, Lipoid, MERS, Mycoplasma, No Finding, 
Pneumocystis, pneumonia, SARS, Strecoccus, Varicella, 
and viral infection images. There are two perspectives 
for COVID images: PA and AP views. The normal images 
were collected from the Kaggle website's Pneumonia 
dataset. There are more than 500 images, but they 
must be counted in the same way as COVID images.

Table 1. Dataset description

Datasets Total 
images

Attributes  
(Patients  

/ Age)
Classes Severity level 

(positive class)

COVIDx-CT 201,103 3,745/ 
18-80

Negative 
(100548)  
Positive 
(100555)

Normal-PCR+:9568 
Mild:25137 

Moderate:50274 
Severe:15568

RSNA 
pneumonia 

CXR 
challenge

30,227 1546/ 
3-35

Negative 
(15115) 
Positive 
(15112)

Normal-PCR+:945 
Mild:3778 

Moderate:7556 
Severe:2833

Chest 
X-ray8 32,717 5428 /  

20-45

Negative 
(16360) 
Positive 
(16357)

Normal-PCR+:661 
Mild:4564 

Moderate:8178 
Severe:2954

MIMIC-CXR 377,110 65,379/  
25-60

Negative 
(188,555) 
Positive 

(188,555)

Normal-PCR+:19064 
Mild:53569 

Moderate:80138 
Severe:35784

PadChest 160,000 67,000/  
18-55

Negative 
(15115) 
Positive 
(15112)

Normal-PCR+:871 
Mild:3778 

Moderate:7523 
Severe:2940

COVID-19 ImageData Collection is the primary source 
for the COVID-19 class. It has 76 good and 26 negative 
PA perspectives. Most research use CXR from one or 
more public pulmonary illness data sets to create non-
COVID classes. The following are some examples of 
these repositories: On Kaggle, one can find the RSNA 
Pneumonia CXR challenge dataset, Dataset ChestX-
ray8, MIMIC-CXR dataset, PadChest dataset. Multiple 
kinds of research have demonstrated that better data 
leads to better models. All pre-processing procedures 
that raise the value and validity of data are referred to 
as smart data. These tactics include noise reduction, 
data augmentation, and data transformation. 

3.  MATERIALS AND METHODS

In this section, we have discussed the existing deep 
learning techniques developed during the past two 
years for the detection of Covid-19 infection and the 
diagnosis process. The analysis discusses the architec-
tural modification and structural implementation of 
neural networks in the case of covid-19 diagnosis. The 
following networks were some of the recently devel-
oped deep learning architectures which show remark-
able efficiency in covid-19 prediction.
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3.1 DEEP LEARnIng

Deep learning (DL) and machine learning (ML), two 
important AI disciplines, has recently sparked a lot of 
interest in medical applications. Some of the DL sys-
tems are designed using a pre-trained model that 
employs transfer learning, while others utilize custom 
networks. Machine learning and data science are also 
frequently employed in the disciplines of coronary 
diagnosis, prognosis, prediction, and epidemic fore-
casting. The intensity of the epidemic has also been 
reduced because of computer vision [29]. A DL model 
that is both dependable and accurate could be utilized 
as a triage tool and to assist in clinical decision-making. 
A widening number of recent studies assert to have 
attained remarkable sensitivity levels of > 95%, con-
siderably higher than competent radiologists. In the 
modern environment, CNN is the main factor in exhib-
iting remarkable performance in the field of medical 

image analysis. ResNet, Xception, Inception, DenseNet, 
GoogleNet, and other CNNs are among the most useful. 
By extracting characteristics from the CXR images, the 
DL technique was able to distinguish between normal, 
pneumonia, and COVID-19. Because it is lightweight, 
the equipment required for this test is less cumber-
some and portable. This sort of resource is more of-
ten accessible than necessary for RT-PCR and CT-scan 
testing. Furthermore, a patient's chest X-ray takes only 
15 seconds, making it one of the most cost-effective 
and time-efficient evaluation techniques. The CNN is a 
deep learning network with ResNet, Mobile Net, LeNet 
and some other backbone techniques such as VGG, 
inception and Xception structures has developed mul-
tiple neural networks to detect the Covid infection and 
yields effective progress. The basic architecture of the 
CNN model is depicted in Fig. 2. Internet of Things (IoT), 
big data, and smart technologies are also effective in 
combating the spread of COVID 19.

Fig. 2. Basic architecture of deep learning network

CNN can learn hierarchic characteristics, an essential 
trait, automatically. The initial several CNN layers fre-
quently identify fundamental characteristics like hori-
zontal, vertical, and diagonal borders. The output of 
these layers is transmitted to the intermediate layers, 
which extract more advanced characteristics like corners 
and edges. This implies that the characteristics calculat-
ed by the initial layers are generic and may be used for 
a range of issues, while the characteristics calculated by 
the latter layers are particular to the given dataset and 
tasks. CNN offers an important benefit from the need 
for a reduced number of neurons and hyperparameters 
compared with conventional feed-in neural networks. 
Several CNN baseline designs have been created and ef-
fectively used to solve complicated visual imaging tasks 
for image recognition applications. In this work, we opt 
to construct suggested models with pre-trained models 
like VGG16, InceptionV3, and Xception.

Vgg 16 net

A standard object-cognition model with up to 16 lay-
ers is the VGG16 Object-cognizing model. ImageNet 
performs VGG16, a deep CNN, on a variety of tasks and 

datasets. VGG16 is one of the most commonly used im-
aging models today. We thus suggest that this model 
be used.

Inception V3

InceptionV3 was one of the earliest batch standard-
ization models. It also used the factorization method 
for more efficient calculations. InceptionV3 will parallel 
operations and execute convolutions and batch nor-
malization in parallel before the results are concatenat-
ed instead of linearly performing processes, with ad-
ditional parameters and complexities. InceptionV3 en-
ables advanced treatment with directed acyclic graphs.

Xception 

Xception is a CNN completely made of convolution-
ary layers, which are profoundly separate. Xception 
combines ResNets with a profoundly separable convo-
lution to produce a light yet highly powerful network. 
Xception achieved greater precision than InceptionV3 
with the ImageNet dataset. Table 2. shows the perfor-
mance analysis of a pretrained deep learning networks 
on the Covid dataset.
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Table 2. Performance analysis of pretrained deep 
learning model on Covid Chest X-ray 8 dataset.

Models

La
be

ls

Pr
ec

is
io

n

Se
ns

it
iv

it
y

Sp
ec

ifi
ci

ty

F1
-s

co
re

A
cc

ur
ac

y 
(%

)

DenseNet121
Normal 

Pneumonia 
COVID

0.93 
1 
1

1 
0.92 

1

1 
0.96 

1

0.96 
0.96 

1
97

Xception
Normal 

Pneumonia 
COVID

0.91 
1 
1

1 
0.90 

1

1 
0.95 

1

0.95 
0.95 

1
96

MobileNetv2
Normal 

Pneumonia 
COVID

0.91 
1 

0.95

1 
0.86 

1

1 
0.93 

1

0.95 
0.92 
0.98

95

ResNet50v2
Normal 

Pneumonia 
COVID

0.86 
0.98 

1

1 
0.84 
0.98

1 
0.92 
0.99

0.93 
0.90 
0.99

94

NASNetMobile
Normal 

Pneumonia 
COVID

0.86 
0.95 

1

0.98 
0.84 
0.98

0.99 
0.92 
0.99

0.92 
0.89 
0.99

93

VGG19
Normal 

Pneumonia 
COVID

0.83 
0.96 

1

0.98 
0.86 
0.90

0.98 
0.93 
0.96

0.90 
0.91 
0.95

92

4. RESULT AND DISCUSSION

This section compares the available Covid infection 
approaches using CT and X-ray imaging in detail.

4.1 RESuLTS oF PRoPoSED MoDELS

The functionality of the pretrained CNN models gen-
erated in this research is assessed. The experiments 
have been carried out with the tuned hyper-parame-
ters are depicted in table.3, which produced the better 
results during training. Table 3 mention the compari-
son details of the existing baseline technique based on 
model size, training and inference time.

Table 3. Comparison of baseline technique based 
on model size, training time and FPS

Model Parameters Model 
Size

Training 
Time FPS

U Net 31.07M 118.24MB 51min 1.88

E Net 343.7K 1.33MB 15min 4.03

U Net ++ 9.16M 34.95MB 58min 1.81

Attention U Net 34.87M 133.05MB 63min 1.75

ANAM-Net 4.47M 17.21MB 27min 2.76

In terms of sensitivity, accuracy, and specificity. 
Anam-Net outperformed the better outcomes. On the 
other hand, UNet++ has a vast dense connection, 
which results in hierarchical encoder-decoder modules 
that enable efficient feature propagation for accurate 
segmentation. When compared to other models, the 
proposed Anam-Net with fewer parameters was able 
to provide reliable segmentation results. In the cross-
data set assessment, Anam-Net did quite well (second 
best), as shown in Fig. 3, and was similar to the highest 
performing technique.

Fig. 3. Comparison of various baseline techniques 
based on sensitivity, specificity and accuracy based 

on COVIDx-CT dataset

Fig. 4. Comparison of baseline technique based 
on precision, recall, F1 score and accuracy based on 

COVIDx-CT dataset

necessity of DL in CXR

To diagnose COVID-19, many researchers and prac-
titioners have relied on simple radiographic imaging 
or X-rays. Nonetheless, these images lack the requisite 
resolution and precision to diagnose COVID infection 
in the initial stage and they have some drawbacks in 
this regard. As a result, AI researchers went to the aid of 
medical specialists and deployed DL as a potent tool to 
progress the accuracy rate of COVID-19 detection using 
X-rays. The below figure 5. depicts the rate of using dif-
ferent radiological techniques for diagnosis and detec-
tion of COVID-19.

Fig. 5. Rate of using DL accompanied radiology

This showed that a greater proportion of persons will 
need to be examined in short durations by a few pro-
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Table 4. Comparative analysis of hybrid Model 
based on CXR images

Metric Sensitivity Specificity Precision Accuracy

COVID Net-CXR 69.12 88.23 4.56 72.1

COVID-CAOS 74.89 65.12 68.56 69.56

RES Net without 
segmentation 68.63 80.23 75.23 79.25

RES Net with 
segmentation 2.01 79.34 78.52 75.89

FuCiT Net 78.94 81.56 76.01 77.23

COVID –SD Net 80.04 89.56 79.74 80.12

Table 5. Performance evaluation of five-fold cross-
validation for Covid -19 classes based on CXR 

images

Model Sensitivity Specificity Precision F1-score

COVID-CAPS 0.953 0.351 0.710 0.822

COVID-CAPS 
(focal) 0.962 0.231 0.664 0.781

COVID-CAPS 
scaled 0.921 0.542 0.763 0.831

COVID-CAPS 
scaled (focal) 0.994 0.363 0.674 0.812

POCOVID-Net 0.882 0.764 0.852 0.873

POCOVID-Net 
(focal) 0.881 0.792 0.861 0.873

Mini- COVIDNet 0.923 0.684 0.821 0.863

Mini-COVIDNet 
(focal) 0.921 0.712 0.832 0.874

MobileNet-v2 0.964 0.612 0.813 0.881

MobileNet-v2 
(focal) 0.912 0.643 0.813 0.860

NASNetMobile 0.921 0.494 0.734 0.822

NASNetMobile 
(focal) 0.952 0.521 0.751 0.842

ResNet50 0.841 0.572 0.761 0.801

ResNet50 (focal) 0.952 0.472 0.742 0.832

Fig. 6. Accuracy rate of CNN architectures of 
radiology modality images of COVID-19.

fessionals with limited resources. The uniform database 
encompasses all severity levels, from normal with Posi-
tive RT-PCR to Mild, Medium, and Extreme. The perfor-
mance measure for SD-Net on various Chest x-ray da-
tabases is listed in Table 4. And Table.5 represents the 
efficiency of the hybrid network and baseline network 
in Covid-19 classes based on CXR images respectively. 
Fig.6. represents the efficiency rate of CNN models in 
COVID-19 images.

Author & year Dataset Data description Preprocessing 
method network model Partitioning Validation results

Dong, S., et al 
[14](2021)

Public CXR 
dataset 

(COVIDx)

15134 (Normal-
8851Pneumonia-

6045COVID-19-238)
- RCoNet 5-fold cross 

validation

Accuracy-92.98% 
Sensitivity-93.39% 
Specificity-93.51%

Tabik, S.,[15] 
(2020) COVIDGR-1.0 Normal-426 

COVID-19-426

Segmentation-
based cropping, 

class-inherent 
transformation 

network (to 
increase the 

discrimination 
capacity)

COVID-SDNet Traning-80% 
Testing-20%

N- specificity-80.79±6.98, 
N- precision-74.74±3.89, N- FI-

76.94±2.82 
p- sensitivity-72.59±6.77, 

p- precision-78.67±4.70, p- FI-
75.71±3.35 

Accuracy-76.18±2.70

Wang, L et al., 
[16](2020)

COVIDx 
1.0, RSNA 

pneumonia 
detection 
challenge 

dataset

13800(Normal-
8066,Pneumonia-
5538,COVID-358)

- COVID-Net Training-98% 
Testing-2%

Sensitivity-80% 
Accuracy-92.6% 
Precision-88.9%

Ozturk, T et 
[17] al.,(2020)

chestX-ray8 
data 

 base,covid-19 
X-ray image

Normal 
-500Pneumonia-
500Covid-19-127

- Dark covidnet 5-fold cross 
validation

Accuracy-95.13% 
Precision-98.03% 
Specificity-95.3% 

Sensitivity-85.35% 
FI-score- 96.51%

Ohata, E.F et 
al.,[18](2020)

Kaggle 
COVID-19 in 

X rays

Healthy-194 
Covid-19-194 Transfer learning Mobile net+SVM 

Densenet201+MLP
10-fold cross 

validation
mobilenetAccuracy&FI-score-98.5% 
densenetAccuracy&FIscore-95.6%

Table 6. Comparison of different frameworks for COVID-19 prediction on the X-RAY images
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Author & year Dataset Data description Preprocessing 
method network model Partitioning Validation results

Oh, Y., et al [19]
(2020)

CXR dataset, 
JSRT,NLM

502(normal-191,  
bacterial-54,  

tuberculosis-57, 
 viral-20,  

COVID_19-180)

Data 
augmentation via 
batchextraction

Densenet-103 
Resnet-18

80%-training 
20%-testing Accuracy-91.9%,

Horry et  
al.,[20](2020)

COVID-19 
X-ray image 

database, 
NH chest X-ray

400(COVID-19-100,  
pneumonia-100,  

normal-200

Equalization of 
sampling bias, 
segmentation-

based noise 
reduction, data 
augmentation

VGG16,  
VGG19,  

Resnet50,  
Inception v3,  

Xception

Training 80% 
Tesing-20%

Sensitivity=80 
Precision-83 
FI-score-80

Panwar H et al., 
(2020)[21]

Chest xray 
data set 337(covid-19-192)

Resize the 
image, data 

augumentation
nCOVnet 70% - training 

30%- testing Accuracy-97%

Toğaçar, M [22]
(2020)

Joseph Paul 
Cohen dataset, 

Kaggle

458(Covid-19-295, 
normal-65, 

pneumonia-98)

Fuzzy color 
technique

MobileNetV2, 
SqueezeNet

5-fold cross 
validation

Accuracy=98.25% 
FI-score-93.48

Hussain E [23]
(2021) Covid-R

7390 (Covid-19-
2843Normal-3108, 
Pneumonia-1439)

Generating 
dataset CoroDet 5-fold cross 

validation

2-class acuuracy-91.1% 
3-class accuracy-94.2% 
4-class accuracy-91. %

Jain, R (2021) 
[24] Kaggle

6432 (583-normal, 
576-covid-19,4273-

pneumonia)
-

Inception 
V3, Xception 
Net,ResNeXt

90%testing, 
10%validation Accuracy-97.97%

Haghanifar, A 
(2020)[25] NH CXR-14

CAP-4600, 
Normal-5000, 
COVID-19-780

Image 
augmentation, 
enhancement 

algorithm

COVID-CXNet - Accuracy-96.72%

Hemdan, E.E.D 
et al (2020)[26]

Public dataset 
of X-ray

50 (25-normal, 
25-COVID-19 One-hot encoding COVIDX-Net 80%-20%

Inception v3-50%, 
VGG19 &DenseNer201-90% 

MobileNetV2-60%

Basu, S.,et 
al(2020) [27]

NIH Chest 
X-ray Dataset,

Data A (normal-350, 
pneumonia-322, 

other-disease-300, 
Covid-305) 

Data B (57560, 
diseased-50819)

Domain Extensive 
transfer learning CNN 5-fold cross 

validation Accuracy-90.13%±0.14

Ouchicha, 
C(2020)[28]

Kaggle’s 
COVID-19 

Radiography 
Database

Pneumonia-1345, 
COVID-19-219, 
normal-1341

Cropping and 
resizing CVDNet K fold cross 

validation Accuracy-97.02%

Gupta, 
A2021[29]

Kaggle, 
Chest X-ray 

dataset

COVID-19-316, 
normal-1341, 

pneumonia-1345

Fuzzy color image 
enhancement, 

stacking
InstaCovNet-19 80%-20% 3-class Accuracy-99.08%

Rajaraman, S 
(2020)[30]

Pediatric CXR 
dataset, 

RSNA CXR 
dataset, 
Twitter 

COVID-19 CXR 
dataset,  

Montreal 
covid-19 car 

dataset

-

Lung 
segmentation, 

Median filtering, 
rescaling

VGG-16, VGG-19, 
Inception-V3 90%-10% Accuracy-99.01% 

AUC-95%

Table 7. Comparison of different approaches for COVID-19 detection on the CT images

Author& year Dataset Data description Preprocessing 
method

network 
model Partitioning Validation results

Farid et al [31]
(2020) Kaggle benchmark dataset 102(COVID-19=51, 

SARS=51)
Feature 

extraction CNN 10-fold cross 
validation

Accuracy=94.11% 
Precision-99.4% 

FI-score-94% 
AUC=99.4%

Gunraj, H.,[32]
(2020) COVIDx-CT Dataset Total-104009 Data 

augumentation COVIDNet-CT -
Accuracy-99.1% 

Sensitivity-98.76% 
Specificity-99.53%

Yazdani, S et 
al., (2020) [33] COV-2 CT scan dataset

2482 
(COVID-19-1252, 

normal-1230)

Data 
augmentation COVID CT-Net -

For 0.9 threshold 
Sensitivity- 0.850±0.002 

Specificity  
= 0.962 ± 0.001 

FI score = 0.900 ± 0.001
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Author& year Dataset Data description Preprocessing 
method

network 
model Partitioning Validation results

Zheng et al 
(2020)[34]

Three different hospitals 
(Union hospital, Tongji 

Medical college, Huazhong 
University of science and 

technology)

Total-630

Lung 
segmentation, 

data 
augmentation

DeCoVNet Traning-80% 
Testing-20%

Accuracy=90.1% 
Sensitivity=90.7 
Specificity=91.1 

Precision=84 
NPC=98.2 
AUC=93

Wang, S., 
etal(2021)[35] 3 different hospitals 259 (pneumonia-

180,79-SARS-COV-2)

ROI separate, 
background area 

filling, reverse 
color, grayscale 

binarization

M- inception Traning-80%, 
Testing-20%

Accuracy-89.5% 
Sensitivity-88% 
Specificity-87%

Fan, D.P., etal 
(2020)[36] COVID-SemiSeg 638 (285 -normal, 

353 –COVID-19)
Data 

augmentation INF-Net Training-50%, 
Testing-50%

Sensitivity-87% 
Specificity-97% 
Precision-50%

Zhou, T., 
(2021) [37]

previous publications, 
authoritative media reports, 

and public databases
2933 Resize Ensemble CNN 5-fold cross-

validation

Alexenet accuracy-98.16 
Alexnet accuracy-98.16 

Googlenet 
accuracy-98.25

Ni, Q., (2020) 
[38] Individual patient,

12291 
(COVID-193854, 

Pneumonia-6871, 
 Normal-8566)

MVP-Net, 
3D U-Net

FI score-97% 
Sensitivity-95%

4. 2 DISCuSSIonS

The aim of the study is to review and present various 
prominent COVID-19 diagnostic techniques based on 
CT and chest X-ray images. Although many of the char-
acteristics described in the related works are empha-
sised here, some limits still required to be considered in 
future studies. Initially, the COVID-19 deep-learning di-
agnostic systems have been presented, but no underly-
ing knowledge descriptions of deep-learning methods 
highlighting mathematical evaluations are provided. 
This work takes on a degree of domain expertise. Sec-
ondly, several features of the studied neural networks 
are not addressed here, especially for custom designs, 
such as layer numbers, layer speciation, study rate, ep-
och number, lots size, dropdown layer, optimization, 
and loss function. Third, while this study examines di-
agnosis COVID-19 from a computer viewpoint, this pa-
per does not give qualitative diagnostic results in CT 
scans with chest X-rays. The study aims to evaluate and 
provide many well-known diagnostic methods for CO-
VID-19 based on CT and chest X-ray images. Although 
many of the features were discussed in this study are 
stressed, some restrictions still need to be considered 
in future studies. First of all, COVID-19 deep-learning di-
agnostic tools are described, but no basic explanations 
of deep-learning processes are offered that emphasise 
mathematical representations.

5. CONCLUSION 

As mentioned above, early detection and the DL 
method for COVID-19 are the fundamental stages in 
avoiding sickness and reducing the complexity of the 
infection. The addition of DL algorithms to radiological 
equipment increases computation speed with a low 
cost and efficient diagnosis. Implementation of these 
efficient tools reduces human error and predicts ac-
curate results in critical cases. This review supports the 

concept that DL algorithms are a potential method in 
which diagnostic and therapeutic processes might be 
optimised and improved. Despite of deep learning is 
the most effective computational tools for pneumonia 
diagnosis, in particular COVID-19, the development of 
COVID-19 DL diagnostic techniqu4s should be careful 
to prevent overfitting and optimise the generalisation 
and utility of deep learning models.
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Abstract – Due to stable and discriminative features, palmprint-based biometrics has been gaining popularity in recent years. Most of 
the traditional palmprint recognition systems are designed with a group of hand-crafted features that ignores some additional features. 
For tackling the problem described above, a Convolution Neural Network (CNN) model inspired by Alex-net that learns the features from 
the ROI images and classifies using a fuzzy support vector machine is proposed. The output of the CNN is fed as input to the fuzzy Support 
vector machine. The CNN's receptive field aids in extracting the most discriminative features from the palmprint images, and Fuzzy 
SVM results in a robust classification. The experiments are conducted on popular contactless datasets such as IITD, POLYU2, Tongji, and 
CASIA databases. Results demonstrate our approach outperformers several state-of-art techniques for palmprint recognition. Using this 
approach, we obtain 99.98% testing accuracy for the Tongji dataset and 99.76 % for the POLYU-II datasets.

Keywords: Palmprint Recognition, Deep learning, Support Vector Machine, Fuzzy

1. INTRODUCTION

Palmprint recognition has recently become a study 
of interest in image processing, artificial intelligence, 
and pattern recognition as a type of biometric technol-
ogy. It is a popular biometric with several advantages, 
including stable line features, which can handle low-
resolution imaging, and cheaper capturing devices 
with ease of use. Palmprint images have rich and dis-
criminative features that allow for reliable person iden-
tification. Existing palmprint recognition methods may 
be categorized into strategies based on structuring, 
texture, subspace, and statistics. Structure-based tech-
niques are utilized to obtain relevant line and point 
features [1][2]. However, the recognition accuracy in 
structure-based approaches is low. Further, the fea-
tures demand higher storage space. In texture-based 
techniques, rich texture information from palmprints 
will be extracted [3][4][5]. These methods have better 
classification capabilities with higher recognition ac-
curacy. In these methods, the coding of palmprint fea-
tures is carried out. Therefore they could be influenced 
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by image translation and rotation. In subspace-based 
techniques, images are transformed and mapped from 
their higher dimensional representation to lower-di-
mensional vector space [6][7]. 

These approaches have higher accuracy and recog-
nition speed. Additionally, most of these features are 
created by a biometric specialist and are hand-crafted 
to accomplish better performance with a specific type 
of biometric dataset. Conventional image-based palm-
print recognition systems have drawbacks such as pre-
processing, parameter settings, and hand-crafted fea-
tures that need to be carried out by biometric special-
ists. Several techniques and applications have recently 
included deep learning for biometric identification. A 
variety of patterns are being used to train the deep net-
work. Once the deep learning model has learned the 
dataset's unique characteristics, it can be incorporated 
to identify similar patterns. Deep learning techniques 
have primarily been utilized to acquire features for 
palmprint recognition [8][9][10].
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Additionally, deep learning can be highly effective 
for classification and clustering tasks. The system clas-
sifies the input examples according to their associated 
class labels during the classification task. In contrast, 
when performing a clustering task, the instances are 
clustered according to their similarity without refer-
ence to class labels. Numerous methodologies dis-
cussed below are built on deep learning techniques 
for recognizing palmprints. Within the deep learning 
framework, the input images are fed to the CNNs, de-
termining the optimal way to merge the pixels to ob-
tain maximum recognition accuracy. Wang et al. [11] 
used two-dimensional Gabor wavelets to decompose 
the palmprint images. In this work, PCNN (Pulse-Cou-
pled Neural Network) is employed to simulate the per-
ceptive function of creatural vision and break down ev-
ery Gabor sub-band together into a sequence of binary 
images. Entropies are computed for the binary images 
and are considered features. For classification, the SVM-
based classifier is used.

To create a better genuine score distribution of 
touchless palmprint datasets, Svoboda et al. [12] 
suggested a CNN using the AlexNet model, which is 
trained by optimizing a loss function linked to the d-
prime index. Minaee et al. [13] devised a palmprint rec-
ognition system based on a deep scattering CNN with 
two layers. Then, Principal Component Analysis(PCA) 
is employed for dimensionality reduction of the data. 
A multiclass Support Vector Machine and nearest-
neighbor classifiers are used to perform the classifica-
tion task. Meraoumia et al. [14] proposed a model for 
deep learning called PCANet for feature extraction of 
the palmprint. They experimented with Random Forest 
Transform(RFT), KNN, Radial Basis Function(RBF), and 
SVM classifiers for the multispectral datasets. Cheng 
et al. [15] proposed a technique called DCFSH that ex-
tracts palmprint convolutional features using CNN-F 
architecture, then learned binary coding from distilled 
features. A multispectral palmprint database is used 
to analyze DCFSH. The Hamming distance is used for 
matching. In [16], the palmprint images are prepro-
cessed using a fuzzy enhancement algorithm and then 
trained using Alexnet, which results in higher accuracy 
than some conventional techniques. Zhong et al. [17] 
suggested a novel approach for end-to-end palm-
print identification through a Siamese network. Two 
parameter-sharing VGG-16 networks are employed in 
the network to retrieve convolutional features from 
two input palmprint images. The top network obtained 
similarity in two input palmprints directly from convo-
lutional features. Khaled Bensid et al. [18] proposed a 
discrete cosine transform network (DCTNet) deep fea-
ture extraction algorithm for palmprint recognition for 
multispectral datasets. Genovese et al. [19] introduced 
PalmNet. This convolutional network employs Ga-
bor responses and PCA filters in an unsupervised ap-
proach on several touchless palmprint databases and 
performs classification using a 1-NN classifier based on 
Euclidean distance. Gong et al. [20] used Alexnet with 

the PRelu activation function for palmprint recogni-
tion. In [21], a pre-trained MobileNet V2 neural network 
is applied to learn the palmprint features, and linear 
SVM is used for the classification to obtain higher ac-
curacy. Zhao et al. [22] developed a Joint Constrained 
Least-Square Regression model using the CNN model 
to address the under-sampling classification task by 
extracting various deep local convolutional features 
from multiple patches from the same palmprint image. 
Veigas et al. [23] proposed a genetic-based 2D Gabor 
filter with CNN for palmprint recognition. The filters are 
tuned using a genetic algorithm, and Gabor features 
are extracted.

Liu et al. [24] proposed SMHNet that extracts features 
of the palmprint at structure and pixel levels. Recently, 
many biometric initiatives are increasingly being ex-
plored using deep learning techniques because of the 
capability to extract features from noisy data and adjust 
to biometric data samples captured with various de-
vices and achieve good recognition in less-constrained 
environments. Numerous CNNs, such as AlexNet, VGG-
Net, Inception-V3, and ResNet, perform better at image 
recognition and classification [25].

Although CNN-based techniques efficiently capture 
perceptual and biometric information extracted from 
the input images, applying this approach to verify 
palmprints poses some challenges. Firstly, the sample 
size is a constraint in existing palmprint databases, as 
most CNN approaches require a substantial quantity 
of input data during the training phase. Secondly, the 
performance of CNNs is highly dependent on the un-
derlying architecture. Due to the above-stated limita-
tions, utilizing a CNN architecture in small datasets may 
result in overfitting. It is observed that data augmen-
tation strategies are only marginally effective in reduc-
ing overfitting due to the low intra-class variability of 
palmprint images.

Although the pre-trained CNN model may be faster, 
there is another approach called Transfer learning [26]. 
Transfer learning is typically used to solve problems 
where the datasets include insufficient data to train a 
full-scale model from the start. Transfer learning is a 
process that adopts previously trained CNN, removing 
fully connected layers and also training the remaining 
layers from the required dataset. A CNN may obtain 
discriminative features of the image by freezing the 
weights of CNN layers and fully connected layers for 
classifying palmprint images. These addresses the chal-
lenges associated with CNN approaches that include 
substantial computational cost during the learning 
phase and overfitting induced by tiny palmprint data-
bases.

As per the above literature survey, Alexnet has been 
widely used and yielded better results than other deep 
networks. Besides, the Alexnet has a simple architec-
ture and can be trained with a few epochs. Therefore, 
Alexnet has been chosen for this work.
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SVM is a discriminant method that analytically solves 
the problem of convex optimization and gives some 
optimal hyperplane parameters, unlike perceptron 
which are mostly used in machine learning for classi-
fication. In the case of perceptrons, the solutions de-
pend on the criteria of initialization and termination. 
To address the highly nonlinear problem, kernels like 
RBF(Radial Basis Function) are used. Although kernel 
SVM solves the nonlinear problem, it cannot optimally 
give a solution for the hard boundary conditions [27]. 
Hence, fuzzy SVM have been chosen for classifying the 
palmprint and solving hard boundary condition.

The main contribution of this work is as follows:

•	 Proposed a fuzzy SVM classification approach for 
the palmprint recognition that provides better 
classification accuracy.

•	 Proposed a framework using transfer learning 
and fine-tuning the Alexnet model for feature 
extraction.

•	 Extensive experimentation is performed on four 
openly accessible palmprint datasets: PolyU-II, 
CASIA, Tongji, and IITD Contactless databases.

•	 Systematic analysis is performed by comparing 
the proposed approach with eight different state-
of-the-art schemes such as CR-CompCode, LLDP, 
HOL, LDP, LBP, AlexNet, VGG-16, and VGG-19

 The remainder of the paper is discussed as follows: 
Section-2 demonstrates the proposed methodology. 
Section-3 presents the implementation and results. 
Lastly, the conclusion of the work.

2. METHODOLOGY 

2.1 IMAgE PREPRoCESSIng

After capturing the image, pre-processing is the most 
crucial step in developing any biometric system. First, 
the Region of Interest is extracted using the techniques 
mentioned in [23]. In the pre-processing step, the noise 
or any other artifacts are removed. The image is en-
hanced using a fuzzy enhancement algorithm [28], us-
ing the membership function with a fuzzy enhancement 
operator built up of piecewise continuous function. The 
fuzzy membership function is given by Eqn. (1).

(1)

The general idea behind the fuzzy enhancement al-
gorithm is to perform weakening and strengthening 
the operations in low grey scale and high grey scale 
regions, respectively. Thereby the pixel's grey levels 
will decrease in the low scale region and increase in the 
high grey scale region. The enhanced ROI is given as an 
input to train the convolutional neural network.

2.2 ConVoluTIon nEuRAl nETwoRK(Cnn)

CNN is a well-studied and widely applied branch 
of deep learning. It is a multi-layered network model, 
which is improved from back propagation neural net-
work. The network uses forward propagation to com-
pute output values and back propagation to fine-tune 
weights and biases. In contrast to the traditional rec-
ognition algorithm, the CNN repetitively performs con-
volution and pooling on the original input to produce 
progressively complex feature vectors and delivers the 
output directly via the fully connected neural network. 
It consists of five layers: the input layer, the convolution 
layer, the pooling layer, the full connection layer, and 
finally, the output layer. Convolutional neural networks 
are made use in extracting features from the image. 

2.3 SuPPoRT VECToR MAChInE(SVM)

SVM is one of the successful computational math-
ematical models for solving classification problems. 
The SVM algorithm is capable of classifying both lin-
ear and nonlinear data. Support vector machines are 
algorithms that create a hyperplane or a series of hy-
perplanes by transforming the training data into multi-
dimensional or infinite-dimensional space. These hy-
perplanes are referred to as decision planes or decision 
boundaries. 

For the binary linear classification problem, the hyper-
plane is defined using Vapnik’s theory [29]. Given input 
training dataset of the form (xi ,yi), where xi belongs to 
the class for which yi ∈ {-1,1}. It is required to obtain a 
hyperplane that separates the classes such that

(2)

where z is a vector and b is a scalar that separates the 
points in the class xi. The two sides of the hyper plane 
meet the inequality function criteria which is given by

(3)

(4)

The smallest perpendicular distance from the hy-
perplane to the data point is called the margin. The 
decision plane with the largest margin is known as the 
maximum marginal hyperplane. The maximum bound-
ary separating hyperplane is chosen by SVM. SVM's 
maximum marginal hyperplane selection improves 
classification accuracy and reduces the likelihood of 
misclassification.

In Non-linear SVM, separation is obtained by map-
ping the n-dimensional input feature vector x into to 
the k-dimensional feature vector using the nonlinear 
vector function φ(x). We then construct the decision 
function f(x) that distinguishes data from between two 
different classes in the feature vector.

(5)

where w and b are the k-dimensional feature vector 
and biased term, respectively.
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The L1-SVM is then expressed in its primitive form 
given as follows:

(6)

which is constrained to  
where R is the boundary parameter which regulates 
the trade-off involving training error and generaliza-
tion ability, xi is a set of M n-dimensional training in-
puts that belongs to either Class1 or Class2, and the 
corresponding labels are yi=1 and yi=-1 for both the 
classes, respectively, given that the slack variable 

Multi Class SVM

Multiclass SVM attempts to assign labels to a set of 
multiple items which depend on a set of either linear or 
nonlinear basic SVMs. In the literature [30][32], a com-
mon way to accomplish this is to divide the single mul-
ticlass problem into numerous binary class problems. 
There are two approaches:

One-vs-rest (OVR) approach is the simplest way to ex-
tend SVMs for multiclass problems. It involves break-
ing down the multiclass dataset into several binary 
classification problems. Here, n linear SVMs are trained 
separately, while data from other classes become nega-
tive cases. A binary classifier is trained on each binary 
classification problem, and predictions are made using 
the most confident model. Initially, the binary classifier 
is trained for a given class using the training samples. 
These samples are separated from the rest of the class 
samples. In the classification, x is classified into a multi-
label class which is given as follows: 

(7)

where m represents the number of classes. This ap-
proach is called binary relevance method or OVR. This 
is an augmentation of single-label one-vs-rest classifi-
cation.

One-vs-one (OVO) approach: It creates M*(M-1)/2 bi-
nary classifiers by forming the combination of binary 
pair-wise possibilities of the M classes.

In[31], it is observed that OVR is superior as com-
pared to OVO approach.

Fuzzy support vector machines

Given a M class problem with class labels 1 to M, 
we specify distinct class labels from M+1 to N to the 
target training dataset, in which number of newly 
created classes are N-M. These classes are called 
multi-label classes. Here, class 1 to class m is single-
labeled class The remaining k number of multi-label 
classes contains single-labeled classes k1 to ke, where 

.

Given an optimal boundary fi(x) = 0 which separates 
the training samples of class i from the rest of the other 
class samples, then the convex region is given by

(8)

Where Rk represents the region for class k which con-
tains all the training samples for class k, wherein if class 
k denotes a single-labeled class, then 1≤ k ≤ n, k1=ke=k.

Suppose we want to classify training data x into one 
of m distinct classes. It is accomplished by defining a 
membership decision function for x within the region 
Rk where k= {1...m}.

By introducing a fuzzy membership function [31] 
fzij(xi) on the direction perpendicular to decision func-
tion fij(x)=0 as 

(9)

Given fzij(x) (i≠j, j=1, 2... m) the membership function 
of x belonging to a class i is given as

(10)

Which is also expressed as

(11)

Finally, a given unknown sample x is classified using

(12)

Feature Extraction and Classification

Figure 1 shows the block diagram of the proposed 
work. The input required for the model is 224x224x3 
pixel size. Hence, ROI is resized to fit to the network 
requirements. The model used here is Alexnet, which 
is consists of five convolutional layers and three fully 
connected ones. The convolutional layers are given as 
follows: 

96 kernels of size 55 x 55 x 3 in the first layer, 256 ker-
nels of size 5 x 5 x 64 in the second layer, and 256 ker-
nels of size 3x3x256 in the following three layers. They 
are followed by two fully connected (FC)layers with 
4096 neurons. In the final layer, a fuzzy SVM classifier 
is used. 

3. IMPLEMENTATION AND RESULT

This section shows the implementation and results 
obtained for the various standard databases. The ex-
periments are implemented using Intel(R) Xeon(R) 2.30 
GHz with NVIDIA Tesla K80 GPU. The final result is evalu-
ated using accuracy, EER, and Receiver Operating Char-
acteristics Curves. 

3.1 DATAbASES uSED

The presented methodology is evaluated using four 
openly available databases: CASIA[33], PolyU-II[34], 
IITD[35], and Tongji[36]. The CASIA Palmprint Database 
contains 5502 palmprint images from 312 different 
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persons. The palmprint database at the IITD has 2601 
images from 460 palms associated to 230 individuals. 
PolyU-II database has 7752 grayscale palmprint images 

in the collection containing 386  palmprint images. In 
the Tongji dataset, there are 6000 images belonging to 
600 people. 

Fig. 1. Proposed Block diagram

3.2 ExPERIMEnTAl RESulTS

 The proposed model is assessed based in terms of 
accuracy using the equation-13. The accuracy of the 
classifier is given by ratio of correct image classification 
to the total number of images.

(13)

Where T_P, T_N, S are true positive, true negative, 
and total number of sample images to be classified 
respectively. To perform the experimentation, we split 
the dataset into two parts: training dataset and testing 
dataset in the ratio of 80% and 20 % respectively.

Table 1. Comparison of Validation accuracy

Sl 
no Method[Ref]

Classification accuracy (%)

IITD PolYu-
II Tongji CASIA

1 LBP[37] 92.81 98.2 98.9 97.3

2 LDP[38] 85.17 95.18 99.28 98.91

3 HOL[39] 95.90 98.3 99.21 98.96

4 CR-Compcode[40] 94.44 98.88 99.11 96.33

5 PCANet[14] 98.63 99.45 99.78 98.37

6 VGG-16[41] 92.56 94.28 97.14 92.14

7 VGG-19[41] 92.25 94.22 96.04 92.16

8 AlexNet[20] 96.1 98.88 99.32 96.73

proposed 98.78 99.76 99.98 98.93

Table 1shows the accuracy of the proposed method 
with the already existing methods in palmprint identifi-
cation experiments, all of which were evaluated on the 
PolyU-II, IITD, CASIA, and Tongji databases. To configure 
the methods mentioned above, we use the parameters 
made available by the researchers. Our technique is 
compared to the newly published techniques known 

in the literature. To make comparisons against methods 
built on local-based texture descriptors, we have used 
the CR-CompCode, LLDP, HOL, LDP, and LBP approach-
es. We compared PCANet with the pre-trained AlexNet, 
VGG-16, and VGG-19 CNNs as deep learning approach-
es. The experimental results show that the classification 
accuracy of the proposed method for the IITD database 
has an improvement of 2.68 %,6.53%, and 6.22% com-
pared to the pre-trained Alexnet, VGG-16, and VGG-
19, respectively, as shown in Table 1. The accuracy of 
PCAnet is on par with the proposed approach. But 
the amount of training time taken in PCAnet is more 
than the proposed approach. The proposed method 
has an improvement of 0.31%,5.48%,5.54%, and 0.88% 
when compared with the planet, VGG-16, VGG-19, and 
Alexnet, respectively, for the PolyU-II dataset. In the 
case of the Tongji database, the proposed approach 
has an improvement of 0.2%,2.84%,3.94%, and 0.66% 
for PCAnet, VGG-16, VGG-19, and Alexnet, respectively.

Traditional approaches based on local texture de-
scriptors [37-40] reveal performance variations on dif-
ferent databases. However, the proposed CNNs have 
consistent accuracy across all databases experimented 
with. The recognition accuracy is highest in the Tongji 
dataset compared with the other datasets considered 
for this experiment. The data analysis shows the pro-
posed method's classification accuracy, which is con-
sistent across all the datasets with accuracy >98%. The 
advantage of fuzzy SVM is that it classifies the palm-
print and solves hard boundary conditions.

The results of palmprint recognition are studied in 
terms of Equal Error Rate (EER), where the False Accep-
tance Rate (FAR) and False Rejection Rate (FRR) are the 
same. Table-2 shows the comparison of EER% for the 
different methods for the palmprint recognition for the 
considered databases. It has been observed that the 
proposed approach produces the least EER in the Tongi 
database with the EER % of 0.16 and performs consis-
tently better than other approaches for other datasets.
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Table 2. Comparison of EER%

Sl 
no Method[Ref]

Classification accuracy (%)

IITD PolYu-
II Tongji CASIA

1 LBP[37] 10.79 3.62 1.70 4.37

2 LDP[38] 18.87 4.82 2.44 4.84

3 HOL[39] 6.7 0.31 0.41 4.62

4 CR-Compcode[40] 4.65 0.89 0.47 3.67

5 PCANet[14] 1.37 0.43 0.20 1.63

6 VGG-16[41] 7.44 5.72 2.86 7.86

7 VGG-19[41] 7.75 5.8 3.96 7.84

8 AlexNet[20] 3.90 2.01 0.68 3.22

proposed 1.22 0.84 0.16 2.42

Figure 2 depicts the training accuracy and validation 
accuracy versus Epochs. The graph shows that with al-
most 10 Epochs, the accuracy is reached nearly above 
95%. The learning rate is kept at 0.001.

Fig. 2. Accuracy vs Epochs

Fig. 3. Loss vs Epochs

Receiver operating Characteristic:

The receiver operating characteristic (ROC) curve is a 
graphical illustration of the trade-off between genuine 
acceptance rate (GAR) and false acceptance rate (FAR) 
represented in the y and x coordinates respectively. 
The GAR and FAR equations are as follows:

(14)

(15)

Measuring the area under the ROC curves is a reliable 
approach to comparing the performance of the differ-
ent classifiers. Figure 4-7 shows the ROC curves of vari-
ous techniques and multiple datasets. The proposed 
work has achieved high GAR and low EER with the dif-
ferent datasets and various benchmark methods. It is 
observed from the graph that the ROC for the approxi-
mate coefficients is close to the optimal ROC curve. 
AUC lies between the values 0.95 to 1.0 which shows 
that the classifier is very efficient.

Fig. 4. ROC curve analysis for the proposed method 
using Tongji DataSet

Fig. 5. ROC curve analysis for the proposed model 
with other methods for IITD dataset

Fig. 6. ROC curve analysis for the proposed model 
with other methods for POLYU2 dataset
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Fig. 7. ROC curve analysis for the proposed model 
with other methods for CASIA dataset

4. ConCluSIon AnD FuTuRE woRK

The presented paper proposes Convolution Neural 
Network (CNN) inspired by Alex-net to learn the features, 
and a fuzzy support vector machine is used for classifica-
tion. The output of the CNN is fed as input for the support 
vector machine. The CNN's receptive field aids in extract-
ing the most discriminative features from the palmprint 
images, and Fuzzy SVM results in a robust classification. 
The experiments are conducted on popular contactless 
datasets such as IITD, POLYU2, Tongji, and CASIA data-
bases. Results demonstrate our approach outperformers 
several state-of-art techniques for palmprint recogni-
tion. Results show that the proposed method is efficient 
with good accuracy and very low EER values compared 
to the several state-of-art methods. Analysis of the ROC 
curves demonstrates that the proposed techniques' 
have higher accuracy on all databases evaluated based 
on Genuine Acceptance Rate and Acceptance Rate val-
ues. The fuzzy SVM is not feasible for large overlapping 
class labels, and one can overcome this disadvantage by 
using evolutionary or quantum computing techniques. 

5. REFERENCES

[1] D. Zhang, W. Shu, “Two novel characteristics in 
palmprint verification: Datum point invariance 
and line feature matching”, Pattern Recognition, 
Vol. 32, No. 4, 1999, pp. 691-702.

[2] N. Duta, A. K. Jain, K. V. Mardia, “Matching of palm-
prints”, Pattern Recognition Letters, Vol. 23, No. 4, 
2002, pp. 477-485.

[3] D. Zhang, W. K. Kong, J. You, M. Wong, “Online 
palmprint identification”, IEEE Transactions on 
Pattern Analysis and Machine Intelligence, Vol. 25, 
No. 9, 2003, pp. 1041-1050.

[4] A. W. K. Kong, D. Zhang, “Competitive coding 
scheme for palmprint verification”, Proceedings of 
the International Conference on Pattern Recogni-
tion, Cambridge, UK, 26 August 2004, pp. 520-523.

[5] W. Jia, D. S. Huang, D. Zhang, “Palmprint verification 

based on robust line orientation code”, Pattern Rec-

ognition, Vol. 41, No. 5, 2008, pp. 1504-1513.

[6] G. Lu, D. Zhang, K. Wang, “Palmprint recognition 

using eigenpalms features”, Pattern Recognition 

Letters, Vol. 24, No. 9-10, 2003, pp. 1463-1467.

[7] S. Zhang, Y. K. Lei, Y. H. Wu, “Semi-supervised lo-

cally discriminant projection for classification and 

recognition”, Knowledge-Based Systems, Vol. 24, 

No. 2, 2011, pp. 341-346.

[8]   Dexing Zhong, Xuefeng Du, Kuncai Zhong, Decade 

progress of palmprint recognition: A brief survey, 

Neurocomputing, Vol. 328, 2019, pp. 16-28.

[9]   D. Samai, K. Bensid, A. Meraoumia, A. Taleb-Ahmed, 

M. Bedda, "2D and 3D Palmprint Recognition us-

ing Deep Learning Method”, Proceedings of the 

3rd International Conference on Pattern Analysis 

and Intelligent Systems, Tebessa, Algeria, 24-25 

October 2018, pp. 1-6.

[10] A. Nalamothu, J. Vijaya, "A review on Palmprint 

Recognition system using Machine learning and 

Deep learning methods”, Proceedings of the Inter-

national Conference on Technological Advance-

ments and Innovations, Tashkent, Uzbekistan, 10-

12 November 2021, pp. 434-440.

[11] X. Wang, L. Lei, M. Wang, “Palmprint Verification 

Based on 2D - Gabor Wavelet and Pulse-Coupled 

Neural Network”, Knowledge-Based Systems, Vol. 

27, 2012, pp. 451-55.

[12] J. Svoboda, J. Masci, M. M. Bronstein, "Palmprint 

recognition via discriminative index learning", 

Proceedings of the International Conference on 

Pattern Recognition, Cancun, Mexico, 4-8 Decem-

ber 2016, pp. 4232-4237.

[13] S. Minaee, Y. Wang, "Palmprint recognition using 

deep scattering network”, Proceedings of the IEEE 

International Symposium on Circuits and Systems, 

Baltimore, MD, USA, 28-31 May 2017, pp. 1-4.

[14] A. Meraoumia, F. Kadri, H. Bendjenna, S. Chitroub, 

A. Bouridane, "Improving Biometric Identification 

Performance Using PCANet Deep Learning and 

Multispectral Palmprint", Biometric Security and 

Privacy. Signal Processing for Security Technolo-

gies. Springer, 2017.



558

[15] J. Cheng, Q. Sun, J. Zhang, Q. Zhang, "Supervised 

Hashing with Deep Convolutional Features for 

Palmprint Recognition", Biometric Recognition. 

,Springer, 2017.

[16] S. Dian, Liu, Dongmei, “Contactless Palmprint Rec-

ognition Based On Convolutional Neural Net-

work”, Proceedings of the Signal Processing Pro-

ceedings, Chengdu, China, 6-10 November 2016, 

pp 1363-1367  

[17] D. Zhong, Y. Yang, X. Du, “Palmprint recognition 

using siamese network”, Biometric Recognition, 

Springer, 2018, pp. 48-55.

[18] K. Bensid, D. Samai, F. Z. Laallam, A. Meraoumia, 

"Deep learning feature extraction for multispec-

tral palmprint identification”, Journal of Electronic 

Imaging, Vol. 27, No. 3, 2018. 

[19] A. Genovese, V. Piuri, K. N. Plataniotis, F. Scotti, 

“PalmNet: Gabor-PCA convolutional networks for 

touchless palmprint recognition”, IEEE Transac-

tions on Information Forensics and Security, Vol. 

14, No. 12, 2019, pp. 3160-3174.

[20] W. Gong, X. Zhang, B. Deng, X. Xu, "Palmprint Rec-

ognition Based on Convolutional Neural Network-

Alexnet”, Proceedings of the Federated Confer-

ence on Computer Science and Information Sys-

tems, Leipzig, Germany, 1-4 September 2019, pp. 

313-316.

[21]  A. Michele, V. Colin, D. D. Santika, “Mobilenet con-

volutional neural networks and support vector 

machines for palmprint recognition”, Procedia 

Computer Science, Vol. 157, 2019, pp. 110-117.

[22] S. Zhao, B. Zhang, "Joint constrained least-square 

regression with deep convolutional feature for 

palmprint recognition", IEEE Transactions on Sys-

tems, Man, and Cybernetics: Systems, Vol. 52, No. 

1, 2022, pp. 511-522.

[23] John. P. Veigas, M. S. Kumari, G. S. Satapathi, “Ge-

netic Algorithm Based Gabor CNN For Palmprint 

Recognition”, International Journal of Recent 

Technology and Engineering, Vol. 8, No. 6, 2020, 

pp. 4895-4899.

[24] C. Liu, D. Zhong, H. Shao, "Few-shot palmprint recog-

nition based on similarity metric hashing network", 

Neurocomputing, Vol. 456, 2021, pp. 540-549.

[25] W. Jia, J. Gao, G. Xia, Y. Zhao, H. Min, J. Lu, "A perfor-

mance evaluation of classic convolutional neural 

networks for 2D and 3D palmprint and palm vein 

recognition", Machine Intelligence Research, Vol. 

18, 2021, pp. 18-44.

[26] M. Korichi, D. Samai, A. Meraoumia, A. Benlamoudi, 

"Towards Effective 2D and 3D Palmprint Recogni-

tion Using Transfer Learning Deep Features and 

RelifF method”, Proceedings of the International 

Conference on Recent Advances in Mathematics 

and Informatics, Tebessa, Algeria, 21-22 Septem-

ber 2021, pp. 1-6.

[27] J. Shao, X. Liu, W. He, "Kernel Based Data-Adap-

tiveSupport Vector Machines for Multi-Class Clas-

sification", Mathematics, Vol. 9, No. 9, 2021; p. 936. 

[28] X. Liu, “An Improved Image Enhancement Algo-

rithm Based on Fuzzy Set”, Physics Procedia, Vol. 

33, 2012, pp. 790-797. 

[29] C. Cortes, V. Vapnik, “Support-Vector Networks”, 

Machine Learning, Vol. 7, No. 20, 1995, pp. 273-

297.

[30] C. W. Hsu, C. J. Lin, “A comparison of methods for 

multiclass support vector machines”, IEEE Transac-

tions on Neural Networks, Vol. 13, No. 2, 2002, pp. 

415-425.

[31] S. Abe, “Fuzzy support vector machines for mul-

tilabel classification”, Pattern Recognition, Vol. 48, 

No. 6, 2015, pp. 2110-2117.

[32] M. Awad, R. Khanna, “Support Vector Machines for 

Classification”, Efficient Learning Machines, Apre-

ss, 2012.

[33] CASIA database, Chinese Academy of Sciences 

Institute of Automation, Biometrics Ideal Test, 

Institute of Automation, Chinese Academy of Sci-

ences, http://biometrics.idealtest.org/ dbDetail-

ForUser.do?id=5 (accessed: 2022)

[34] IITD Touchless Palmprint Database, Version 1.0, 

https://www4.comp.polyu.edu.hk/~csajaykr/

IITD/Database_Palm.htm (accessed: 2022)

[35] PolyU Palmprint Database, The Biometric Research 

Centre at The Hong Kong Polytechnic University, 

http://www4.comp.polyu.edu.hk/~biometrics/ 

(accessed: 2022)



559

[36] L. Zhang, L. Li, A. Yang, Y. Shen, M. Yang “Towards 

contactless palmprint recognition: A novel device, 

a new benchmark, and a collaborative representa-

tion based identification approach”, Pattern Rec-

ognition, Vol. 69, 2017, pp. 199-212

 [37] X. Wang, H. Gong, H. Zhang, B. Li, Z. Zhuang, 

“Palmprint identification using boosting local 

binary pattern”, Proceedings of the International 

Conference on Pattern Recognition, Hong Kong, 

China, 20-24 August 2006, pp. 503-506.

[38] T. Jabid, M. H. Kabir, O. Chae, “Robust facial ex-

pression recognition based on local directional 

pattern”, ETRI Journal, Vol. 32, No. 5, 2010, pp. 784-

794.

[39] W. Jia, R. Hu, Y. Lei, “Histogram of Oriented Lines 

for Palmprint Recognition”, Vol. 44, No. 3, 2014, pp. 

385-395.

[40] L. Zhang, L. Li, A. Yang, Y. Shen, M. Yang, “Towards 

contactless palmprint recognition: A novel device, 

a new benchmark, and a collaborative representa-

tion based identification approach”, Pattern Rec-

ognition, Vol. 69, 2017, pp. 199-212.

[41] A. S. Tarawneh, D. Chetverikov, A. B. Hassanat, “Pi-

lot Comparative Study of Different Deep Features 

for Palmprint Identification in Low-Quality Imag-

es”, Proceedings of the Ninth Hungarian Confer-

ence on Computer Graphics and Geometry, 2018, 

pp. 3-8.





Task level disentanglement learning in robotics 
using βVAE

561

Original Scientific Paper

Midhun M S
Department of Electronics, 
Cochin University of Science and Technology, Kerala, India
midhunms@cusat.ac.in

James Kurian
Department of Electronics, 
Cochin University of Science and Technology, Kerala, India
james@cusat.ac.in

Abstract – Humans observe and infer things in a disentanglement way. Instead of remembering all pixel by pixel, learn things with factors 
like shape, scale, colour etc. Robot task learning is an open problem in the field of robotics. The task planning in the robot workspace with 
many constraints makes it even more challenging. In this work, a disentanglement learning of robot tasks with Convolutional Variational 
Autoencoder is learned, effectively capturing the underlying variations in the data. A robot dataset for disentanglement evaluation is 
generated with the Selective Compliance Assembly Robot Arm. The disentanglement score of the proposed model is increased to 0.206 
with a robot path position accuracy of 0.055, while the state-of-the-art model (VAE) score was 0.015, and the corresponding path position 
accuracy is 0.053. The proposed algorithm is developed in Python and validated on the simulated robot model in Gazebo interfaced with 
Robot Operating System. 

Keywords: Machine Learning, Robotics, Neural Networks, Variational Autoencoder, beta-VAE  

1. INTRODUCTION

With the emergence of Artificial Intelligence (AI), tra-
jectory planning in robotics has been solved for many 
scenarios with different methods [1]. However, task 
planning with generative models is still because of the 
complex nature of the joint trajectory, joint constraints, 
self-collision and collision with the workspace objects. 
Numerous problems in robotics are solved based on 
reinforcement learning, established in real-time feed-
back from sensors. Serial manipulator robots possess 
multiple joints and links where each joint is controlled 
by one or many actuators using link actuator signals. 
Numerous models propose modelling the lower-di-
mensional joint values with sensory feedback. This ap-
proach models are an open-loop higher-dimensional 
abstraction of the lower-dimensional joint values.

Generative models are best suited for generating 
data from the same distribution. Generative Adver-
sarial Network (GAN) [2] and Variational Autoencoder 
(VAE) [3, 4] are the two most common forms of gen-
erative deep learning networks. VAEs were picked be-
cause their training is more stable than GAN (no mode 
collapse). VAE has two models, namely encoder and 
decoder. The encoder maps the input into a higher-
dimensional latent space, and the decoder rebuilds it. 
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Fig. 1. The Proprioception intelligence model for 
human and robots. Higher and lower-dimensional 

space exists in the nervous system and DNN for 
human and robots. Lower dimensional signals 

directly control the joints using the motor signals.

Proprioception is the ability of a human to sense 
position, orientation, joint angle etc. If a robot model 
has these features? Fig. 1 shows the model of a human 
drawing an image on paper blindfolded and a robot 
without any visual feedback - both project the higher 
dimensional planning to lower-dimensional action.

A change in an independent factor in a higher di-
mension only affects a single factor in output is called 
disentanglement [5]. Disentanglement representation 
of data has been getting more critical in the machine 
learning community in recent years. The human brain 
coded each object based on colour, shape, size, etc.; 
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similarly, if the robot can learn the task’s underlying 
nature, human interpretability, predictive performance 
and compressed representation will benefit.

In the proposed disentanglement robot model, the 
encoder generates the mapping function from lower 
dimensional raw trajectory data to higher dimensional 
representation, and all the interpretable higher-dimen-
sional vectors generate the mapping function from 
higher-dimensional representation to lower-dimen-
sional motor signals in the decoder, which encapsu-
lates all the kinematics complexities, sequence, and 
task information. The main contributions in the work 
are as follows

•	 The model generates a generative model for ro-
bot task planning

•	 Human interpretable, disentangled latent space 
is learned by the model, which is an effective 
way to make new data from the underlying fac-
tors of variations.

The rest of the paper is organised as follows. Section 
2 explains related works in the field; Section 3 describes 
the system implementation for disentanglement rep-
resentation. Section 4 presents the simulation setup. 
Section 5 discusses the results obtained, and Section 6 
explains the conclusions.

2.  RELATED WORK

Disentanglement models generate data from the 
independent factors of variation. Since βVAE [6], dis-
entanglement learning is getting strong community 
attention. Disentanglement learning is divided into 
supervised and unsupervised. The supervised method 
needs the dataset to contain all the factors of varia-
tions. Supervised and unsupervised disentanglement 
models gain much attention in the image, audio and 
video domains. Most real-world datasets do not have 
variation factors, so the proposed work implements 
the unsupervised model. 

Disentanglement in robotics usually processes the 
input image and learns the disentanglement on those. 
Y. Hristov et al. [7] presented the robot learns from 
demonstrations from the captured scene. Mobile ro-
bot path planning and execution are demonstrated 
with disentanglement scene representation by V.A.K.T 
Rajan et al. [8]. Learning the changing surroundings by 
mobile robots in [9, 10] uses image-based disentangle-
ment. M.Wulfmeier et al. [9] represent an improved re-
inforcement learning approach for better perception 
and exploration with the help of disentanglement. J. 
Pajarinen et al. [11] presented a probabilistic approach 
to disentangle the objects from an image and waste 
sorting using the state of the art machine learning al-
gorithms with a robotic arm. M. Zolotas et al. [12] pre-
sented a robotic wheelchair that uses a disentangled 
Variational sequence encoder for trajectory planning 
and execution with a joystick and laser scanner inputs. 

Robot disentanglement models produce closed-loop 
control systems with cameras, sensors, user inputs, or 
combinations. The proposed implementation uses an 
open-loop control system, which learns and produces 
the task without feedback.

3. SYSTEM IMPLEMENTATION

The robot trajectory contains the sequence of mov-
ing joint values. Each channel in the data includes a 
single joint motion and collectively moves to achieve 
a particular goal. The data is recorded in a simulator/
emulator environment and used as the dataset. 

Fig. 2. The Variational Autoencoder model 
architecture for 1-D robot task sequence data.

3.1. ThE PROPOSED NETWORK  
 ARChITECTuRE

Autoencoder (AE) network consists of two networks 
named encoder and decoder. One dimensional Con-
volution layer captures the hidden features in the data 
and generates the model. The architecture is portrayed 
in Fig. 2. CNN learns features from the raw data while 
training, sparsely connected layers make it more effi-
cient to learn large networks than the densely connect-
ed Multi-Layer Perceptron (MLP). Also, they have low 
computational requirements and are immune to small 
changes in translation, scaling and distortion in the in-
put. Hence 1-D CNNs are used for learning the underly-
ing data structures of robot tasks with non-linear Rectifi-
er Linear Unit (ReLU) activation functions (max(0, x)). The 
initial layers of the encoder network learn the simple 
joint-trajectory features in its kernels, and the higher 
layers model the complex task level representation.

Parameter Link1 Link2 Link3 Link4

Link length (a) 0.45 m 0.45 m 0 0

Link Twist(α) 0 π 0 0

Joint distance(d) 0 0 d3 0

Joint Angle(θ) θ1 θ2 0 θ4

Table 1. DH parameters of SCARA robot.
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The decoder network/generative network uses the 
transposed convolution layers to model the latent di-
mensional vector into the robot task data. The proba-
bilistic nature of the model makes it a generative net-

work for robot-task data. The model is trained using a 
variant Stochastic Gradient Descent optimiser called 
Adam, which is relatively computationally efficient and 
less prone to noise.

Fig. 3. The disentanglement robot task dataset generation. a) Input path generated using interpolation 
of points and selected using a multiplexer module, b) 2D vector transformation module with translation, 

rotation and scaling operations c) The generated trajectory is shown - grey colour represents the canvas d) 
Robot trajectory generation module e) The generated joint values f ) Task space path is plotted by applying 

forward kinematics to the joint-values g) stored in a dataset.

Factor Values Count

Shape Circle, Square, Triangle, Star 4

Scaling 0.5, 0.6, 0.7, 0.8, 0.9, 1. 6

Orientation 0, 9, 18 … 351 40

Position_x -70.0, -68.5 … 70 32

Position_y -70.0, -68.5 … 70 32

Total configurations 983040

Table 2. Factors of variation

3.2. SIMuLATION SYSTEM DESIgN

Selective Compliance Assembly Robot Arm (SCARA) 
[13] is a 4-degree of freedom (DOF) serial manipulator 
robot used in the proposed work. The simulated model 
of the SCARA robot is developed as a physical linkage 
system with a Unified Robotics Description Format 
(URDF) file based on Denavit–Hartenberg (DH) [14] 
parameters described in Table 1. Robot Operating Sys-
tem (ROS)[15] interfaced with Gazebo simulator with 
Open Dynamics Engine (ODE) physics engine is used 
for simulating the model with joint, link, visual and col-
lision parameters in the URDF file. Since the simulator 
is computationally complex, a low-footprint kinematics 
model is also developed with the robotics toolbox for 
Python [16] for evaluating the model performance in 
the evaluation phase. 

Considering X∈ {xi} as input and Z∈ {zi} as the latent 
space vector in the network, Evidence Lower Bound 
(ELBO) [3] in VAE is defined as

(1)

where p(X|Z) and p(Z|X) are two probability distribu-
tions. The term E[logp(X|Z)] represents the reconstruc-
tion and DKL [q(Z|X)||p(Z)] represents the similarity 
between the two probability distribution. The goal of 
the network is to maximise the ELBO, i.e., maximise the 
similarity while keeping the prior and posterior distri-
bution closure as possible.

The model ϕ and θ represent the weights and biases 
of the probabilistic encoder and decoder, respectively, 
and its corresponding distribution is defined as qϕ (z|x) 
and pθ (x|z). The final objective is to minimise the loss as

(2)

The gradients cannot backpropagate since the sam-
pling operation exists in the model. Re-parameterisa-
tion trick is used to model the z as

z = μ + σ ⊙ ϵ (3)
where fully connected layers model the mean (μ) and vari-
ance (σ) of the prior representation pθ (z) and a sampling 
layer with a sampling normal vector (ϵ∼ N(0,1)) is utilised. 
(⊙ represents element-wise product) The latent vector 
is called codes in disentanglement representation. The 
compressed human interpretable vector is learned - each 
robotic task generated with varying human interpretable 
factors like position, orientation, constraints etc. 
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Adding more importance to the KL loss term in equa-
tion 2 with a new-hyper-parameter β(> 1) will enhance 
the divergence factor and improves the disentangle-
ment performance. The network is called βVAE, and the 
new loss is given by,

(4)

As the β increases, the representation becomes more 
suitable, but the reconstruction loss increases, leading to 
lower precision in robotic tasks, which is not advisable.

4. SIMuLATION SETuP

4.1 DATASET

Disentanglement testing Sprites dataset (dSprites) 
[15] is a popular dataset with images and its underlying 
factors of variations. The robot version of the dSprites-
like dataset is developed using the SCARA robot with 
a straightforward task - "draw a shape on a canvas", as 
shown in Fig. 3. Four different shapes were picked - box, 
circle, triangle and star. Each shape creates multiple in-
stances by varying the independent factors – Position (x, 
y), scaling (s), and rotation (θ). The transformation is ac-
complished by using a 2D vector algebra equation.

The dataset preparation is carried out in two steps. The 
task space trajectory is generated using the transforma-
tion metric in the first phase and the generation of the 
joint space trajectory in the second phase. Four basic 
shapes are selected in the first phase - circle, square, tri-
angle and star. The vector drawing of each shape is gen-
erated using linear algebra equations. Then interpolate 
the points in the shape and create a sequence in the task 
space of the robot canvas. Each point is transformed us-
ing the equation 

Fig. 4. The disentanglement robot task dataset generation (equidistant samples) of a sample  
(drawing a star).  a) ROS robot visualisation (Rviz) with end-effector movement is shown, b) Gazebo simulated 

robot, c) The generated trajectory in three-dimensional space is shown d) Generated plot in canvas.

(5)

where x, y, θ and s represent independent factors of 
variations, xi, yi represents the position points in the 
generated trajectory. 

The xoffset, yoffset, zoffset and scanvas projects the points into 
the robot workspace and the  points on the robot task 
space obtained as (xo /so, yo/so, zo /so). 

The values represent the 2D representation of the task 
as plotted on a canvas, as shown in Fig. 4d. Then the 
values are translated into the robot workspace, which 
will be the 3D representation shown in Fig. 4c. The ro-
bot trajectory points in Robot visualization (Rviz) and 
gazebo simulator are shown in Fig. 4a and Fig. 4b.

All possible combinations of the factors of variations 
are generated, as shown in Table 2. The total configura-
tions are estimated as

(6)

The Robot Trajectory generation uses Cartesian plan-
ners available in the Moveit planning library [18]. The 
generated trajectory is post-processed to remove outli-
ers, and the dataset is created for the training.

Each configuration ci ∈ Ctotal is taken and generated, 
the task space path using a 2D vector transformation 
block with equation 5. The robot Trajectory generation 
module plans the trajectory and appends it to a dataset. 
The dataset is normalized based on the corresponding 
joint limits in the post-processing phase. 

The generated task is stored with the corresponding 
factors and metadata in the database. The data filtering 
and outlier removal were done by using Python scripts.

4.2 RObOTICS METRICS

Accuracy and repeatability are the two most com-
mon evaluation metrics for robot performance defined 
in ISO 9283:1998 [19]. Each is calculated by generating 
n data points. Path position accuracy and repeatability 
are computed as the maximum pose position accuracy 
and repeatability value.
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4.3 DISENTANgLEMENT METRICS

Each independent element in the labelled data is 
called a factor, and the varying independent variables 
in the latent space are called codes. There is no proper 
way to measure true disentanglement, completeness 
and informativeness, but the literature suggests many 
metrics to rely on. βVAE score is one of the first metrics 
to evaluate the disentanglement’s performance, also 
called the z-min variance score. Later many methods 
were suggested with different advantages.

βVAE [6] and FactorVAE [20] are some of the initial dis-
entanglement representation methods which measure 
the variance in codes. Mutual information Gap (MIG) 
[5] is used to evaluate the disentanglement by using 
the mutual information between the true underlying 
factors and generated codes, which uses the difference 
between the most prominent two variations. jemmig is 
introduced in [21], which measures the modified MIG 
score, including all the factors of variation instead of 
top2 as in MIG score.

Later disentanglement is represented using three 
terms disentanglement, completeness and informative-
ness (DCI) [22]. DCI run k linear repressor and evaluates 
the metrics. Disentanglement represents the amount of 
disentangling the underlying data variations. Complete-
ness measures the amount of data a single variable cap-
tures, and informativeness represents how informative 
the latent vector is. Disentanglement library functions 
are used for evaluating the metrics [23]. 

Fig. 5. The disentanglement score (MIG) vs. 
reconstruction error (MSE) plot for different models.

5.  RESuLTS AND DISCuSSIONS

In order to evaluate the performance, each model is 
trained for 100 epochs with a batch size of 128. The re-
sulting z (codes) is evaluated against the factors in the 
dataset and different metrics calculated for measur-
ing various disentanglement metrics. Fig. 5 represents 
the reconstruction loss (mean squared error) with a 
MIG disentanglement score of VAE and βVAE models 
with different beta values. βVAE models provide bet-
ter disentanglement by compromising reconstruction 
quality. The work aims to find the trade-off between re-
construction loss and disentanglement. The VAE model 

achieves a minimum reconstruction metric (3.4x10-5 m), 
with a better reconstruction loss but poor disengage-
ment (MIG score = 0.015). βVAE(β=5) model has a better 
disentanglement score of 0.206 and a reconstruction er-
ror of 2x10-4 m. The figure shows that the βVAEβ=10  model 
has a slightly greater MIG score (0.207) than the βVAEβ=5 
model, but has a higher reconstruction error of 4.9x10-

4 m. For the performance evaluations, models in VAE, 
βVAEβ=5 and βVAEβ=10 are considered.

The evolution of disentanglement metric and recon-
struction error over epoch are shown in Fig. 6. MIG met-
ric shows a massive improvement over traditional VAE 
models but will affect the reconstruction performance. 
As MIG is not directly linked with the loss function, it 
does not monotonically increase. Fig. 7 shows the re-
construction performance of models, and the corre-
sponding evaluation metrics are shown in Table 3.  

Fig. 6. The evolution of MIG score metric and 
reconstruction loss (MSE) for different models

Fig. 7. The reconstruction performance of different 
models - input, VAE, βVAE (β=5), βVAE (β=10).

In order to evaluate the repeatability, input and recon-
structed images are plotted in Fig. 8 in the first and second 
rows, respectively. Joint space reconstruction error in VAE, 
βVAEβ=5 and βVAEβ=10 are 4.4 x 10-4 ± 1.7 x 10-4 m, 5.4 x 10-4 
± 4.9 x 10-5 m and 3.5 x 10-3 ± 2.1 x 10-4 m respectively. 
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And the corresponding robot task space loss (com-
puted by applying forward kinematics) is 8.9 x 10-4 ± 
2.6 x 10-4 m, 3.3 x 10-4 ± 5.7 x 10-5 m and 2.3 x 10-3 ± 2.1 
x 10-4 m respectively. The joint space loss is less in the 
case of VAE model, but the tasks space loss is lower in 
βVAEβ=5  model. It is because of the non-linear forward 
kinematics conversions. The latent dimensional trans-
versal representation of the best-performing model is 
depicted in Fig. 8, rows 3-12. 

Each row shows the transversal of only one code, and 
the decoded  the plot  is shown. Fig. 8a, Fig. 8b and Fig. 
8c show the transversal in VAE, βVAEβ=5 and βVAEβ=10 
models respectively with Gaussian reconstruction loss. 
While considering the VAE model in Fig. 8, the 5th and 
6th rows show y position transversal and the 5th and 9th 
rows show x position transversal. Rows 10th and 11th 
produce similar instances over the changes in the cor-
responding code.

Fig. 8. The first row shows the input image, and the second row shows the corresponding reconstructed 
images for computing the repeatability of the model. Rows 3-12 show the latent transversal performance of 
the model. The latent transversal performance of each model, each row shows the code, and columns show 

the transverse in that particular code with all other codes kept constant. The fifth column in each figure 
shows the reconstructed instance and their transversals generated based on this.

Other rows produce some noise outputs. The βVAEβ=5 
in Fig. 8b shows x position, y position and orientation 
transversal in the 5th, 6th and 7th rows, respectively. Scal-
ing is embedded in code in the 3rd and 7th rows. Rows 
4th and 8th produce shape transversal, and code varia-
tion in 9th -12th rows does not produce much difference. 
The βVAEβ=10 in Fig. 8c produces position x, y and scale 
transversals in the 5th, 6th and 4th rows, respectively. The 
3rd and 8th rows encode code for shape, and rows 7, 
9-12 do not produce a visible output difference.

While analyzing the variations, the 5th row in the VAE 
model changes x and y positions and not all factors of 
variations are not encoded, while βVAEβ=5 and βVAEβ=10 
encodes the codes and has achieved a higher disentan-
glement score. It can be observed that the reconstruc-
tion performance is quite prominent in lower β values.

Generative models produce samples from a sample 
distribution, so each time it generates a new sample, it 
belongs to the same distribution, but some variations 
exist. It is the property of VAE which causes the varia-
tion in standard deviation. Table 3 shows the precision 
of different models. Robot tasks need to be precise 
and accurate. The higher value of standard deviation 

in Reconstruction loss, accuracy and repeatability are 
due to the generative nature of the model. Accuracy 
and repeatability are calculated in task space and the 
Reconstruction loss in the joint space of the robot. The 
non-linear kinematics operation produces variations 
between the reconstruction values and the robotics 
metrics. The model is executed 100 times and gener-
ates the plot sown in Fig. 9.

Model VAE βVAE (β=5) βVAE (β=10)

Rec_loss ↓(x10-3 m) 0.346 ± 0.345 2.085 ± 2.714 4.970 ± 7.019

Accuracy ↓ (m) 0.053 ± 0.013 0.055 ± 0.039 0.080 ± 0.065

Repeatability ↓ (m) 0.017 ±  0.002 0.030 ± 0.007 0.039 ± 0.010

MIG [14] ↑ 0.051 0.206 0.207

Disentanglement [37] ↑ 0.5 0.914 0.786

Completeness [37] ↑ 0.128 0.216 0.302

Informativeness [37] ↑ 0.122 0.213 0.21

jemmig [36] ↑ 0.192 0.297 0.292

βVAE score [15] ↑ 0.546 0.617 0.612

FactorVAE [16] ↑ 0.611 0.647 0.759

Table 3. Metrics considered.  
(↑ Means higher is better).
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Fig. 9. βVAEβ=5 model task space input and output representation in x and y axis is represented (top) and its 
corresponding accuracy and repeatability is plotted (bottom)

The performance analysis of different disentangle-
ment representations, losses and robot precision are 
listed in Table 3. Joint space reconstruction loss is 
lower in the VAE model. As the β value increases, re-
construction performance decreases. However, there 
is an allowed limit for each task’s precision and accu-
racy range. Optimization of β based on task nature and 
disentanglement required can be achieved by hyper-
parameter tuning. Literature shows that the βVAE and 
FactorVAE scores do not provide practically feasible 
metrics. This work uses the MIG score as the primary 
metric for evaluating disentanglement.

6. CONCLUSION

In this work, CNN-based Variational Autoencoder 
models have been utilized for disentanglement rep-
resentation of robot tasks. All the models have been 
trained on the robot disentanglement dataset pro-
posed. Popular disentanglement metrics such as MIG 
score, DCI, jemmig, VAE and FactorVAE scores are used 
to evaluate the model performance as well as robot 
accuracy and precision metrics. From various disentan-
glement metrics, it has been found that the underlying 
factors of variation in tasks learn better with disentan-
glement losses. The model has been found to generate 
disentanglement representation with a path position 
accuracy of 0.055, close to the VAE model (0.053) and 
better disentanglement of 0.206, which is far better 
than the state-of-the-art VAE model.  

The disentanglement generative models can be used 
as a supervised data generator for training deep learn-
ing models and can be directly used in robot task gen-
eration applications (e.g. Painting tasks).  
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Abstract – The security and privacy issues regarding outsourcing data have risen significantly as cloud computing has grown in 
demand. Consequently, since data management has been delegated to an untrusted cloud server in the data outsourcing phase, data 
access control has been identified as a major problem in cloud storage systems. To overcome this problem, in this paper, the access 
control of cloud storage using an Attribute-Based Access Control (ABAC) approach is utilized. First, the data must be stored in the cloud 
and security must be strong for the user to access the data. This model takes into consideration some of the attributes of the cloud data 
stored in the authentication process that the database uses to maintain data around the recorded collections with the user's saved 
keys. The clusters have registry message permission codes, usernames, and group names, each with its own set of benefits. In advance, 
the data should be encrypted and transferred to the service provider as it establishes that the data is still secure. But in some cases, 
the supplier's security measures are disrupting. This result analysis the various parameters such as encryption time, decryption time, 
key generation time, and also time consumption. In cloud storage, the access control may verify the various existing method such as 
Ciphertext Policy Attribute-Based Encryption (CP-ABE) and Nth Truncated Ring Units (NTRU). The encryption time is 15% decreased by 
NTRU and 31% reduced by CP-ABE. The decryption time of the proposed method is 7.64% and 14% reduced by the existing method.

Keywords: Cloud computing, data access control, Nth Truncated Ring Units, Ciphertext Policy Attribute-Based Encryption, database 
authentication.

1. INTRODUCTION

The term "cloud computing" represents the supply of 
computational services on demand, primarily the col-
lection of information and processing capacity [1]. This 
concept is commonly used to identify data centers that 
are accessible to multiple users on the Internet, with-
out the user actively managing them [2]. Data is being 
transferred by an increasing number of businesses and 
individuals, personal data, and vast archive systems to 
cloud-based storage services because they provide 
a range of attractive services, such as limitless space, 
straightforward costs, and longstanding services. [3]. 
Consumers can also access applications and services 
without location limitations. However, according to 
several recent reports, 88% of cloud users are disturbed 
by the confidentiality of their information, and protec-
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tion is frequently cited as the primary reason for using 
cloud-based storage solutions [4]. Cloud computing is a 
knowledge that allows Cloud storage service providers 
(CSP) to offer applications, calculate, and collection of 
information to customers located all over the world [5]. 

It has lately piqued the attention of both IT firms and 
academic organizations. In cloud computing, there are 
three major service delivery models: (PaaS) Platform as 
a Service, (IaaS) Infrastructure as a Service, and (SaaS) 
Software as a Service [6]. Private cloud, public cloud, 
community cloud, and hybrid cloud are the four types 
of cloud. Agility, flexibility, scalability, pay-per-use, and 
resiliency are only a few of the benefits of cloud com-
puting. Scaling, low information technology costs, reli-
ability, market stability, and almost unlimited efficiency 
are the advantages of cloud computing [7]. It has two 
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major data protection and access control issues, with 
data security weakening when reviewing its web-based 
services [8]. An access management model is a method 
for a user to gain access to data stored on cloud serv-
ers [9]. With the exponential development of big data 
technology and cloud computing, a growing number of 
enterprises and organizations have opted to automate 
their information to the server [10]. The majority of cloud 
data, like confidential medical history and business in-
ternal data, are extremely vulnerable [11]. 

The information would be maintained on the pub-
lic cloud throughout the context of ciphertext in par-
ticular to provide data confidentiality and user privacy 
[12]. The encryption technique can be thought of as a 
protection assurance for gaining data access control. 
However, controlling access to encoded information 
is a significant problem [13]. Through the increasing 
adoption of cloud computing, increasingly consum-
ers are opting to offload both the high responsibility 
for data processing and the complexity of computing 
to the public cloud [14]. About the benefits of cloud 
storage, secure information access management main-
tains among the most challenging obstacles, since the 
private cloud is not completely accepted via the data 
owner, and data collected in the cloud may contain 
sensitive data [15]. As a consequence, since distribut-
ing information to the server, the data owner should 
encrypt the message to preserve the safety of the cus-
tomer and maintain secure communications. Here, 
Attribute-based access control is utilized to access the 
data in the cloud storage [16]. The remaining part of 
the paper contains section 2 explains the related work 
in various techniques and problems, and section 3 pro-
vides the proposed methodology and the step-by-step 
procedure of ABAC. Section 4 explains the result part 
and section 5 contains the conclusion parts.

2. LItErAtUrE rEvIEw 

There has been a lot of research on the different ac-
cess controls in cloud storage. This section includes a 
discussion of the relevant work on access control.

A well-organized EACAS (attribute-based access con-
trol with an authorized search scheme) has been estab-
lished by Jialu Hao et al(2019) [17] for the cloud storage 
access control. In the intended strategy, EACAS enables 
data users to customize search strategy with a focus 
on their data access and accumulate the respective 
trapdoor by using a private key conferred by the cloud 
provider to extract their valuable research by incorpo-
rating the key delegation methodology into AKP-ABE. 
But the limitation includes further modulation of the 
proposed methodology with supple exchanges of in-
formation with confined retaining of data in the cloud.

In 2019, Wang, S., et al, [18] analyzed a secure cloud 
storage framework. In this article, Ethereum blockchain 
architecture was used to construct a modern secure 
cloud storage framework including authentication, 

which was a mixture of Ethereum blockchain and CP-
ABE. There was no trustworthy third party in the cloud 
computing system because it was decentralized. It has 
three features: it was built using Ethereum blockchain 
technologies, the storage operator can establish legiti-
mate information usage times, and it can be preserved 
in the blockchain.

In 2018, Xu, Q., et al. defined that In a multi-authority 
cloud storage system, PMDAC-ABSC is a privacy-pre-
serving shared data management mechanism based 
on Ciphertext-Policy ABSC that offers fine-grained 
control mechanisms and attributes privacy security at 
the same time [19]. The overhead decryption for us-
ers has been substantially reduced via outsourcing 
the unnecessary bilinear pairing to the cloud server 
without damaging the privacy of the attributes. The 
standard model is robust and can include anonymity, 
unforgeability, confidential authentication, and public 
verifiability. Their architecture would match protection 
goals towards practical computational efficiency, as 
demonstrated by the protection strategy asymptotic 
complexity comparison and execution outcomes.

In 2017, Liu, H., et. al,[20] implemented a logical secret 
sharing reward exchange mechanism, and a fair informa-
tion access control system for data storage. The scheme 
produces a huge amount of fake keys. When a consumer 
deviates from the specified scheme during a share ex-
change, he or she must first send his or her shares. This 
discourages users from being narcissistic and encourag-
es them to use the shared data as a community. Accord-
ing to mathematical research, the suggested scheme's 
Nash equilibrium is that both users still give their shares, 
enabling them to reconstruct the decoding key fairly. 
Furthermore, extensive research shows that the propos-
al will successfully control access control policies.

H-KCABE in data storage with fine-grained access 
control was developed by Sangeetha, M., et al [21]. In 
the HABE model, they propose an H-KCABE encryption 
algorithm with a few minor changes to improve perfor-
mance through the re-encryption process. The HABE 
model helps the users to access information hierarchi-
cally through generating traffic, and the KCABE meth-
odology improves efficiency by decreasing data trans-
mission time in a fine-grained authentication method. 
They can easily improve efficiency by reducing time 
with the KCABE algorithm then the HABE model, which 
allows them to access information in a hierarchical 
manner without creating any traffic between users.

A new approach that resolves the essential encryp-
tion issue while also allowing for quick user voiding 
retraction has been employed by Zhihua, Liangao, and 
Dandan (2016) [22]. First, an access regulator is added 
to the current strategy, and so the attribute authority 
and authorization controllers create encryption data 
on a corporate level. Second, a version key that enables 
forward and reversible security is used to provide a 
convenient revocation process. The proposed method 
is simple and reliable in terms of user authorization and 
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revocation, according to the assessment. But lack of ac-
curacy in terms of encryption of cloud storage

Saravanan, N., and Umamakeswari, D. A. [23] suggest-
ed a layered method to protecting client information 
that includes lattice-based encryption strategies It has 
been shown that by combining an access management 
architecture with a double authentication strategy, 
cloud data can be better protected. Users will be able to 
store their vast quantities of personal data in the cloud 
without fear of security threats thanks to this strong pro-
tection technique. The RSA and AES algorithms prevent 
the operator from guessing the key and encrypted text. 
Intruders' intelligence was almost irrelevant in terms of 
the hybrid paradigm. Bell and LaPadula (BLP) and lattice 
versions add user-level authentication as well.

In 2020 Challagidad, P. S., & Birje, M. N. [24] proposed 
an effective multi-authority intrusion detection system 
that enables efficient, fine-grained user authentication 
utilizing an attribute-based encryption scheme.  For 
information storage anonymity, multi-authority access 
management, and fine-grained accessibility to en-
crypted information, the scheme uses HAS algorithm 
and a single RHA. The (RHA) Role Hierarchy Algorithm 
separates cloud users into groups depending on their 
assigned attributes. The (HAS) Hierarchy Access Struc-
ture assists in determining the authorization process 
for fine-grained and multi-authority cloud resource 
access management. In comparison to current works, 
analysis findings indicate that the RHA, HAS, was suc-
cessful. Because more information is deposited on the 
cloud computing server, the scheme's advantages are 
growing increasingly obvious.

In cloud services, revocable server identity-based 
encryption for secure shard data was developed by 
Vurukonda, N., et al [25]. This paper explains revocable 
storage Identity-Based Encryption, a device that man-
ages authenticated text back-and-forth authentication 
through disabled user revocation and software main-
tenance authentication functionality. Furthermore, 
the revocable storage IBE was compared to previous 
IBE approaches, demonstrating the reliability and suf-
ficiency of the enables.

In 2019 Prabhu kavin, B., & Ganapathy, S. [26] pro-
posed the latest data management method built on 
the Chinese Remainder Theorem (CRT) for safely pro-
cessing user data in a cloud database. In addition, CRT 
was used to build a new community key management 
scheme for accessing encrypted data from the cloud 
database. In CRT-based secure processing systems, 
two encryption techniques were introduced using new 
methods for first and second authentication, as well as 
the formula for data storage authentication. In compar-
ison, during the group key generation process formula 
for obtaining authenticated cloud data from a data-
base server on a cloud server was introduced. By evalu-
ating the experimental effects, the safeguards models' 
performance level has been assessed. Finally, the data 
protection model is superior to other current models.

3. ProPoSED mEthoD 

This section describes the access control in cloud 
storage using attribute-based access control. First, the 
data must be stored in the cloud and security must be 
strong for the user to access the data. This paradigm 
takes into account some of the features of cloud data 
seen in the database's security process for storing infor-
mation about registered groups and the user's stored 
keys. Clusters, the registry's message identification 
code, and usernames and party names, each with their 
package of benefits.  Initially, information must be se-
cured and delivered to the service provider; this indi-
cates that the data is protected if the supplier's security 
procedures are disrupted in some cases. The overall 
diagram of the design is given below.

Fig. 1. Overall diagram of the proposed method

Data owner (Do): After transferring information to 
the server, DO must be authenticated with data based 
on its features, which expands user access to informa-
tion based on their computer locations or passwords 
rather than data characteristics. DO has total trust in 
our method and is in charge of main development.

Data user (DU): The user is allowed to decode ci-
phertexts whose characteristics comply with DU's in-
formation system. It can also set a tighter search policy 
than his entry policy, and only his hidden key can be 
used to create the trapdoor. DU uses the cloud server's 
trapdoor to request the relevant data to extract the ci-
phertext that matches the search strategy. It is untrust-
worthy, and they can band together to procure data 
information outside their access rights. They're still cu-
rious about the data's attribute detail.

Cloud server (CS): CS is believed to have a lot of 
storage and processing power and is still available to 
help. The CS contains two parts: the (CSS) cloud stor-
age server and the (DSS) delegated search server, with 
CSS supporting, DO in storing their information and 
DSS conducting data searches on behalf of DU and re-
turning the related data to Data user. Cloud server is 
semi-honest, which ensures it would diligently comply 
with DO and DU's demands, but it is interested in data 
details, such as data content and attribute privacy. The 
Additional Private Key DSS is used to ensure that those 
without a private key are unable to guess the attribute 
values in the dropout by guessing offline.
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A following objectives should be contacted when 
managing access to cloud storage.

Fine-grained access control: An information stored 
in the CSS is authenticated using its attributes, which 
can be decrypted via Data user if the ciphertext attri-
butes obey the access policy. The access control should 
be built into the decoding mechanism rather than be-
ing handled by CS. Consequently, any threshold gate 
with an articulate information system should be en-
abled to ensure fine-grained network access.

Flexible and authorized search: DU must be al-
lowed to obtain the information ciphertext whose 
attributes fulfill the selection policy using DSS. DU, 
on the other hand, can only scan the information in-
side the limits of his security authorization which en-
sures it must be allowed to provide a trapdoor with 
an exploration strategy that is more stringent than his 
information system. At the same time, the selection 
strategy must be expressed in a way that allows for an 
agile search.

Attribute privacy preservation: In ciphertext and 
trapdoor, the default attribute name is visible, but the 
associated component attributes should be concealed 
to secure sensitive information and privacy protection. 
Attribute values found in the ciphertext cannot be de-
duced by an attacker. Furthermore, any attackers who 
do not have the DSS private key are not exposed to at-
tribute values in the search policy by the trapdoor.

Practical implementation: For functional imple-
mentations, device processes can be performed with 
lower computing and processing expenses.

3.1 ovErvIEw oF ABAC

ABAC is used to describe descriptive security policies 
for the DU and to explicitly encrypt attribute values in 
ciphertext which allows for better and more privately 
controlled access to outsourced data. The secret attri-
bute knowledge, on the other hand, makes data search 
a difficult issue. ABAC's key delegates adopt a strategy 
that allows the DU to identify a more stringent search 
policy than the access system and use encryption data 
to create the next dropout to solve the issue. Figure 2 
represents the overview of the ABAC method.

Fig. 2. Comprehensive operating procedures of 
ABAC

To protect the attribute information, the attribute 
values in the trapdoor are also concealed. A synthetic 
attribute on both the ciphertext then the trapdoor pre-
vents DSS from accessing the data content. In detail, 
the ciphertext is made up of two sections: (1) The ac-
tual attribute set is used to encrypt the initial data; (2) a 
meaningless data "1" encoded with the synthetic attri-
bute inserted through the original attribute set. The vir-
tual characteristic is connected to the search tree root 
node with an AND gate while in the trapdoor, allow-
ing it a prerequisite for successful matching. DSS will 
decrypt the ciphertext which descriptor set supports 
the search policy by deciding whether the trivial data 
"1" can be obtained by checking the ciphertext, but it 
cannot decrypt the ciphertext of the original data that 
is encrypted without the virtual attribute. As a conse-
quence, information security will achieve fine-grained 
access control with an agreed-upon search on informa-
tion outsourced to the cloud while maintaining data 
integrity and attribute privacy.

3.2 Step by step procedure of ABAC2

ABAC consists of six phases: data encryption, system 
setup, data decryption key generation, trapdoor gen-
eration, and data search.

3.2.1 System Setup

To produce PK (Public key) and MSK (master secret key), 
DO choose a security limitation ξ and call the Setup (ξ) 
algorithm. The Setup algorithm is similar to ABE, with 
the exception that the public key includes a virtual 
attribute Va containing the value v which is the value 
of real attributes, and additio nal public and private key 
pair (pkD , skD) for DSS is created as pkD = gy, and skD = γ, 
where γ is a random value in Z*p. The system's public 
key is then made available as,

(1)

DO maintains the machine master secret key as 
MKS= 〈α, τ1 , τ2 , τ3 , τ4〉. DO also passes the private key 
skD = γ to the DSS.

3.2.2 Key generation 

The DSS public key pkD  is used in the machine public 
key PK for convenience. DO creates an access policy AP 
for DU based on his position and distributes the hidden 
key SK = 〈AP, {Dx , Dx,0 , Dx,1 , Dx,2 , Dx,3 ,Dx,4 } 〉 created 
by the KeyGen(PK, MSK, AP) algorithm to DU when he 
enters the framework. The ABE and KeyGen algorithms 
are the same to generate keys for public and private 
keys. DU will decode the ciphertext whose attribute col-
lection satisfies AP using KeyGen and the secret key SK

Data Encryption

DO creates a characteristic set S based on the informa-
tion specifications before transferring the data M to CS, 
and then uses the Encrypt(PK, M, S). process to gener-
ate the ciphertext CT. DO computes E=M.e(g,g)as, E=gs, 
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E' = gs', two random values s and s'. Then take specific 
datatypes s(x,1), s(x,2), and sx,1 ,sx,2 ,zx from z*p for each 
component in S are chosen and computed.

DO selects a random value rv ∈ Z*p for the virtual attri-
bute va and quantifies Ev,0 = w-s' (uvh)rv, Ev,1 = grv . Lastly, 
the ciphertext that will be uploaded to the cloud is de-
veloped as follows:

(2)

(4)

(3)

(5)

3.2.3 trapdoor generation

DU establishes a SP development scheme based on 
user access policy, in which search policy (SP) will have 
the same expression style as access policy (AP), the 
search tree architecture in search policy is extremely 
strict than the request tree architecture in AP, and the 
meaning of the element related to the attribute name 
cannot be altered. Then, using his hidden key SK iden-
tified through the data access access policy, DU uses 
the TrapGen(PK, SK, SP) algorithm to produce the 
trapdoor TD identified with the search policy search 
policy. The TrapGen algorithm uses the key delegation 
method, in which a sequence of simple operations is 
carried out to transform the hidden key SK for the ef-
ficient key access policy to the trapdoor for the search 
policy search policy. The TrapGen algorithm includes 
the corresponding three steps in particular. The first 
step is to manipulate the current gates to convert the 
actual private key to a different encryption key, the sec-
ond option is to prevent DSS from decoding the infor-
mation to the encrypted message via adding an AND 
gate to the root node, then the final step is to protect 
the related data in the trapdoor against disconnected 
manipulation attacks by attackers who do not have ac-
cess to the DSS private key skD.

3.2.3 Data decryption

DU uses the Descrypt (CT', SK) algorithm to retrieve 
the received information since obtaining the encrypt-
ed message from DSS. With increasing attribute name 

 in the Decrypt algorithm computes,

(6)

In the ABE.Decrypt algorithm, the term (g,g)αs can 
be improved and M can be determined concluded 

 The encrypting data the product supplier is 
assigned to assures that the data is still secure in case 
the supplier's security measures are violated. After that, 
the data can be accessed by the user using an encrypt-
ed key.

4. rESULt AnD DISCUSSIon

In this section, the access control in cloud storage 
is analyzed using ABAC. The proposed methodology 
is applied in the JAVA programming language with 
JDK 1.7.0. This proposed concept is mainly used in the 
health care system. The experimental used datasets are 
collected from different sources.

4.1 ComPArAtIvE AnALySIS

A proposed method is analyzed via several methods 
like key generation, encryption time, time consump-
tion and decryption time. A current method is inves-
tigated against the existing methods are NTRU and 
CP-ABE. The proposed method comparative analysis 
against the existing technique is given below,

In Figure 3, represents the comparative analysis of 
ABAC, NTRU, and CP-ABE with encryption time and 
several attributes. The encryption time is the amount of 
time it takes for an encryption algorithm to generate a 
ciphertext from plaintext and it is used to measure the 
performance of the encryption scheme. Each attribute 
in the encryption process (ABAC, NTRU, and CP-ABE) 
can begin at the same attribute value, but they can 
vary by changing the values of the time representation. 
The encryption time may increase which indicates the 
speed of the encryption process. The encryption time 
of the proposed method is 15% decreased by the exist-
ing method NTRU and 31% of the encryption time is 
reduced by the existing method CP-ABE. The graphical 
representation of the key generation is given below,

Fig. 3. Comparative analysis of encryption time

Fig. 4. Comparative analysis for Key Generation 
Time
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In Figure 4, represents the comparative analysis of 
ABAC, NTRU, and CP-ABE with key generation time and 
a number of the attribute. The key generation time can 
also increase the variance of attributes, the starting 
stage of attribute values may same but the variations of 
keys may differ. The ABAC is lower compared to other 
graphical representations, NTRU may be slightly higher 
compared to ABAC and CP-ABE are higher values in key 
generation performance. The proposed method key 
generation is 6.16% reduced by the existing method 
NTRU and 22% decreased by CP-ABE. The decryption 
time graph is given below,

Fig. 5. Comparative Analysis for decryption time

In figure 5, represents the comparative analysis of 
ABAC, NTRU, and CP-ABE with decryption time and 
number of the attribute. In a decryption time process, 
the ABAC attributes may be very less compared to 
other attribute representations and the other attribute 
value may increase step by step. The decryption time 
of the proposed method is 7.64% and 14% reduced by 
the existing method. The graphical representation of 
time consumption is given below,

Fig. 6. Comparative analysis for time consumption 
with encryption time, key generation, decryption time

In figure 6, represents the comparison analysis of 
time consumption with encryption time, key genera-
tion, and decryption time. The encryption time may 
increase slightly throughout the key generation, the 
key generation may also increase but it can decrease 
towards the encryption process. The encryption time 
and key generation are mixed while increases neither 
decrease. The decryption time can increase highly by 
comparing the other two comparisons.

5. ConCLUSIon

In this section, we have introduced the access control 
in cloud storage data using ABAC. First, the data can be 
stored in the cloud and security must be strong for the 
user to access the data. This model considers some of 
the characteristics of the cloud data contained in the au-
thentication mechanism that the database uses to retain 
data around groups that have been registered, as well 
as the user's saved keys. User names and party names, 
as well as groups and the database message encryption 
method all, have unique benefits. Encrypting the data 
before sending it to the network operator means that, 
it remains encrypted despite the supplier's protection 
protocols being breached. The suggested method's ex-
periment results are assessed utilizing a variety of met-
rics, including encryption time, decryption time, key 
generation time, and time usage. The encryption time 
of the proposed method is 15% decreased by the exist-
ing method NTRU and 31% of the encryption time is re-
duced by the existing method CP-ABE. The decryption 
time of the proposed method is 7.64% and 14% reduced 
by the existing method. The key generation of the pro-
posed method is 6.16% reduced by the existing method 
NTRU and 22% decreased by CP-ABE. By comparing the 
time consumption, the key generation time is reduced. 
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Abstract – Cloud computing is formally known as an Internet-centered computing technique used for computing purposes in the 
cloud network. It must compute on a system where an application may simultaneously run on many connected computers. Cloud 
computing uses computing resources to achieve the efficiency of data centres using the virtualization concept in the cloud. The load 
balancers consistently allocate the workloads to all the virtual machines in the cloud to avoid an overload situation. The virtualization 
process implements the instances from the physical state machines to fully utilize servers. Then the dynamic data centres encompass 
a stochastic modelling approach for resource optimization for high performance in a cloud computing environment. This paper 
defines the virtualization process for obtaining energy productivity in cloud data centres. The algorithm proposed involves a stochastic 
modelling approach in cloud data centres for resource optimization. The load balancing method is applied in the cloud data centres to 
obtain the appropriate efficiency.
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1. INTRODUCTION

Cloud is a large server for storing different services 
and data of the users. Cloud is a concept of using ser-
vices not stored on your computer. The virtualization 
process consolidates many workloads into smaller 
physical servers in the data centres of the cloud to 
meet the Service Level Agreement (SLA) standards us-
ing Virtual Machines (VMs) [1]. The Virtualization pro-
cess allows multiple users to share a physical server. 
Major companies include VMware, Hyper-V, HP, F5, 
Nuage, Nicira, etc. The virtualization technology uses 
a Virtual Machine Monitor (VMM) at the software level 
for abstraction purposes [2]. The Cloud Service Provid-
ers (CSPs) make the infrastructure as a Service (IaaS) for 
cloud consumers. They use VMs and Virtual Clusters 
(VCs) for computing cloud resources. Primary cloud 
providers include Amazon EC2 and IBM [3].

The user, service, and cloud computing infrastructure 
are significant entities involved in the cloud environ-
ment. Primary attacks in the cloud can be service at-
tacks, including browser attacks, phishing attacks, and 
SSL certificate spoofing attacks. User attacks can be ac-
complished during spoofing or the cloud infrastructure 
services. Significant Quality of Service (QoS) matter has 
service availability considered a cloud environment. 
Therefore, the virtual data centre is becoming popular 
because of providing IaaS in the field of the cloud [4]. 
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IaaS is the most crucial delivery model developed in 
cloud computing. IaaS offers virtual infrastructure like 
servers and data storage. Cloud providers can use vir-
tualization techniques for virtual data centres in cloud 
computing. Amazon is an excellent example of provid-
ing a cloud platform that offers infrastructure at an af-
fordable price to its customers [5].

A VM is a single computer with a dedicated platform 
environment with limited resources. The resource vir-
tualization process is the simplified version of tradi-
tional resource management. The virtualization sys-
tem encourages replication procedures in the cloud 
to perform elasticity processes within a given system. 
They run on a hardware platform controlled by VMM. 
Each VM runs under VMM, which can change the vir-
tual status from one data centre to another. A VMM is 
hypervisor software that divides the computation re-
sources into the number of VMs through the guest op-
erating system [6]. VMM has various operating systems 
to execute particular hardware simultaneously for re-
source isolation. The significant benefits of using VMM 
include high-security performance using multiple ser-
vices simultaneously. VMM uses a Live VMM scheme to 
transfer the cloud server from one hardware platform 
to another using system modification. Mobile devices 
consume less energy to achieve resource optimization 
in the cloud network. The parameter metrics to con-
sider are data size and delay constraints for optimal 
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solutions in the mobile cloud. Different energy optimal 
models for mobile devices include:

•	 The mobile execution models.
•	 The execution model for the cloud.
•	 The optimal application execution policy model.
This research aims to observe the energy efficiency of 

cloud data centers using a stochastic modelling approach. 
The principal enrichment of this paper is as follows.

•	 Increasing energy productivity in cloud data 
centers using a resource optimization approach.

•	 Load balancing scheme using resource virtual-
ization method.

•	 A stochastic modeling method for energy effi-
ciency in cloud data centers.

The remaining part of this work is as follows. Section 
2 presents the overall literature survey part. Section 3 
depicts a system model with architecture. Section 4 
details the methodology part. Section 5 provides the 
performance analysis, and section 6 concludes the pro-
posed work. 

2. RELATED WORK

An enormous amount of literature has been reviewed 
for energy efficiency for achieving high performance in 
cloud computing. The stochastic models accomplish 
service requests and maintenance of the server. Zhang 
et al. provide a Markov chain process scheme for op-
timum policy schedule and scaling problems of cloud 
servers [7]. CSPs must reduce the energy usage in cloud 
data centres, and a reliable system can produce with 
less cost for operation purposes. 

Xia et al. have presented energy efficiency in the 
cloud data centre using the VM migration process's 
stochastic method for high performance [8]. Han et 
al. have used the VMM policy in cloud data centres to 
achieve high performance and robustness. A dedicated 
stochastic process model has been used for energy ef-
ficiency with high production [9]. 

Ait Salaht et al. have used a technique called the hys-
teresis queuing model, which is used for cloud data 
centres. The stochastic bounding models provide per-
formance analysis in the cloud [10]. Anastasopoulos et 
al. have operated the optical networks and cloud infra-
structures considered for service provision in the cloud. 
A stochastic linear-based programming approach has 
been used for resource provisioning in the cloud to 
evaluate and use renewable sources [11]. 

Ghosh et al. have used cloud host services to reduce 
costs in the data centres. The VMs provide IaaS cloud 
service, which shares the instances of Physical Ma-
chines (PMs) instances within cloud data centres. An 
optimal PM has been chosen to minimize operational 
costs with excellent infrastructure in the cloud. The sto-
chastic model has been used to analyze value and opti-
mize the framework within the IaaS cloud [12].

Zhou et al. use cloud computing with a sophisticated 
infrastructure and comprehensive data-sharing ser-
vice. The stochastic process with high-quality evalu-
ation and modelling has been proposed in work. The 
assessment of the IaaS cloud performs quality metrics 
based on the criteria such as completion time of user 
requests, system overhead rate and rejection time 
probability [13]. 

Maguire et al. provide the stochastic analysis model, 
which uses the load balancing process and the VM and 
is a scheduled concept of cloud. In Cloud Computing 
Cluster (CCC) theory, every job uses VMs under a sto-
chastic process. A dedicated algorithm for load balanc-
ing and VM scheduling is analyzed for high capacity 
within the system [15]. Chen et al. say a scalable and 
flexible approach is designed for high-scale cloud com-
puting. The multi-data centre model provides substan-
tial data processing for large applications and top com-
puting resources. 

High performance attained by using workload sched-
uler under VM in cloud data centres. The QoS-based 
approach model is designed for energy efficiency and 
resource optimization [16]. Vasileios et al. have present-
ed an intelligent city framework using the Internet of 
Things [17]. Modern computing techniques are adopted 
to increase usability and are also helpful in preserving 
confidential details [18]. Tahar et al. use a VM placement 
scheme for cloud data centres. The integer linear model 
saves energy and hence increases QoS [19].

Every VM is decided through a scheduling strategy 
to achieve budgetary deadlines. Resource provision-
ing is provided for accessing the tasks with execution 
time. The stochastic-based scheme uses multi-objec-
tive scheduling criteria for making energy-efficient in 
a cloud [20]. A stochastic approach is used for energy 
and cost minimization purposes. LP and LDPP schemes 
are used for cost-savings sake. CCDF method has been 
proposed for high performance. A stochastic optimi-
zation model is given for green data centres [21]. Sto-
chastic Petri nets are used for QoS and any time system 
availability. The VM placement strategy achieves good 
accuracy in the cloud. The SRN model performs VM mi-
gration and placement strategy using proposed algo-
rithms [22].

3. SYSTEM MODEL

Cloud system network varies from traditional net-
work distributed systems. They are characterized by 
many resources that can span different administrative 
domains. Various clouds appropriate to one particular 
or different organizations can dynamically join each 
other to achieve a common objective, usually repre-
sented using the optimization of cloud resources. This 
method is known as cloud federation [23]. The system 
architecture comprises data users, owners, trusted au-
thority, cloud proxy, and Third-Party Auditor (TPA). The 
cloud users are connected to share multimedia files 
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through the wireless access point to the cloud proxy 
server. The cloud data owner uses data file ciphertext 
to store the contents of the cloud data centres. TPA is 
used in cloud data centres to achieve additional secu-
rity purposes. 

The trusted authority uses privilege data manage-
ment requests and privilege update requests by using 
public and attributes keys in cloud data centres. TPA is 
used in cloud data centres to achieve additional secu-
rity purposes. The trusted authority uses privilege data 
management requests and privilege update requests 
by using public and attributes keys in cloud data cen-
tres. The system security model for public auditing 
scheme cloud servers, data users, and TPA [24]. The 
proposed system model represents computer systems 
composed of many resources, making it possible to 
describe physical and virtual resources. Each system's 
general stochastic data model comprises M = m X N 
VMs running parallel. Here, m refers to the number of 
virtual machines in the cloud. 

M is the maximum number of VMs running in a par-
ticular method of a cloud data centre for resource op-
timization. The stochastic process maintains three pri-
mary servers in the cloud. They include images, video 
and document servers [25]. 

Fig. 1. Basic system model

Figure 1 depicts the overall cloud system security 
model for various services and user requests. The sig-
nificant entities included in the system architecture 
are cloud users, input queue, resource scheduler, and 
many services to be computed in the cloud server [26]. 
It depicts the queuing performance model in the cloud 
for the service requests to be performed. Figure 2 rep-
resents the proposed system storage model in cloud 
systems. Primary operations involved in the model in-
clude cloud users, data owners, trusted authority, cloud 
proxy servers and TPA.

A data owner is responsible for generating the en-
crypted files and uploading the files to the cloud server 
[27]. Trusted authority checks for the incoming re-
quests and sends the required key to the data owner. 
The proxy server requests the needed key, gets the es-
sential key, selects the file to encrypt, decrypts the con-

fidential data, downloads the received files and shares 
the files with the cloud users [28]. TPA can view all the 
files on the server and perform the auditing process for 
cloud security. The overall system architecture has the 
following stages.

Fig. 2. System storage model

Figure 2 represents the system storage model that 
includes the following steps.

i. Data owner who uploads the data files to the 
cloud data centre in an encrypted manner.

ii. Cloud proxy who shares files from cloud server 
for cloud users.

iii. A third-party auditor who is used for maintain-
ing the cloud data files

iv. A trusted authority that provides the attribute 
key for cloud proxy for file sharing.

v. Data users could be mobile phones, laptops, per-
sonal computers or Tablet PCs.

4. METHODOLOGY

The dynamic load balancing (DLB) approach uses 
only the present machine state for balancing the cur-
rent workloads to achieve high-performance satisfac-
tion and complete deployment of cloud resources. The 
load balancing scheme for data centres improves the 
energy efficiency of the cloud resources in the cloud. 
DLB is a method that distributes scalable workloads 
evenly among all the system nodes in the cloud, used 
to create new instances [29]. The massive amount of 
energy from the industry and companies leads to high-
cost cloud data centres. Thus, the cloud data centres 
must change according to the energy used to gain 
energy efficiency using the virtualization process. A 
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stochastic model that uses the queuing theory con-
cept is used to achieve high performance and energy 
consumption. Dynamic right-sizing of the data centres 
can be gained using stochastic modelling in cloud data 
centres [30]. The cloud maintains the central storage of 
data in its remote data centres. Data management has 
been made easier through cloud storage. The queuing 
model concept applies to managing and storing appli-
cations in the cloud [31].

4.1 SYSTEM ARCHITECTuRE

The following section describes the overall system 
architecture for the stochastic system process. Figure 
3 represents the stochastic system model. It includes a 
load balancing process, resource optimization and a data 
centre management module. VM scheduler works on VM 
section strategy using placement process. The cloud data 
centres use hypervisors for VM management [32].

Fig 3. System architecture

4.2 MODEL AnALYSIS AnD SOLuTIOn

The steady-state includes the probability distribution 
analysis method, which accomplishes essential infor-
mation about the given data centre model.

Let J (t) is given as number of VMs for the system at 
time t.

Let L (t) is given as the number of working servers for 
the time t, then 

L(t) and J(t) provides the input with a process with 
the given state space.

(1)

The stochastic process solution includes the follow-
ing entities.

Let X(t) be the stochastic process where t ≥ 0

S: finite state space

R: Reward function

πi: Steady-state probability of state Si

The stochastic modelling is a process of evolution, 
where rX(t) gives the stochastic process using system 
reward rate at time t.

r(r:S→R) is given as reward function

Probability πi allows i∈S as steady state and r(i) de-
notes reward and is written as ri

The model solution has t(πi (t)) and ti (t) presents 
the expected reward rate given in equation 2.

4.3 MARKOVIAn CHAIn PROCESS

The following equation gives the markovian continu-
ous model.

(2)

(3)

Where, w is the number of VM requests in the waiting 
queue

Pi is the position of the virtual machine level 

Vi is the number of virtual machines

Fi=0 means the virtual machine is alive in the process 
else failure.

The queuing theory scheme can be used for model-
ling the data and applications in the cloud. The model 
solutions are built using an analytic method using the 
probability vectors. The model analysis provides a key 
by using an M/M/N queuing model using a Markovian 
chain process in the cloud environment [33]. This mod-
el helps develop the algorithm for a specific VM during 
the execution time of the cloud resources.

4.4 STEADY STATE VECTOR

Here, πij is the probability vector stating that there are 
j VMs on the system and i working servers. The steady 
state vector is given as π and can be considered as:

(4)

The steady state vector is given by:

(5)

4.5 THE STOCHASTIC MODEL

Each system's general stochastic data model com-
prises M = m X N VMs running parallel. Here, m refers to 
the number of virtual machines in the cloud. M is the maxi-
mum number of VMs running in a particular method of a 
cloud data centre for resource optimization [34]. The sto-
chastic process maintains three central servers in the cloud. 
They include images, video and document servers [35]. 
Here, each server can consider one of the following states.

i. serving the VMs. The service rate always gives 
the energy spent in this specific state. Suppose 
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there is m' VMs present where m' ≤ m is the num-
ber of cloud servers running in the system, the 
CPU utilization can be given as µm'. The energy 
consumption can be provided by:

(6)

ii. OFF state: Here, the server is not serving any 
VMs. The image, video and document servers are 
made off as there are insufficient VMs. Hence, the 
energy consumption for any given server is 0.

ii. Setup state: The state, which goes from off state 
to on form, is a setup state. Here, all the servers 
are made for file accessing purposes. Therefore, 
the energy consumption for the given server is 
given as Pon.

ii. Failed state: The server has failed due to some er-
roneous failure in the server or the data centres. 
The system can crash due to some catastrophic 
losses or damage due to disasters, and hence, 
the server goes to a failed state. Here, energy 
consumption can be given as Pfail.

The performance efficiency can be achieved using 
scalable analytic models for cloud resources. The op-
timization algorithms are used in cloud data centres 
to achieve optimal values such as service rate µ, opti-
mized servers N and the performance function F (µ, N). 
The dynamic workflow uses a critical path VM selection 
strategy for optimization sequence. The resource opti-
mization algorithm is defined in algorithm 4.1.

Algorithm 4.1: Resource optimization algorithm

Step 1: Procedure measure1

Step 2: Input: performance metric function F (µ, N), 
N, λ, θ, with an initial point µ₀ and a positive toler-
ance ∆.

Step 3: Output: Approximate solution µ*

Step 4: Calculate unit matrix H=In  (7)

Step 5: Compute the gradient 
 g0=∇F (μ0 ,N) at point x0=μ0

Step 6: Set k to 0

Step 7: While |∇F(xk+1)≤∆| do   (8)

Step 8:Generate the search direction 
  d_k=-H_k g_k    (9)

Step 9: Search along dk from point Xk, find the step-
length ∝k by satisfying 
 F(Xk+∝k d_k )=min{F(Xk+∝k dk )}                     (10)

Step 10: let gk+1=∇ F(Xk+1), pk=Xk+1-Xk , qk=gk+1-gk     (11)

Step 11: Hk+1=Hk+1+pk
T qk/qk

T Hk qk)                    (12)

Step 12: Xk+1=Xk+αk dk                                   (13)

Step 13: k=k+1

Step 14: end while

Step 15: return Xk

Step 16: end Procedure

Step 17: Stop

The optimization procedures are used in algorithms 
using various measures. The optimal solution can be 
found using an optimization procedure to see the 
complexity of the optimization algorithms. The main 
factors used are variables, validity and effectiveness in 
our optimization algorithm. The resource optimization 
algorithm for stage 2 is given in the algorithm.

Algorithm 4.2: Optimization algorithm

Step 1: Procedure measure2

Step 2: Input: F (µ, N), µ*, λ, θ and M, where M is a suf-
ficient large number

Step 3: Output: Approximate solution (µ*, N*)

Step 4: F*= ∞

Step 5: for (N=1;N<M; N++) do

Step 6: Use algorithm 1 to calculate F* (mu*, N)

Step 7: if (F*(mu*, N) < F* then

Step 8: F*=F*(mu*, N)

Step 9: S= (mu*, N)

Step 10: end if

Step 11: end for

Step 12: return S

Step 13: end procedure

Step 14: Stop

The resource optimization algorithm is used to gain 
optimal values of service rate µ, and optimal server N. 
The process uses a minimum performance metric func-
tion to achieve efficiency.

4.6 SYSTEM MODuLES

The system design comprises the following system 
modules in cloud data centres.

i. Load monitoring module: The load monitoring 
module is used for calculating the statistics of 
λ, θ and σ for the resource optimization in the 
cloud system.

ii. Load prediction module: The load prediction 
module predicts the actual load by using λ (i + 1) 
for the next optimization period ∆.

iii. Analysis and optimization: These modules are 
used to implement the mathematical model and 
solution for resource optimization. The mathe-
matical system model for this system design has 
been presented in Table 1.
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Table 1: Mathematical model

µ Service rate

m' Virtual machines

N Optimal web servers

E (W) Execution time

E (P) Energy consumption

F(µ, N) Metric function

µ* Optimal value

5. PERFORMANCE ANALYSIS

The efficiency of the proposed work is shown through 
performance metrics which are defined as follows.

i. Accessing data files

Fig. 4. Proxy accessing cloud

Figure 4 depicts the number of users accessing a 
proxy server for obtaining various types of files in the 
cloud. Cloud proxy can view the uploaded files and re-
quest for the file to download. Once the 'key' is request-
ed, the request is sent to the trusted authority. Data files 
can be accessed more efficiently using a proxy server 
than the actual cloud. A cloud proxy server can view 
the uploaded files and request for the file to download. 
Once the key is requested, the request is sent to the 
trusted authority. Various multimedia servers involve 
video, word, pdf, ppt, image, excel, compress, audio 
servers etc.

ii. Downloading multimedia files

Fig. 5. Users accessing proxy server

Figure 5 depicts the number of users using a proxy 
server for downloading the data. The data owner can 
upload the data in a given format such as video, audio, 
image or document format. The process of download-
ing multimedia files can be made through a cloud 
proxy. The pie chart represents various multimedia files 
used for downloading from the cloud proxy server, in-
cluding documents, video, audio, image servers, etc.

iii. Resource access time with several cloud users
In the following figure, the resource access audit time 

from the cloud proxy server is compared with access 
time from the cloud server. Bandwidth has been used 
broader, and user access has now improved through 
the proposed method. The audit access time of the 
cloud data can be reduced relatively by using the proxy 
server than the cloud server, as shown in Figure 6. 

Fig. 6 Resource access auditing time

In the comparison graph of Figure 6, the resource 
access time from the cloud proxy server is compared 
to that of access time from the cloud server in milli-
seconds. In this approach, bandwidth has been used 
higher, and user access is improved through the pro-
posed method. The trusted authority approves the file 
request from the proxy cloud. The cloud proxy can re-
ceive the mail with the token and attribute key to de-
crypt in registered mail id. Once the cloud proxy gets 
the mail, it can solve and view the file. And cloud proxy 
has additional work, which means they must upload 
the file to access the end mobile user. The Android mo-
bile app is created to view and access this detailed data 
for accessing the file.

iv. Virtualization graph
The VMM policy can be used to transfer the VMs 

taken from one DC to another in the distributed sys-
tems. To evaluate the system behaviour in multiple 
data centres, the analysis of VMM time and balancing 
of the incoming load is required. The virtualization 
graph specifies resource type and the number of files 
in the cloud. It analyses which resource type occupies 
more on cloud and proxy. If the resources are stored in 
the proxy cloud, the speed will automatically increase. 
Here, the proxy cloud acts as a virtual server. The con-
solidation ratio denotes the virtual servers running in-
dependently on the host machine.
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The number of multimedia resources, their count, 
and specific resource type are mentioned here. Figure 7 
depicts the virtualization process within the cloud data 
centres. The graph shows the number of users access-
ing proxy servers for accessing various types of files in 
the cloud. Cloud proxy can view the uploaded files and 
request for the file to download. The demand for the 
specific file is sent to the trusted authority by the cloud 
proxy server.

Fig 7. Virtualization graph

v. Energy consumption
The energy usage in various DCs can be reduced us-

ing the dynamic optimization scheme. The energy con-
sumption graph is given between the resource name 
and the energy taken to access the resource. The chart 
emulates the cloud's energy consumption and the 
cloud proxy server to access the resource.

The stochastic type programming models reduce the 
energy consumption in large DCs in terms of joules. Fig-
ure 8 represents the energy consumption in the cloud 
centres for various files and applications. The numbers 
of resource names and the energy used by the cloud 
server are depicted in the figure.

vi. Internet load monitoring

Load Monitoring analyses resource size and time tak-
en to access the particular resource in that size. It gives 
a more precise picture of how long it will take to obtain 
the specific volume.

Figure 9 gives the load monitoring process with the 
file size in kilobytes. The time taken in milliseconds 
from each file in the cloud is given. A large number 

Fig. 8. Energy consumption

of resource types with size, along with the time taken 
to load the files onto a cloud server, are shown in the 
graph.

Fig. 9. Load monitoring

viii. Load balancing

Fig. 10. Load balancing

Figure 10 depicts the load balancing feature involv-
ing several VMs in the cloud and proxy server. Time has 
been calculated in milliseconds for different VMs. The 
result shows that the proxy server takes less time than 
the cloud server.

ix. Resource utilization comparison
Figure 11 compares the resource utilization for both 

proxy and cloud servers using a virtualization system. 
The result shows that a proxy server utilizes less time 
for considering the cloud resources than a cloud in mil-
liseconds.

Fig. 11. Resource utilization
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6. CONCLUSION

Cloud security has become a significant concern 
these days in the computing world. Computing and 
communication security has been taken into consid-
eration by substantial researchers. The availability of 
cloud data services may fail anytime due to power 
failures or the occurrence of any catastrophic failures. 
A third-party error can happen anytime in the cloud 
due to limited transparency and user control. Hence, 
it remains paramount to outline the cloud and virtu-
alization process before examining energy efficiency 
for cloud data centres. The data centre resource man-
agement is dealt with and considered a significant 
critical cloud computing problem. The load balancing 
approach uses stochastic data modelling for resource 
optimization in cloud data centres. The VM placement 
strategy reduces the total energy consumed and unde-
termined requirements by many cloud servers.
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Abstract – Collecting, processing, analyzing, and driving knowledge from large-scale real-time data is now realized with the emergence 
of Artificial Intelligence (AI) and Deep Learning (DL). The breakthrough of Industry 4.0 lays a foundation for intelligent manufacturing. 
However, implementation challenges of scheduling algorithms in the context of smart manufacturing are not yet comprehensively 
studied. The purpose of this study is to show the scheduling No.s that need to be considered in the smart manufacturing paradigm. 
To attain this objective, the literature review is conducted in five stages using publish or perish tools from different sources such as 
Scopus, Pubmed, Crossref, and Google Scholar. As a result, the first contribution of this study is a critical analysis of existing production 
scheduling algorithms' characteristics and limitations from the viewpoint of smart manufacturing. The other contribution is to suggest 
the best strategies for selecting scheduling algorithms in a real-world scenario.
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1. INTRODUCTION

In smart manufacturing industries, huge amounts 
of data are generated from heterogeneous sources 
such as sensors, Radio Frequency Identification (RFID), 
and networked machines [1], [2]. Moreover, inherently 
stochastic processes exist in industrial processes [3]. 
The advancement of Industry 4.0 and industrial intel-
ligence leads to increased complexity, dynamics, and 
uncertainty on the shop floor [4]. This behavior paves 
the way for production scheduling challenges.

Scheduling algorithms should consider competing 
requirements to achieve a high-quality solution while 
remaining computationally efficient. Existing industrial 
scheduling solutions, such as heuristic algorithms, are ef-
ficient but difficult to implement in complex situations [5].

Heuristics, meta-heuristics, and mathematical pro-
gramming are prominent tools to solve scheduling 
problems. However, as the complexity and scale of the 
problem increase, the solution would be unstable or 
might lead to unacceptable computing overhead [3], 
[6], [7]. It requires plenty of time to find a new solu-
tion [8] or needs manual configuration efforts during 
changes because of its model-based implementation 
and static nature [9]. Moreover, it also lacks the adapt-
ability to a stochastic environment and needs a com-
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plex design process [10]. For example, as mentioned 
in [11], genetic algorithm has shown poor local search 
and slow convergence.

Despite the unavailability of scheduling algorithm 
challenges review in the smart manufacturing environ-
ment, there are an increasing number of review articles 
about smart manufacturing scheduling. 

 The purpose of this paper, unlike the previous review 
articles, is to emphasize the challenges of using differ-
ent scheduling algorithms in the production environ-
ment, to introduce current scheduling strategies and 
their characteristics from the viewpoint of complex 
manufacturing and dynamically changing environ-
ment in the context of smart manufacturing, and to 
show the possible future research directions from dif-
ferent perspectives.  The paper consists introduction to 
scheduling algorithms in production scheduling, a re-
view methodology, a literature review, and a discussion 
on the properties and challenges of current scheduling 
solutions followed by a conclusion and future work.

2. REVIEW METHODOLOGY

The review is conducted based on the following five 
criteria: a) semantic areas of the article search; b) repos-
itories used; c) document types; d) subject areas; e) lan-
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guage of the article (English only). The four semantic 
fields on which the article search was based are: a) field 
1: “shop floor scheduling problem”; b) field 2: “smart 
manufacturing”; c) field 3: “Scheduling technology & 
tools”; d) field 4: “Scheduling algorithm”. Terms for each 
semantics are selected based on their relevance after 
individual search and all terms yield a different result 
in each repository because of their difference in their 
query system. Four repositories are considered: a) Sco-
pus; b) Crossref; c) PubMed; d) Google Scholar.

The search results were initially obtained using pub-
lish or perish tool on Scopus, and the other three re-
positories are used to complement the search results. 
Publishers for lots of searched articles are: a) Elsevier; 
b) IEEE; c) Springer; d) SAGE publications; e) Multidisci-
plinary Digital Publishing Institute (MDPI); f ) Hindawi; 
g) Wiley Online Library; h) IOP Publishing. The review is 
conducted based on the following research questions:

a) Which algorithm does the industrial environ-
ment need?

b) What has been done so far in the production 
scheduling field that can contribute to smart 
manufacturing?

c) What still needs to be done for the practical 
implementation of scheduling solutions in the 
smart manufacturing industry?

3. LITERATURE REVIEW

The searched articles, as depicted in Fig. 1., are re-
viewed based on thematic and content analysis.

Fig. 1. Searches, collection, analysis, and synthesis 
methodology

Thematic Analysis: Based on the search term used in 
the reviewed articles, four thematic areas are identified 
using ATLAS.ti 9. These themes are smart manufactur-

ing, shop floor scheduling problems, scheduling algo-
rithms, and scheduling technology and tools.

Content Analysis: The content analysis is performed 
using the following phases: a) grouping of search ar-
ticles based on the conceptual scheme of the research, 
b) the focus, c) experimental evaluation techniques 
used, and d) contributions and shortcomings of re-
viewed articles.

2.1. SMArT MAnuFACTurInG

The term Smart manufacturing originated in the USA 
[12] and has no commonly accepted definition. Based 
on the study in [12], [13], smart manufacturing is a 
manufacturing operation that manages manufacturing 
processes with networked data. Likewise, the study in 
[14] defines the concept as a creation of manufacturing 
intelligence throughout all parts of the operation. It is a 
new manufacturing prototype in which manufacturing 
devices are entirely linked by wireless connections, su-
pervised by sensors, and managed with cutting-edge 
computational intelligence [15]. 

The key technologies in smart manufacturing involve 
IoT, CPS, cloud computing, machine learning, big data, 
and mobile internet  [14], [16], [17]. 

These technologies are realized through connected 
sensors, data interoperability, multi-scale dynamic 
modeling and simulation, smart digitization, and cus-
tomizable and multi-level network security [18]. Ma-
terials, data, production processes and tools, resource 
sharing and connectivity, predictive engineering, and 
sustainability are considered the fundamental compo-
nents [19]. The main idea behind this paradigm is to ac-
cumulate and evaluate massive amounts of manufac-
turing data to drive knowledge and rules [20].

Smart manufacturing involves the deployment of 
large amounts of sensors and IoTs, which requires the 
handling of big manufacturing data[15]. Big data is a key 
component in transforming today’s manufacturing into 
a smart manufacturing paradigm. It helps companies to 
be competitive using data-driven strategies [21] and sat-
isfy the needs of the manufacturing industry [14]. Deep 
learning, with its feature learning and large modeling 
capabilities, is an advanced analytics method for smart 
manufacturing. Based on the study in [21], smart manu-
facturing is divided into four modules i.e.,  “manufactur-
ing module, data driver module, real-time monitoring 
module, and problem processing module”. In the manu-
facturing module indicated in Fig. 2., the inputs are raw 
materials, and the outputs are finished goods.

Smart manufacturing has a different definition from 
different perspectives. For example, from the engineer-
ing point of view [22], smart manufacturing is charac-
terized by the application of advanced intelligent sys-
tems that enables rapid production of manufacturing 
products, dynamic response to demand, and real-time 
optimization of the production and supply chain net-
works. In other words, the connected manufacturing 
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resources take raw materials as input and produce a 
finished product for a customer. on the other hand, 
from (IoT & CPS) as well as interconnection perspective 
[23], smart manufacturing is defined as the collection 
of all stages of manufacturing data using sensors and 
different communication technologies to increase pro-
duction rate and reduce errors and production waste. 
However, from the viewpoint of predictive analysis and 
decision making [24], smart manufacturing is the op-
timization of planning and control of manufacturing 
activities such as fault diagnosis, risk assessment, re-
source utilization, predictive supply, and manufactur-
ing. Based on the aforementioned definition, this study 
focused on the scheduling approaches in interconnec-
tion and decision-making perspectives.

2.2. Shop Floor SChEDulInG problEMS

Scheduling is the process of assigning machines to 
a set of available jobs to optimize objective functions 
such as earliness or tardiness of jobs, job completion, 
and processing times [25]. By its nature, scheduling 
needs details about tasks to be executed and available 
resources with a set of constraints [17].

Fig. 2. Smart Manufacturing Modules

On the other hand, re-scheduling or pre-reaction 
scheduling is a way of scheduling again during the oc-
currence of new events [26]. It has two stages i.e., the 
pre-scheduling stage (generating scheduling for actual 
production) and the re-scheduling stage (re-configure 
the initial schedule to accommodate dynamic events). 
Robust scheduling forecasts potential future events 
based on the existing manufacturing state and gen-
erates a pre-schedule that includes different dynamic 
events. However, its success will be less effective if the 
dynamic conditions do not happen. Unlike the previ-
ous scheduling, the online scheduling is a real-time 
scheduling technique, that doesn’t prepare a schedule 

in advance and is mainly used after dynamic events 
happen. This scheduling strategy is mostly used in ac-
tual production

In the reactive scheduling approach, decisions at the 
control and scheduling level don’t consider dynamic 
events. As new events happen in production, a contin-
uous recalculation process will take place, which results 
to be computationally expensive [27]. Conversely, the 
preventive scheduling approach considers dynamic 
events and aims at finding robust scheduling solutions 
with and without the presence of disruptions. Schedul-
ing accuracy and performance are greatly influenced 
by the presence of uncertainty [28], [29].

Scheduling can be defined as classical scheduling 
and dynamic scheduling. In classical scheduling, all 
machines and constraints such as due date, processing 
time, etc. are available for scheduling [29]. The produc-
tion state usually changes with time. However, the pre-
defined states in this scheduling approach cannot ad-
dress all production states. Moreover, parameters are 
usually found by statistics or calculations [30]. 

Investigation of dynamic scheduling is introduced by 
Jackson in the 1950s [26]. The critical factors in a dy-
namic manufacturing environment are external distur-
bances such as failure and production scheduling plan 
[31]. Despite its advantage over classical scheduling, 
uncertainties in dynamic scheduling are from direct 
assumptions, rather than actual production data [30]. 
As a result, it is not sufficient to provide interactive 
feedback with the real production. Most of the classical 
research focused on classical scheduling, in which all 
system state is known in advance and do not consider 
changing events [32], [33]. However, in a real produc-
tion environment, unexpected events may occur at any 
time. For example, machine breakdown may happen at 
any time. So, it is also necessary to consider a mainte-
nance plan along with real-time scheduling [34]. 

Maintenance activities are usually non-separable 
with production scheduling [32], [33], [35]. Based on 
[34], there are two main groups of maintenance: cor-
rective maintenance (which involves repair during un-
expected machine breakdown) and preventive main-
tenance (a condition where a planned schedule is ex-
ecuted before machine breakdown happens). On the 
other hand, the study in [14] classified the industrial 
maintenance strategies into four: reactive (perform 
maintenance during complete machine failure); correc-
tive (identify and solve failures when it happens before 
total machine failure); preventive (performing regular 
maintenance to prevent partial or complete failure); 
and predictive (anticipate failures before it happens 
and guess the remaining useful life of the machine).

2.3. Job Shop SChEDulInG

Since the 1960s, Job Shop Scheduling Problems 
(JSSP) have been considered NP-hard problems [36], 
[37]. In JSSP, the number of jobs to be scheduled can 
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be processed at a pre-determined set of machines [38]. 
Machines can also be re-visited by the job more than 
once. The Re-entrant Job Shop Scheduling Problem 
(RJSSP) is more complicated than JSSP [39].

To address scheduling problems, many algorithms 
have been used on JSSP machine environments such 
as Hybrid Genetic Algorithm (HGA) [40], multi-agent 
system [41], variable neighborhood search algorithm 
[42], hybrid particle swarm optimization [39], genetic 
algorithm [43], and ant colony optimization [44], [45].

2.4. FlExIblE Job Shop SChEDulInG

Flexible Job Shop Scheduling Problem (FJSSP) is an 
extension of JSSP, where each operation can be oper-
ated beyond a single machine, and each machine is 
capable of performing distinct tasks [46]. As a result, it 
is more complicated than traditional JSSP [47]. It is also 
known as Integrated Process Planning and Scheduling 
(IPPS) [48]. Because of its applicability in different in-
dustrial applications, FJSSP has received wide attention 
from researchers. Based on the study in [48], flexibility 
is classified into three: operation flexibility (a situation 
where a process can be processed by different alterna-
tive machines); process flexibility (a condition where it 
is possible to finish the product by combining different 
operations); and sequence flexibility (when operations 
processing sequence is variable for the product). A flex-
ible job shop can respond quickly to market changes 
and customer demands [49]. In FJSSP, jobs may re-enter 
or visit the center more than once before completing 
the process [38]. This feature is widely known in printed 
circuit board and semiconductor industries. 

Some of the previous research’s objective functions 
and used algorithms are illustrated in Table 1. 

Table 1. Previous works on FJSSP

references objective Algorithms

[47] Makespan 
and energy

Simulated Annealing (SA) and Artificial 
Immune Algorithm

[49] Energy Ant Colony Optimization (ACO)

[50] Mean 
tardiness Greedy randomized adaptive search

[51] makespan 
and energy simulated annealing

[52] Makespan 
and energy Backtracking search algorithm

[53] Makespan 
and energy Genetic algorithm (GA)

[54] Makespan Quantum algorithm

[38] Makespan Approximation algorithm

[55]
Makespan 
and due 

date
Iterated greedy constructive heuristic

[56]
Makespan, 

machine 
workload

Clustering search metaheuristics

[57] Makespan Jaya algorithm, Monte Carlo

[58] Makespan Genetic algorithm

[37]
Makespan 

& setup 
time

Non-Dominated Searching Genetic 
Algorithm (NSGA-II)

[59] Makespan Constraint Programming (CP)

[60] Makespan Genetic algorithm

2.5. FloW Shop SChEDulInG problEMS

The flow shop is composed of multi-stages, and each 
stage comprises only one machine [61]. In Flow Shop 
Scheduling Problem (FSSP), machines are assumed to 
be available during the entire planning setting [33]. It 
deals with the sequencing of jobs that enters a speci-
fied number of machines usually in the same order. 
Some of the previous studies on the FSSP machine en-
vironment are presented in Table 2.

Table 2. Existing studies on FSSP

references objective Algorithms

[62] Makespan 
and cost Mixed Integer Programming (MIP)

[32] Makespan 
and cost NSGA-II and PSO

[35]

Makespan, 
earliness, 

and 
tardiness

Genetic algorithm and Harmony search

[63] Makespan MIP

[64]
Makespan 

and job 
flow-time

Dispatching rules

[65]
Makespan 
and total 
tardiness

Fruit fly optimization algorithm

[66] Cost MIP

[67] Total flow 
time MIP

[68] Makespan MIP

[61]
Makespan 
and total 
tardiness

Evolutionary algorithm

[69] Makespan Simulated annealing

[70] Makespan Genetic algorithm & tabu search

[25] Makespan NSGA-II

2.6. SChEDulInG AlGorIThMS

The most commonly used scheduling algorithms in 
previous research are meta-heuristics, exact methods, 
reinforcement learning, deep reinforcement learning, 
and multi-agent deep reinforcement learning.

2.6.1. heuristics/ Meta-heuristics

Metaheuristics algorithm usually adopts optimiza-
tion and approximation methods [44]. An optimization 
method is used to find solutions in mathematical com-
putation. However, its application is limited in real-time 
because it takes too much time to find an optimum 
solution. It also requires mathematically sophisticated 
uses so that it is computationally intractable [17]. Con-
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trarily, the approximation method is used when it is dif-
ficult to apply the optimization method. The approxi-
mated optimal solution is found within a specific time 
for a calculation. The approximation algorithm runs in 
linear time. As a result, it is computationally efficient 
[38]. For example, Evolutionary Algorithm (EA) is one 
of the algorithms that is used to find an approximate 
solution [52], [71].

Industrial environment scheduling operation needs 
an efficient algorithm. MIP is an effective approach 
for solving small-scale instances [62]. This approach is 
used to find an optimal solution based on the designed 
constraints. The main weakness of this method is that 
it tries to solve comprehensive problems by breaking 
them down into different sub-problems and then us-
ing the result of one sub-problem as input to the next 
sub-problem [72]. As a result, it could be difficult to find 
the solution in case of different conflicting constraints. 
For small-scale problems, centralized approaches such 
as MIP or CPLEX are well suited [73].

In principle, all metaheuristics can be applied to the 
Flexible Job Shop Problem (FJSP). Due to its fewer pa-
rameters, Particle Swarm Optimization (PSO) is much 
simpler and easier to maintain [46]. Although its con-
vergence speed is fast, PSO will converge to the local 
optimum and will not be able to jump out with a maxi-
mum iteration rate [39]. PSO is known for convenient 
variable neighborhood search and flexible coding 
methods for solving some combinatorial optimiza-
tion problems. Likewise, The Variable Neighborhood 
Search (VNS) algorithm is a metaheuristic optimization 
approach for solving combinatorial problems. It finds 
a solution's neighborhood until a better solution than 
the existing one is found, and moves to another [74].

2.6.2. Multi-Agent Systems (MAS)

The classical MAS method uses only a single dis-
patching rule and doesn’t consider the impact of envi-
ronmental changes in selecting dispatching rules [75]. 
This behavior in turn leads to poor scheduling perfor-
mance. From the viewpoint of scheduling results, Ar-
tificial Intelligence (AI) algorithms perform better than 
MAS [49].

Multi-Agent System (MAS) is an agent-based system 
in which distributed agents make their own decisions 
using available information to ensure the whole sys-
tem runs smoothly [76]. Another type of MAS approach 
is one in which agents negotiate while distributed 
agents make scheduling or production planning deci-
sions. To mention a few, dynamic scheduling algorithm 
for allocating tasks on MAS with ring structure bidding 
method and negotiation method [77]; scheduling of 
distributed machines with negotiation and bidding 
protocol [78], and agent negotiation protocol to cope 
with the dynamic manufacturing environment [79].

However, in negotiation and agreement protocol, 
negotiation between agents is performed through a 

predetermined rule-based mechanism [80]. As a result, 
adaptation to the environment remains a challenge.

The combination of decentralized production sys-
tems and Industry 4.0 complicates production sched-
uling optimization. In comparison to the centralized 
production control system, the decentralized produc-
tion control system has low complexity, improved 
scalability, and real-time capability. Implementation 
of MAS on these problems simplifies the solutions. De-
spite its solution efficiency, multi-agent systems in this 
environment tend to show local optimization [81]. To 
address these challenges, cooperative multi-agents are 
necessary.

2.6.3. reinforcement learning

Reinforcement learning (RL) is concerned with learn-
ing from experiences. It describes how agents learn the 
best policy to achieve the desired objectives by observ-
ing an environment, performing possible actions, and 
obtaining a reward as a result. The agents' goal is to 
maximize cumulative reward [82].

No algorithm is adaptive enough to address all the 
wide area of manufacturing problems. Algorithms in 
previous studies need high computational efforts and 
failed in the real manufacturing industry where there 
are dynamic events and uncertainties [83].

Smart manufacturing scheduling differs from job 
shop scheduling in several ways, including a large 
number of tasks and services, as well as the dynamic 
states and uncertainties. Scheduling is a critical process 
for manufacturing industries to maximize profits while 
lowering costs. Specifically, in a  dynamic and complex 
manufacturing environment, poor scheduling results 
in higher costs, longer production times, and higher 
tardiness [84]. Thereby, to comply with the complexi-
ties of a manufacturing site and improve its effective-
ness, scheduling must be transformed and enhanced 
for sustainability and intelligence.

JSSP has been thoroughly researched over the last 
several decades, and numerous techniques for solv-
ing classical JSSP have been developed. Nevertheless, 
in real manufacturing industries, the environment is 
mostly dynamic, such as new job arrivals and machine 
failure [85]. Dynamic systems begin with the jobs that 
arrive first and are assumed to follow a probabilistic 
rule [86]. 

Task scheduling methods are divided into two: pre-
cise and approximate scheduling methods [87]. The 
precise methods search the entire search space for 
the global optimum solution. consequently, they are 
computationally complex and are inefficient at solving 
complex scheduling problems. Conversely, approxi-
mate methods have lower complexity and get the ap-
propriate solution faster, while having greater advan-
tages in solving complex scheduling problems. Howev-
er, approximate methods cannot ensure an optimum 
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solution to the scheduling. A scheduling algorithm's 
main objective is to use a small number of machines to 
process a specified number of jobs while optimizing an 
objective [88].

The high dynamics, difficulty, and unpredictability 
of the JSSP environment continue to pose significant 
challenges [4]. Most JSSP methods are implemented 
as centralized algorithms with complete knowledge of 
the manufacturing process [88]. In contrast, one of the 
visions of Industry 4.0 is decentralized, self-learning, self-
organizing, and self-optimizing production control [89]. 

The use of RL in JSSP has huge benefits. First, it is 
more adaptable than classical priority dispatching rule 
heuristics. Furthermore, developing such heuristics is 
tiresome because they require a great deal of expertise 
in a scheduling instance to be efficient [8]. RL, unlike 
traditional COP methods like Linear Programming (LP) 
or Constraint Programming (CP), can model dynamic 
uncertainties.

The existing research summary on RL-based DJSSP is 
presented in Table 3.
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[8] JSSP Makespan Actor-critic Job order and 
processing time

[90] JSSP
Robustness 

to processing 
time

DQN
Random 

processing time 
(RPT)

[91] JSSP Lead time DQN Machine Failure 
(MF)

[92] FMS Makespan PNC & 
DQN No

[93] JSSP Makespan DQN Random Job 
Arrival (RJA)

[85] FJSSP Total 
tardiness DQN New job insertion

[94] FJSSP Makespan Q-learning RPT

[74] JSSP Mean flow 
time Q-learning RJA & MF

[87] FJSSP Makespan DQN RJA

Table 3. Studies on RL-based DJSSP

In dynamic JSSP multi-agent configuration, a Markov 
property which is considered a precondition for conver-
gence will fail because of the independent updating pol-
icy by each agent [93]. However, integrating the whole 
JSSP into a single agent helps to avoid multi-agent inter-
ference with each other and convergence to local opti-
mum. As a result, it has the advantage of stability.

2.6.4. Q-learning

Q-learning is characterized as an off-policy method 
and with its early convergence behavior [82]. In Q-
learning, there are different No.s: the learning process 

could result in a local optimum solution or it could take 
longer to succeed and generalization problem [86]. 
Similarly, the presence of a large number of environ-
mental states limits the accuracy of the applied RL ap-
proach [95]. SARSA and Q-learning are model-free Tem-
poral Difference (TD) algorithms. In SARSA, the action is 
chosen at random with a probability, while in Q-learn-
ing, the action is the one that increases the value. That 
means, Q-learning greedily learns state-action value 
without looking at the policy [96]. If the environment is 
entirely observable, the DP approach could be used to 
infer optimum policy. However, usually, it is unknown, 
and no precise understanding of the environment ex-
ists. Under these scenarios, RL finds the optimum strat-
egy using an iterative process [82].

One of the main challenges of Q-learning in sched-
uling is its limitation on continuous state space. In 
the practical industrial environment, where there is a 
continuous state feature, the total number of states is 
potentially infinite, establishing a massive Q table is un-
realistic [8].

2.6.5. Deep reinforcement learning

Deep Reinforcement Learning (DRL) has been recent-
ly applied from Traveling Salesman Problem (TSP) in a 
graph optimization to Satisfiability problem [97]. DRL 
solutions to scheduling problems, on the other hand, 
are more recent and limited. DRL has the following fea-
tures which are suitable for intelligent scheduling: (1) 
Ability to communicate with its surroundings and utili-
zation of feedback data to optimize its strategy. (2) DRL, 
like different machine learning algorithms, requires 
intensive offline training; however, becomes efficient 
while executed. (3) The synchronization of DNN param-
eters takes advantage of the scheduling policy consis-
tency between the simulation model and a real factory 
[92]. Solving dynamic scheduling problems requires 
the environment to satisfy the MDP requirement.

In DRL, the neural network is used to pick a candidate 
action. The main advantage of DRL is the ability to dem-
onstrate the complex model in a comparatively simple 
manner than RL [84]. Furthermore, the agent learns 
the optimal strategy by trial and error, and this strategy 
helps the agent to decide in a dynamic environment.

2.6.6. Deep Q network

When DNN is utilized to approximate the Q-value, it is 
known as a Deep Q Network (DQN). The problem of RL 
is its inability to converge because of the correlation be-
tween the expected value and Q-value [84]. DQN uses 
experience replay memory, which stores encountered 
data, to choose the data at random during learning to 
eliminate the correlation. The target network's weight 
is also iteratively updated for optimal convergence of 
the anticipated Q-value. The only distinction between 
DQN and Q-learning is; that in DQN, the agent's brain is 
DNN, whereas, in Q-learning, it is Q-table.
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In complex job shop settings, breaking down and 
adjusting global objectives to local Key Performance 
Indicators (KPIs) is difficult. The DQN agent optimizes 
globally rather than locally. This implies that manually 
breaking down production objectives is not essential 
[89]. Regardless of its benefits, DQN has also draw-
backs. First, training is time-consuming. Second, due to 
the black-box nature of the neural network, it is difficult 
to anticipate how DQN agents will behave in uncertain 
situations. It is also incapable to deal with continuous 
action spaces.  Because of the continuous nature of the 
training process, each agent's policy changes regularly. 
This prevents straightforward usage of experience re-
play, which enables DQN to learn stability. Moreover, 
Deep Policy Gradient (DPG) also suffers from high vari-
ance [98]. Experience replay is the agent's huge experi-
ence data pool in which the experience, at each step, 
will be stored [8]. 

2.6.7. Drawbacks of Drl

There are two types of RL: model-free and model-
based. The latter forecast the future state and under-
stand the entire MDP transition model. Conversely, the 
majority of JSSP states are usually huge, if not infinite, 
which makes it impossible to understand the entire 
changing scenario [8].

The major challenge in model-free DRL is the absence 
of robustness when the environment changes [99]. It 
has less potential for reacting to huge environmental 
uncertainty. These constraints can be solved by retrain-
ing the model on the different distributions before 
deployment. Likewise, combining this approach with 
a model-based strategy enables solving the problem. 
Furthermore, DRL involves a large sample, which could 
be obtained by interacting with the simulator, to learn 
an optimum strategy. This simulation model should be 
efficient, but usually hard to construct.

In the case of Policy Gradients (PG) methods, there 
is no guarantee of optimality [99]. The best strategy to 
train model-free algorithms is by making a deliberate 
mistake early on and then determining which actions 
result in the maximum long-term rewards using a se-
ries of Monte Carlo simulations of the scheduling en-
vironment. Designing a reward is also a big challenge 
in DRL [8]. 

2.7. Scheduling Technology and Tools

The emergence of CPS has led to the development of 
digital twin technology. Digital twins are a digital copy 
of the physical machine and are modeled based on dif-
ferent dimensions such as geometric, physical, behav-
ioral, rule, and data modeling.

2.7.1. Digital Twin

Digital Twin (DT) was first introduced by prof. Michael 
Grieves in 2003 [100]. The main idea of DT is the realiza-
tion of interoperability and interconnection between 

virtual and physical elements of the shop floor [30]. 
There is no commonly agreed definition of a digital 
twin. However, the general definition of DT is a simu-
lation model of a real-world system that is linked to a 
physical twin [101]. This linkage aids in the collection 
of actual data for simulation, and forward responses to 
the physical environment to fine-tune the behavior of 
the actual component [102].

DT can be used in a variety of settings, including 
production and manufacturing processes [31], and 
in all stages of product lifecycle [102], digital product 
development, process planning, lean manufactur-
ing, construction of smart cities, energy, and mining 
solutions [103]. Nevertheless, it is not yet extensively 
implemented in the production stage [102]. The main 
advantage of using DT includes a reflection of the real-
time working process and direction for the subsequent 
operational process of the physical model. Apart from 
simulation, DT is used to showcase unknown problems 
by predictions [103]. DT enables cyber-physical inte-
gration and real-time management between physical 
objects and digital representation [20].

DT is composed of four levels i.e., geometry, physics, 
behavior, and rules [104], and it helps not only to show 
the dynamic and geometric features but also to de-
fine the physical attributes and rules [102]. Using DT in 
production has also some challenges. To monitor com-
posite twin data and extract insights it represents, an 
effective technique is required [31]. In addition to this, 
it is time-consuming and costly and requires experts in 
different areas, for the construction of complete and 
detailed DT [29]. Accurate and highly efficient commu-
nication between physical and digital spaces is needed 
[101]. Moreover, security No.s are also a critical compo-
nent that needs to be considered before applying it to 
a larger scale.   

In previous research, the digital twin has been used 
to assist with a scheduling problems. Machine failure 
detection and performance evaluation [27], [29], analy-
sis of transportation and production processing stages 
[60], process simulation and production scheduling 
[17], and production scheduling for defense weapon 
systems [83] are among the studies. The reason why the 
simulation package becomes better than the stochas-
tic Petri-net package is, because of its convenience, 
timely, and easier to operate nature [102].

Based on the analysis, existing manufacturing para-
digms have the following limitations. Interconnection 
between physical machines and virtual models, the inter-
connection between the virtual model and physical pro-
duction, generation of accurate data by converging the 
data from virtual and physical spaces, a realization of intel-
ligent production simulation and optimization [30]; and 
lack of consideration of actual transportation condition 
in shop floors [60] are among the challenges. Most of the 
existing studies on digital twins focus on individual ma-
chines [83] and remain a challenge on how to construct 
and when to apply them on the shop floor [102].
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2.7.2. petri net

A Petri net (place/transition net) is a directed con-
nected graph that represents a finite set of arcs and 
used as a tool for process transitions. Topologically 
structured graphs or nets, which can represent regula-
tions and connections are more capable of modeling 
production processes than standard tensors [92]. It is a 
popular method of process modeling not for searching 
for optimal scheduling. For example, in heuristic strat-
egies, Petri nets design the manufacturing process, 
while heuristic rules focus on resolving scheduling con-
flicts [95]. The main drawback of PN-based scheduling 
is state space explosion.

4. DISCUSSION 

In the era of smart manufacturing, a vast amount of 
data is being generated from different smart products 
and resources, which always provide feedback about 
their status to the system. Despite the extraction of the 
enormous amount of data, machine interoperability 
between shop floor environments is still a challenge.  

The future of IoT objects will be standardized to-
wards everything-as-a-service, which will bring better 
interoperability, re-usability, lower complexity, and 
higher scalability options. However, it will also incur 
high costs, have a lack of standards, lack of knowledge, 
and other limitations. The research findings based on 
the expert ideas in [105] show that service-oriented ar-
chitecture will be the core component of smart manu-
facturing. So, this will help to solve the interoperability 
problems.

The most challenges found in the study are shop floor 
environment challenges related to CPS and handling of 
large amounts of information in adaptive manufactur-
ing, machine pro-activeness (suggesting changes by 
themselves) and scheduling, decentralized and flexible 
decision making, human-robot collaboration, and con-
stant evolution of new technologies.

Moreover, the choice of algorithm for the industrial 
environment is still vague. Usually, academic research 
algorithms' performance is evaluated with existing 
algorithms on the same setting, parameters, and con-
straints. This strategy will not help to implement the 
solution in the real environment. Algorithmic sched-
uling solutions should be evaluated not only with the 
existing algorithm but also with the Key Performance 
Indicators (KPI) of the particular factory.

However, if the solution has to deal with the real in-
dustrial environment, then adaptive scheduling such 
as RL and DRL can be the best fit. Dynamic Program-
ming (DP) operates in fully observable MDP. In other 
words, DP can only be applied in environments with 
fully known transition probability. But in the real world, 
it is difficult to anticipate the entire environment and 
it is also computationally expensive. Similarly, Monte 
Carlo (MC) methods cannot be applied in an expensive 

critical industrial environment. The backup or update 
is performed at the terminal state. To update the value 
function, this approach waits for something to happen. 
In this case, if the machine is broken down, or if it ex-
plodes, it is difficult to reverse the initial working state.

Multi-agent Deep Reinforcement Learning (MADRL) 
scheduling algorithms are used to deal with dynamic 
uncertainty and a huge environment. However, the so-
cial dilemma is the main challenge to implement the 
solution. In another word, if each agent is competing 
with each other in a multi-agent environment, then 
they will waste resources. So, to make them synchro-
nized and achieve a common goal, an appropriate re-
ward function is needed. In MADRL, crafting a reward 
function is the most difficult task.

5. CONCLUSION AND FUTURE WORK 

Scheduling tasks requires a comprehensive account-
ing of jobs and resources which are available with pos-
sible limitations in their use [17]. Scheduling problems 
are not only NP-hard but also computationally difficult 
combinatorial problems.

The common bottlenecks in dynamic scheduling 
include prediction of machine availability, disruption 
detection, and performance evaluation [29], [31]. Dy-
namic events and uncertainties are the main cause of 
scheduling performance deterioration and production 
disruption. The widely used approach of disturbance 
detection is, setting predefined constraints as a bench-
mark to evaluate the change between actual produc-
tion and the anticipated plan. However, manufactur-
ing states always change with time so the predefined 
benchmarks cannot correctly visualize currently an-
ticipated production states. The other limitation of 
existing dynamic scheduling research is that dynamic 
events are considered from direct assumptions or de-
rived by statistics rather than actual production data. 
As a result, it fails to provide interactive feedback and is 
limited in solving real-time problems.

Smart manufacturing system usually fails to achieve 
the desired objective because of non-reasonable de-
sign [106]. Incorporating AI techniques with a digital 
twin-based design approach can be a solution to such 
problems. In the majority of existing scheduling solu-
tions, the machine states are modeled as a binary state 
i.e., up or down. However, it could also be interesting to 
consider the rate of machine performance degradation 
and the time to go to an intermediate state before its 
failure.

States in a job shop environment are infinite. As a re-
sult, applying model-based RL methods that know the 
entire MDP transition model is not recommended. An 
infinite number of states makes it difficult to understand 
the entire transition situation. Moreover, the challenging 
issues in model-based RL scheduling is the exhaustive 
computation of Q values. When the number of machines 
and jobs is more than twenty, the agent will find it hard 
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to find an optimum policy and difficult to converge to 
the global optimum. Because the value has to be com-
puted for every possible state. However, improving the 
policy directly using the policy-based approach leads to 
convergence and an optimum policy.    
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Abstract – A new approach to optimize the design of a shell and tube heat exchanger (STHX) is developed via a genetic algorithm (GA) 
to get the optimal configuration from a performance point of view. The objective is to develop and test a model for optimizing the early 
design stage of the STHX and solve the design problem quickly. GA is implemented to maximize heat transfer rate while minimizing 
pressure drop. GA is applied to oil cooler type OKG 33/244, and the results are compared with the original data of the STHX. The simulation 
outcomes reveal that the STHX's operating performance has been improved, indicating that GA can be successfully employed for the 
design optimization of STHX from a performance standpoint. A maximum increase in the effectiveness achieves 57% using GA, while 
the achieved minimum increase is 47%. Furthermore, the average effectiveness of the heat exchanger is 55%, and the number of transfer 
units (NTU) has improved from 0.475319 to 1.825664 by using GA.

Keywords: Genetic algorithm, Optimization, Overall heat transfer coefficient, Shell and tube heat exchanger

1. INTRODUCTION

The heat exchanger is a thermal medium that trans-
fers heat between two or more fluids at different tem-
peratures [1-3]. Heat exchangers are widely utilized 
in industrial applications such as chemical processing 
systems, waste heat recovery units, power plants, food 
processing systems, air conditioning systems, refrigera-
tion, heating, and automobile radiators [2]. 

According to specific heat exchange requirements, 
various types of heat exchanger equipment such as 
casing and tube, bare tube, finned tube, spiral, plate, 
frame, and plate coil are used [4].

Among these heat exchangers, STHX is the most com-
monly used type due to its easy maintenance, applica-
tion versatility, and resistance to high temperature and 
pressure [5-7]. This type comprises several round tubes 
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mounted inside a cylindrical shell and has five major com-
ponents [8]: the shell, tube bundle, front head, rear head, 
and the baffles [8,9]. The fluid enters and exits the tube 
side through the rear and front headers. Baffles support 
the tubes by increasing the turbulence of the shell fluid 
and directing the fluid flow to the tubes (approximately 
transversely), increasing the heat transfer intensity. Heat 
exchange occurs when one fluid flows outside the tubes, 
and the other fluid flows through the tubes [8].

Several geometric parameters determine the STHX 
performance [9,10], including the flow rate ratio be-
tween the tube and shell sides, the heat transfer coef-
ficient on the shell and tube sides, the type and spac-
ing of baffles, pressure drop, fouling, and turbulence. 
There are three common types of STHX as follows; 
STHX with segmental baffles (STHX-SG), STHX with 
continuous helical baffles (STHX-CH), STHX possessing 
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staggered baffles (STHX-ST). STHX-SG is most common 
and widely used because of its ease of installation and 
low cost. STHX-SG, on the other hand, offers high heat 
transfer performance due to its crossflow on the shell 
side. A type of STHX known as STHX-CH produces shell-
side helical flow. The last one, STHX-ST used both con-
tinuous helical baffles and segmental; it has the con-
venience of segmental baffles in terms of fabrication 
and installation and the helical flow generated by heli-
cal baffles. Shell inner diameter, outer tube diameter, 
baffle spacing, baffle cut, and baffle orientation angle 
are all design parameters that substantially impact the 
overall performance of this heat exchanger [5].

The design of STHXs that meets a specified set of de-
sign constraints and provides the optimum heat duty 
includes many geometrical and operative variables [11]. 

An optimum heat exchanger configuration has been 
extensively applied with artificial intelligence (AI) meth-
odology, particularly AI-based on metaheuristics. For the 
cost-effective design of STHX, GAs have been adopted 
as an optimization method to improve the design [9]. 

Many standards for STHX aimed to help designers, 
engineers, and users work more efficiently. Many pro-
ducers and consumers widely use tubular exchanger 
manufacture association (TEMA) standards, covering 
manufacturing tolerances, thermal relationships, per-
formance data, installation, maintenance and opera-
tion, vibration standards, mechanical standards, and 
recommended good practices [12].

Optimization of STHX has been conducted with 
metaheuristics and deterministic methods [13]. High-
dimensional problems cannot be solved with an exact 
optimization algorithm. It is impossible to conduct a 
comprehensive search with the size of the problem be-
cause the search space grows exponentially with size. 
The population-based optimization algorithms can be 
used to find near-optimal solutions to difficult optimi-
zation problems. Metaheuristic algorithms are optimi-
zation methods based on a stochastic approach that 
can produce solutions with good and reliable approxi-
mations in a reasonable amount of time [16]. These ap-
proaches are one of the most complex computational 
intelligence models that greatly approximate optimiza-
tion problems [13,17]. 

The objective function does not need to be differen-
tiated for metaheuristics. Metaheuristics are more effi-
cient than simple heuristics or calculus-based methods. 
As a result, they may be used to search over many so-
lutions with less computational effort than traditional 
calculus-based methods [14,15]. However, algorithms 
of this sort are often constructed on disordered solv-
ing strategies based on random numbers rather than 
robust and accurate computations and hence may not 
always reach the global optimal point [16]. Although 
they have no guarantee of good performance, meta-
heuristic algorithms have been found to perform ac-
ceptably in many use cases [18,19].

Bio-inspired and physics/chemistry-based algo-
rithms are the major divisions. Biogeography-based op-
timization (BBO), estimation of distribution algorithms, 
differential evolution (DE), (EDAs), and flower pollina-
tion algorithm (FPA) are mentioned as an example of 
the so-called bio-inspired algorithms. Some other al-
gorithms are swarm intelligence-based, a subcategory 
of bio-inspired algorithms such as artificial bee colony 
(ABC), ant colony optimization (ACO), cuckoo search 
(CS), grey wolf optimizer (GWO), particle swarm optimi-
zation (PSO), and whale optimization algorithm (WOA). 
Simulated annealing (SA), big bang-big crunch (BBBC), 
and harmony search algorithm (HSA) are examples of 
physics/chemistry-based algorithms that were inspired 
by physical or chemical phenomena [13].

GA has successfully obtained optimal designs for 
STHE in several works, including [20, 21].

Selbas et al. [22] applied GA to optimize the STHX 
economically by varying the design variables: outer 
shell diameter, outer tube diameter, baffle cut, baffle 
spacing, number of tube passes, and tube layout. In 
addition, they determined the heat transfer area as an 
objective function using the logarithmic mean tem-
perature difference (LMTD) method. They concluded 
that the heat transfer area increases as the total cost 
increases.

Antonio et al. [23] used GA in Toolbox to optimize 
a heat exchanger; the objective function is based on 
the heat exchanger's total cost. They compare their 
results to conventional approaches by reducing the 
objective function while considering decision variables 
such as tube diameter, casing diameter, and septum 
area. Compared with traditional methods, the results 
showed that the performance of the heat exchanger 
was improved.

Guo et al. [24] developed a new approach for STHX 
optimization design using entropy generation minimi-
zation and GA. The rate of dimensionless entropy gener-
ation was used as the objective function. A variety of de-
sign variables were taken into account. They found that 
the effectiveness of the STHX was significantly increased 
while pumping power was reduced simultaneously. 

Patel et al. [25] investigated the optimization of 
STHXs from an economic viewpoint using PSO. They 
compared the optimization results to those obtained 
by the GA and found that the PSO algorithm outper-
forms the GA in terms of predictive performance. 

Vahdat Azad and Amidpour [26] optimized STHX us-
ing a GA to lower the total cost of the heat exchanger. 
Although GAs, CS, and firefly algorithm (FA) were used 
by Khosravi et al. [27], they concluded that when GAs 
were implemented, it was impossible to find designs 
that met the constraints while FA could come up with 
good designs.

Dastmalchi et al. [28] investigated the PSO algorithm 
in a double pipe heat exchanger with finned tubes. 
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Their findings revealed that as the Reynolds number in-
creased, the optimum height of the fin increased as well. 

Saijal and Danish [5] designed the STHX-ST by incorpo-
rating helical and segmental baffles features. They inves-
tigated the influence of five design parameters through 
numerical analysis: outer tube diameter, inner shell di-
ameter, septal orientation angle, septum cut-out, and 
septum spacing on STHX-ST performance. They imple-
mented multi-objective optimization using GA, where 
the heat transfer rate is maximized while the pressure 
drop is minimized. They used artificial neural networks 
(ANNs) to approximate the optimization of the objective 
function. Using the computational fluid dynamics (CFD) 
and Taguchi orthogonal test table analysis, the training 
data for ANNs are generated. Finally, they provided the 
optimal design parameters for minimum pressure drop 
and maximum heat transfer rate.

 There may be contradictions regarding the efficiency 
of using GA to optimize STHX because of the confusing 
relationships between optimizing STHXs economically 
and optimizing them from a performance standpoint.

The GA enables the design problem to be solved 
quickly and enables the designer to examine some 
high-quality alternative solutions, giving the designer 
more flexibility concerning traditional methods in his 
final selection [23].

Improving the heat exchange capacity of the heat 
exchanger used in the industry by improving its effec-
tiveness to increase production capacity is a great chal-
lenge. Therefore, this study aims to improve the effec-
tiveness of STHX, which already works for an industrial 
application, by using GA. We used GA to improve the 
design optimization of STHX from a performance point 
of view. MATLAB and the optimization toolbox of MAT-
LAB are used to apply our mathematical model. The 
proposed algorithm is compared with the STHX data 
of each run to demonstrate the effectiveness and best 
points under each run. 

The main contributions of this research paper are:

•	 Formulate a mathematical model for oil cooler 
type OKG 33/244 STHX

•	 Applying the GA to an industrial model of STHX 
(oil cooler type OKG 33/244). 

•	 Improve the effectiveness of the oil cooler type 
OKG 33/244.

•	 Deciding the issue of whether or not GA can im-
prove the effectiveness of STHX, from a perfor-
mance point of view.

Following is the remainder of this paper; a descrip-
tion of the hydraulic thermal design formula of an 
STHX can be found in section 2, and an overview of the 
GA can be found in section 3. Next, section 4 describes 
the results and computational analysis, while the last 
section (section 5) provides the concluding remarks.

2. DESIGN FORMULATIONS OF A SHELL AND 
TUBE HEAT EXCHANGER

This section presents the equations used in the cur-
rent study to calculate the heat transfer coefficients 
(HTC) of STHX and the objective function of the study. 

2.1. SHELL AND TUBE HEAT TRANSFER  
 COEFFICIENT

The convective HTC depends on the flow regime and 
the fluid velocity. The HTC for the flow in the tubes can be 
determined using several equations. Regarding the phe-
nomenon of intra-tube flow and according to the pressure 
drop (PD) calculations and the flow regime in HTCs, the in-
tra-tube flow is divided into transition, relaxation, and de-
veloped turbulence. The dimensionless Reynolds number 
in the mobility factor concept is the criterion for separat-
ing these three areas. The fluid acts as a barrier to its move-
ment [29]. Laminar HTC is calculated using the Seider-Tate 
correlation described in [30,31]. Hausen correlation [32] 
is applied to transient conditions, whereas Dittus-Boelter 
correlation [29] is widely used to describe fully developed 
turbulent (turbulent area) flow conditions in tubes.

The heat transfer surface area, 𝐴, for the exchanger 
is firstly determined according to the following equa-
tions (1) to (6) [33]:

(1)

Calculate the number of tubes

(2)

Calculate heat transfer surface area

(3)

Calculate the Tube side Reynolds number

(4)

Calculate Darcy friction factor

Calculate tube side convective coefficient

(5)

(6)

In the above equation (6), the coefficients are calcu-
lated; for laminar flow (Ret<2300), for transition flow 
(2300<Ret<103), for fully developed turbulent flow 
(Ret>104).
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Where 𝑓𝑡 and 𝑘𝑡 are the Darcy friction factor and 
the tube side thermal conductivity, respectively. All 
unmentioned symbols are listed in Table (7) in the no-
menclature table.

The hydraulic shell diameter De is computed as:

(7)

(8)

The fluid velocity inside the tube, Reynolds number, 
and Prandtl are calculated from the equations 9-10:

(9)

(10)

The shell side heat transfer coefficient hs is calculated 
using Kern's formula for STHX-SG [9].

(11)

On both the shell and tube sides, the overall heat 
transfer coefficient (U) is calculated using the heat 
transfer coefficients and fouling resistances. Fouling 
resistances are calculated based on literature data for 
various fluid types and operating temperatures. The 
overall heat transfer coefficient is calculated using the 
formula [11]:

(12)

The minimum and maximum thermal capacity, Cmin 
and Cmax, respectively, are defined as below,

(13)

(14)

2.2. PROBLEM DESIGN 

In this study, the objective function for the design 
optimization issue is the thermal efficiency of the oil 
cooler type OKG 33/244 STHX (Fig.1) by varying the de-
sign variables: tube inside diameter(dt,i), tubes length 
(L), shell diameter (D), number of tubes (nt), effective-
ness (ε), and output temperature of hot fluid (Th,o).

The effectiveness-number of transfer units (ε-NTU) 
method and the LMTD method are often used for heat 
exchanger design and analysis [34]. In heat exchanger 
analysis, LMTD is straightforward when both the outlet 
and inlet temperatures of the hot and cold fluids can 
be determined from the energy balance. In addition, it 
is great for determining the size of a heat exchanger to 
achieve the right outlet temperature.

On the other hand, NTU is a direct measure of the 
surface area of the heat transfer; consequently, the size 
of the heat exchanger is proportional to the NTU [35].

Fig.1. Oil cooler-Type: OKG 33/244

Accordingly, the ε-NTU approach is chosen in the 
proposed work. It can estimate outlet temperatures 
without requiring a numerical iterative solution to the 
nonlinear equations system.

The heat exchanger's size and heat transfer rate can 
be measured by the number of thermal units (NTU) us-
ing Eq. 15 [36]. All symbols are listed in table [7].

(15)

The heat capacity ratio Cr is measured according to 
Eq. 16 [37].

(16)

The effectiveness (Ɛ) is calculated according to Eq. 17 
[37].

(17)

The following equation gives the heat exchange rate 
between cold and hot currents [13].

(18)

(19)

Where Cmin=Ch 

The transfer rate (heat duty) (qC=qh) are calculated as 
follows [13] :

(20)

(21)
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3. OPTIMIzATION TECHNIqUE

GAs are parameter search procedures for artificial sys-
tems based on the mechanics of natural genetics [38]. The 
GA methodology is used to solve optimization problems 
by performing a stochastic search of the solution space 
using strings of integers representing the optimized pa-
rameters, known as chromosomes. For these modeling 
applications, each integer within these chromosomes is 
referred to as a gene, and each gene has a decimal val-
ue between 0 and 9 [39]. They begin with a population, 
a collection of solutions (represented by chromosomes). 
Next, a population's solutions are taken and used to cre-
ate a new population. This is driven by Darwinian survival 
of the fittest and a structured random exchange of in-
formation using reproduction, crossover, mutation, and 
permutation operators. First, solutions (parents) are cho-
sen to create new solutions (offspring), which are chosen 
based on their fitness—the more fit they are, the better 
their chances of reproducing. This is repeated until certain 
conditions are met, such as the number of generations or 
the improvement of the best solution [38].

This paper uses the GA to solve the optimization de-
sign problem for the STHX with a single tube pass. The 
original design data and the original data for shell and 
tube are given in Table 1 and Table 2, respectively.

Table 1. Original design data of oil cooler type OKG 
33/244 under study

Data of cold fluid Data of hot fluid

Tc,i 30 (Co) Th,i 60 (Co)

Tc,o 35 (Co) Th,o 45 (Co )

Cpc 4 ⁄ 86 (kJ ⁄ kg k) Cph 2035 (kJ ⁄ kg k)

kt 0.613 (w ⁄ m k) kc 141 * 10-3

mc 245.6197 (kg ⁄ s) mh 169.0715 (kg ⁄ s)

ρt 1000 (kg ⁄ m3) ρt 865.8 (kg ⁄ m3)

μt 855 * 10-6 Pa.s μt 8.36 * 10-2 Pa.s

Prt 5.83 Prs 1205

Data of cold fluid Data of hot fluid

nt 420 D 0.62 (m)

dt,i 0.019 (m) np 1

dt,o 0.0192 (m)

St 0.0021 (m)

L 3.050 (m)

Pt 0.005 (m)

Table 2. Original data for shell and tube

3.1 CASE STUDY

The known information of the STHX, six design vari-
ables (tube inside diameter (dt,i), tubes length Lt, shell 
diameter (D), the number of tubes (nt), effectiveness (ε), 
and the output temperature of the hot fluid (Th,o) ̊ C) are 
selected and listed in Table (4).

Table 3. The range of design variables of the 
geometric parameters

Data of input

Variable Original design
Range

From to

dt,i 0.015 (m) 0.011 (m) 0.02 (m)

D 0.62 (m) 0.58 (m) 0.67 (m)

L 3.050 (m) 2.65 (m) 3.55 (m)

Table 4. The six chosen variables to improve oil 
cooler type OKG 33/244 understudy.

Data of input Data of output

dt,i tube inside diameter (m) nt number of tubes

L tubes length (m) ε effectiveness

D shell diameter (m) Th,o
Output temperature of 

hot fluid (Co )

The flowchart for the proposed implementation 
steps of GA solving the STHX design problem is shown 
in Fig. 2 as follows:

The range of design variables of the geometric param-
eters is given in Table 3. The GA employs the Roulette 
Wheel Selection method. The probability of being cho-
sen increases with increasing fitness. To create the off-
spring population, uniform crossover and random uni-
form mutation are used. With a probability of 0.85, the 
integer-based uniform crossover operator switches each 
corresponding binary bit between two different parents. 
After crossover, the mutation operator modifies each bi-
nary bit with a 0.01 mutation probability [40].

In MATLAB a first generation of 30 individuals is gen-
erated. There are three genes on each chromosome: 
tube inside diameter, shell diameter, and tube length. 
These three gens are binary coded. The range of each 
chromosome is shown in Table 3.

The roulette method is used for selection. According 
to most scholars, crossover and mutation probabilities 
are 0.85 and 0.01, respectively [40-41].
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Fig.2. Flowchart for the proposed steps of GA 
solving design problem of STHX

The proposed implementation steps of GA solv-
ing the STHX design problem can be summarized as 
shown in Algorithm1:

Algorithm1: 

Start

Input: mc , dt,i , St , Rft , np ,Rfs.

1. Calculate tube outside diameter dt,o=dt,i+St

2. Calculate the number of tubes 

3. Calculate heat transfer surface area of tubes 
As= π * dt,o *lt *nt * np

4. Calculate the Tube side Reynolds number 

5. Calculate Darcy friction factor 
ft=(1.82 log10 Ret-1.64)-2

6. Calculate tube side convective coefficient (ht )

7. Calculate equivalent shell diameter 

8. Calculate Shell side fluid velocity 

9. Calculate Shell side Reynolds number 

10. Calculate Shell side convective coefficient

11. Calculate the overall heat transfer coefficient 

12. Calculate Cc=m.
c*Cp,c, Ch=m.

h* Cp,h 
Cmax = max (Cc, Ch) 
Cmin = min(Cc, Ch)

13. Calculate the Number of Transfer Units 

14. Calculate heat capacity ratio 

16. Calculate Output temperature Th,o and Tc,o 

17.  Heat duty (qC=qh )

End

4. RESULTS AND DISCUSSION

MATLAB (version: R2018a(9.4.0.813654)) genetic 
algorithm toolbox is used to solve the optimization 
problem described. This section compares the effec-
tiveness of the original oil cooler type OKG 33/244 with 
the proposed design. The results of the effectiveness of 
STHX are presented in Figures 3-6, where the relation-
ship between the number of individuals in populations 
and the effectiveness has been plotted for each gen-
eration (1, 10, 20, 30). By applying GA to the presented 
case study discussed in section 3.1, the heat transfer 
coefficient should exceed 0.5 (of the original design) 
for success.

In Figure 3, the effectiveness of generation number 
10 has been compared with that of generation number 
1. The figure shows that the effectiveness has improved 
in generation 10 compared to generation 1. However, 
in the first generation, effectiveness suffers from a wide 
range (0.31268 to 0.72207). At the same time, the effec-
tiveness in the tenth generation falls between 0.65804 
and 0.7432 and mostly between 0.73142 and 0.7432.

15. Calculate effectiveness (Ɛ) 
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Fig. 3. Number of chromosomes in populations ver-
sus effectiveness for generations 1 and 10

Figure. 4 shows the effectiveness of generation 20 
compared to the first generation. Figure 4 clearly illus-
trates that the effectiveness in generation 20 has im-
proved compared to generation 1. Generation 20 has 
average effectiveness in the range of 0.73293 - 0.76883.

Fig. 4. Number of chromosomes in populations 
versus effectiveness for generations 1 and 20

The effectiveness of generation number 30 com-
pared to the first generation is shown in Figure 5 as 
well, Generation 30 has effectiveness in the range of 
0.73334 - 0.76923.

Fig. 5. Number of chromosomes in populations 
versus effectiveness for generations 1 and 30

Figure 6 proves the proposed claim for effectiveness 
improvement over generations.

Fig. 6. Number of chromosomes in populations 
versus effectiveness for generations 1, 10, 20, and 30

Figure. 7 shows the relationship between the best ef-
fectiveness value for each generation. The effectiveness 
significantly improves through generations number 1 
to 20. While the effectiveness in generation number 30 
shows a slight increase in effectiveness compared to 
generation number 20.

Fig. 7. The best value of effectiveness in each 
generation

Figure 8 illustrates the best point in each run of 50 
runs; the robustness of the proposed method is illus-
trated due to the obvious convergence of best points 
in the range of (0.73456 to 0.78458).

Fig. 8. Best fitness in 50 Runs

The simulation results using GA for design optimiza-
tion of an oil cooler type OKG 33/244 reveal that the 
performance of STHX has been improved, indicating 
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that GA can be successfully employed for solving the 
design optimization problem of a STHX from a perfor-
mance point of view. Using GA, a maximum increase 
in the effectiveness of 57% and a minimum increase 
in the effectiveness of 47% have been achieved. Fur-
thermore, the average effectiveness of the presented 
oil cooler type OKG 33/244 has improved by 55%, and 
NTU improved from 0.475319 to 1.825664 using GA. 
The details for optimal primitive and effectiveness for 
maximum and minimum fitness in 50 runs are reported 
in Tables 5 and 6, respectively.

Table 5. Details of the maximum fitness in 50 runs

Optimal primitive effectiveness NTU

dt,i L D
0.784583 1.825664

0.011 3.549969 0.58

Table 6. Details of the minimum fitness in 50 runs

Optimal primitive effectiveness NTU

dt,i L D
0.734555 1.535565

0.012062 3.549977 0.58

5. CONCLUSION 

The design optimization of an STHX is developed 
from a performance point of view by using GA to 
achieve the optimal configuration. The objective is to 
develop and test a model (Fig.1) for optimizing the ear-
ly design stage of the STHX, which is quick. GA is imple-
mented to maximize heat transfer rate while minimiz-
ing pressure drop. The GA is applied to the oil cooler 
type OKG 33/244. By comparing the results obtained 
using GA with the original data of the STHX, the follow-
ing conclusions are obtained:

•	 A maximum increase in the effectiveness of 57% 
was achieved using GA.

•	 A minimum increase in the effectiveness of 47% 
was also achieved. Furthermore, the heat ex-
changer's average was 55% by using GA.

•	 NTU improved from 0.475319 to 1.825664
•	 Finally, the simulation outcomes reveal that the 

STHX's operating performance has been im-
proved, indicating that GA can be successfully 
employed for design optimization of a STHX 
from a performance standpoint.

In the future investigate, the simultaneous approach 
using GA on a larger scale (heat exchanger network) 
can be employed to improve overall plant performance.
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7. APPENDIX

Table 7.
Nomenclature 

Abbreviations: 

𝐴𝐴  surface area (𝑚𝑚2) 𝑛𝑛𝑝𝑝 number of tubes passages 

𝐴𝐴𝑠𝑠 heat transfer surface 
area of tubes (𝑚𝑚2) 

𝑃𝑃𝑃𝑃𝑠𝑠 shell side Prandtl number 

𝐶𝐶𝐶𝐶𝑐𝑐 Heat capacity of cold 
fluid (𝑘𝑘J 𝑘𝑘𝑘𝑘 𝑘𝑘)⁄  

𝑃𝑃𝑃𝑃𝑡𝑡 tube side Prandtl number 

𝐶𝐶𝐶𝐶ℎ Heat capacity of hot fluid 
(𝑘𝑘J 𝑘𝑘𝑘𝑘 𝑘𝑘)⁄  

𝑃𝑃𝑡𝑡 tube pitch (𝑚𝑚) 

𝐶𝐶𝑐𝑐 Heat capacity of cold 
fluid (𝑘𝑘J 𝑘𝑘𝑘𝑘 𝑘𝑘)⁄  

𝑞𝑞𝑐𝑐 heat duty of cold fluid (𝑤𝑤) 

𝐶𝐶ℎ Heat capacity of hot fluid 
(𝑘𝑘J 𝑘𝑘𝑘𝑘 𝑘𝑘)⁄  

𝑞𝑞ℎ heat duty of hot fluid (𝑤𝑤) 

𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚

 

Maximum of heat 
capacity (𝑘𝑘J 𝑘𝑘𝑘𝑘 𝑘𝑘)⁄  

𝑅𝑅𝑅𝑅𝑠𝑠 Shell side Reynolds 
number 

𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚

 

minimum of heat 
capacity (𝑘𝑘J 𝑘𝑘𝑘𝑘 𝑘𝑘)⁄  

𝑅𝑅𝑅𝑅𝑡𝑡 Tube side Reynolds 
number 

𝐶𝐶𝑟𝑟  

 

heat capacity ratio 𝑅𝑅𝑅𝑅𝑠𝑠 shell side fouling 
resistance (𝑚𝑚2 𝑘𝑘 𝑤𝑤⁄ )  

𝐷𝐷 shell diameter (𝑚𝑚) 𝑅𝑅𝑅𝑅𝑡𝑡 shell side fouling 
resistance (𝑚𝑚2 𝑘𝑘 𝑤𝑤⁄ ) 

𝐷𝐷𝑒𝑒  equivalent shell 
diameter (𝑚𝑚) 

𝑇𝑇𝑐𝑐,𝑚𝑚 

 

Input temperature of cold 
fluid  (𝐶𝐶𝑜𝑜) 

𝑑𝑑𝑡𝑡,𝑚𝑚 tube inside diameter 
(𝑚𝑚) 

𝑇𝑇𝑐𝑐,𝑜𝑜 Output temperature of 
cold fluid  (𝐶𝐶𝑜𝑜) 

𝑑𝑑𝑡𝑡,𝑜𝑜 tube outside diameter 
(𝑚𝑚) 

𝑇𝑇ℎ,𝑚𝑚 Input temperature of hot 
fluid  (𝐶𝐶𝑜𝑜) 

𝜀𝜀 effectiveness 𝑇𝑇ℎ,𝑜𝑜 Output temperature of hot 
fluid  (𝐶𝐶𝑜𝑜) 

𝑅𝑅𝑡𝑡 Darcy friction factor of 
tube 

𝑈𝑈 overall heat transfer 
coefficient (𝑤𝑤 𝑚𝑚2 𝑘𝑘⁄ )  

𝑅𝑅𝑠𝑠 Darcy friction factor of 
shell 

𝑆𝑆𝑡𝑡 thickness of tube (𝑚𝑚)          

ℎ𝑡𝑡 tube side convective 
coefficient (𝑤𝑤 𝑚𝑚2 𝑘𝑘⁄ ) 

𝑣𝑣𝑠𝑠 Shell side fluid velocity  
( 𝑚𝑚 𝑠𝑠⁄ )  

ℎ𝑠𝑠 Shell side convective 
coefficient (𝑤𝑤 𝑚𝑚2 𝑘𝑘⁄ ) 

𝑣𝑣𝑡𝑡 tube side fluid velocity  
( 𝑚𝑚 𝑠𝑠⁄ )  

𝑘𝑘𝑡𝑡 thermal conductivity 
(𝑤𝑤 𝑚𝑚 𝑘𝑘)⁄  

𝜇𝜇𝑠𝑠 shell side dynamic 
viscosity (𝑃𝑃𝑃𝑃 𝑠𝑠) 

𝐿𝐿𝑡𝑡 tubes length (𝑚𝑚) 𝜇𝜇𝑡𝑡 Tube side dynamic 
viscosity (𝑃𝑃𝑃𝑃 𝑠𝑠) 

𝑚𝑚𝑐𝑐 Mass flow rate of cold 
fluid (𝑘𝑘𝑘𝑘 𝑠𝑠)⁄  

𝜌𝜌𝑠𝑠 

 

Shell side fluid density 
(𝑘𝑘𝑘𝑘 𝑚𝑚3)⁄  

𝑚𝑚ℎ Mass flow rate of hot 
fluid  (𝑘𝑘𝑘𝑘 𝑠𝑠)⁄  

𝜌𝜌𝑡𝑡 tube side fluid density 
(𝑘𝑘𝑘𝑘 𝑚𝑚3)⁄   

𝑁𝑁𝑇𝑇𝑈𝑈 Number of Transfer 
Units 

𝜋𝜋 numerical constant 

𝑛𝑛𝑡𝑡 number of tube   

1 
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