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Abstract – The design of efficient communication protocols for wireless sensor networks has aroused great interest in the research 
community, especially in the face of the limited energy of sensor nodes and the frequent change in network topology. Routing remains a 
challenging problem in wireless communications, as deploying or replacing sensor nodes in hazardous environments is difficult. Many 
studies have been devoted to alleviate certain limitations, such as clustering to maintain network connectivity, injecting heterogeneity 
to avoid the rapid death of nodes, or incorporating evolution-based optimization methods to find the best network configuration. This 
work combined heterogeneity and swarm-based optimization to efficiently balance energy consumption between nodes to increase 
network reliability. Specifically, this work employed the binary particle swarm optimizer and the binary artificial bees colony optimizer 
to find approximately the optimal set of cluster heads (CHs) with their optimal number. Based on the probabilistic principle of the 
heterogeneous protocols: SEP, EDEEC, and BEENISH, a new refined formulation of CHs selection using swarm optimization is proposed. 
The swarm flight is guided towards the best CHs with an objective function representing a good balance between the initial and residual 
energy of nodes. Compared to the standard heterogeneous protocols SEP, EDEEC, and BEENISH, the developed protocols significantly 
perform better in terms of stability (FND), the round of half nodes' death (HND), the network lifetime (LND), and energy saving. Indeed, 
the BABC-SEP was found 31,66% better than SEP in terms of remaining energy percentage, and CHs selection in EDEEC and BEENISH 
using BABC improved them by more than 20% in the percentage of remaining energy.

Keywords: Wireless sensor networks, SEP, EDEEC, BEENISH, Binary PSO, Binary ABC, energy efficiency

1. INTRODUCTION

Wireless sensor networks (WSNs) are an increasingly 
attractive area of research due to their simplicity, adapt-
ability, scalability, fault tolerance, and ability to remotely 
monitor hostile environments. This new technology 
is now being investigated in various domains, such as 
medicine, industry, agriculture, ecology, military do-
main, etc. A communication protocol is a fundamental 
function of wireless communications, which aims to dis-
cover the best route that saves energy and ensures rapid 
data delivery. In ad-hoc networks, routing is performed 
by specific nodes, called routers, which are often physi-
cally protected. Whereas in a wireless network, the rout-
ing is performed by sensors themselves [1], this is why a 
sensor failure can generate a significant loss of informa-
tion, and deteriorate dramatically the network reliability. 

Moreover, it is well-known that limited sensor power is 
the main cause of node failure, and has long imposed 
a great challenge on the research community [2]. Fur-
thermore, maintaining network connectivity, self-recon-
figuration, reliability, and latency are great challenges in 
designing wireless networks [3], [4].

The clustering-based protocols represent an effective 
solution to some of these problems. In clustering ap-
proaches, nodes are divided into groups, each joining 
the nearest cluster head based on its signal strength. 
Usually, the cluster head is a node with higher energy 
capacity and is responsible for processing and aggre-
gating data collected from its member nodes to reduce 
data redundancy and hence the network latency [5]. 
Furthermore, multi-hop clustering approaches can 
help transmit data packets within the communication 
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range of sensor nodes and thus maintain network con-
nectivity and data reliability [6]. 

Most of the clustering-based protocols focus on ex-
tending the network lifetime without considering net-
work stability or the first node death period, which is a 
fundamental factor for many real-world applications of 
WSNs. Heterogeneous networks have been introduced 
recently to extend the network lifetime and its stabil-
ity period. In heterogeneous protocols, some nodes are 
powered with higher energy capacity to perform addi-
tional tasks. Typically, these nodes act as cluster heads 
for more data reliability and longer network stability.

Several heterogeneous communication protocols 
have been proposed, such as SEP, EDFCM, and  ZREECR, 
which are more stable than energy-efficient, and the 
DEEC-based protocols, such as EDEEC, DDEEC, which 
are much more energy-efficient than stable [7].

Despite their variety, the proposed solutions remain 
limited since the CHs selection process is probabilistic 
in their setup phase. Finding the optimal set of cluster 
heads is a Non-deterministic Polynomial (NP)-hard prob-
lem, which involves searching in a vast space for po-
tential solutions [8]. Swarm-based methods have been 
proven effective in solving NP-hard complex problems. 

In this work, an effort is made to improve the stan-
dard heterogeneous routing protocols, namely, SEP, 
EDEEC, and BEENISH, based on swarm optimization in 
their setup phases to select the most powerful cluster 
heads (CHs). More specifically, the binary particle swarm 
optimizer (PSO) and the binary artificial bees colony op-
timizer (ABC) are used to select the best CHs in terms of 
their initial and remaining energy; the main purpose is 
to prevent the quick death of nodes to extend the net-
work lifetime and to refine data reliability. Compared to 
SEP, EDEEC, and BEENISH the obtained results were im-
proved in terms of stability (FND), the round of half-node 
death (HND), the network lifetime (LND), the number of 
packets delivered to the base station and energy saving. 

The rest of the article is organized as follows:

In the second section, some of the closely related 
works are briefed. Section 3 describes the principle 
of the used heterogeneous protocols, namely, SEP, 
EDEEC, and BEENISH protocols. Section 4 presents the 
introduced optimization techniques in the mentioned 
communication protocols and their adaptation to se-
lect the best cluster heads (CHs). This work ends with a 
conclusion and some perspectives.

2. RELATED WORKS

Swarm intelligence optimization methods are ro-
bust and concurrent optimization techniques without 
centralized control, which mimic the natural collective 
behavior of animal groups to solve complex problems 
that have a vast search space for potential solutions [9]. 

Selecting the most powerful cluster heads, the short-

est routes between nodes, or enhancing latency and 
reliability constitute the focus of swarm-based commu-
nication protocols. This section presents some of these 
broad swarm-based contributions. 

The idea explored in [10] is to use Refined Bacte-
rial Foraging Optimization (RBFO) and Hybrid BFO-BSO 
(Bee swarm Optimization) to select the Cluster Heads 
in WSNs. The considered objective function is a weight-
ed sum of the Packet Loss Ratio and the minimum re-
maining energy divided by the initial energy of a node. 
Results proved that RBFO and the Hybrid BFO-BSO pro-
vided better performance in terms of power conser-
vation, the packet loss rate, and the end-to-end delay 
with respect to KBFO and LEACH. 

In order to extend the network lifetime, D. Karaboga 
et al [11], introduced the ABC optimizer in the setup 
phase of LEACH to efficiently select the cluster head 
nodes. The considered objective function is the sum 
of the distances between nodes and their CHs and the 
distances between the CHs and the base station.

The work presented by M. A. Latiff et al is another 
centralized PSO-based protocol. The optimized objec-
tive function is a weighted sum of Euclidean distanc-
es between nodes and their CHs, and the network's 
remaining energy. Results were better than LEACH, 
LEACH-C, GA, and K-means [12].

An ACO and ABC-based approach for route construc-
tion is presented by J.C. Blandón et al [13], where node 
selection is relayed on their energy and their distances to 
the base station. Results were better in terms of energy 
conservation compared to a non-bio-Inspired algorithm.

Another route establishment approach based on a co-
operative PSO to find the best path from a source node 
to the nearest mobile sink is developed by Y.F. Hu et al 
[14]. In this work, each node represents a particle, and 
the set of particles with the best Fitness is selected for 
data routing to the sink node. The optimized function 
is the sum of particles' remaining energy divided by a 
weighted function taking into account the distance, the 
consumed energy, and the communication delay be-
tween nodes. The obtained results were superior to IAR 
and TTDD protocols in terms of delay and energy.

In this paper [15], the selection of the best cluster heads 
is improved by the ABC optimization method. The work 
also used the polling control based on busy/idle nodes in 
the steady state phase to improve energy conservation.

Wang et al [16], used the CGTABC algorithm for clus-
ter-head selection in the setup phase of LEACH and 
used an ACO-based routing algorithm to find the best 
routes between CHs and the base station.

A PSO-based approach for path discovery from send-
er nodes to the Sink is presented in [17]; the considered 
objective function is only based on the sum of distanc-
es between nodes building the path to the Sink. The 
PSO-based path discovery performs better than GA 
based algorithm in terms of energy efficiency.
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In [18], an improved artificial bees colony algo-
rithm is used to generate routing paths in a multi-hop 
clustering-based approach. The optimized function is 
based on the average energy of the routing path, its 
minimum energy, and the length of the shortest path. 
The cluster head selection is based on their remaining 
energy and the average energy of their member nodes. 
This approach extended the network lifetime com-
pared to LEACH, EEUC, and MSDG protocols.

In [19], ABC and ALO optimization algorithms were 
used for CHs and their vicinity CHs (VCHs) selection in the 
setup phase of the LEACH protocol. The ALO-LEACH pro-
tocol outperformed ABC-LEACH in terms of energy con-
sumption, throughput, and the number of alive nodes.

Despite the rich literature on swarm intelligence-
based protocols to prolong the lifetime of WSNs, the 
quick death of some nodes cannot be avoided. To over-
come this drawback, heterogeneous protocols have 
been introduced and improved based on swarm op-
timization. Examples of heterogeneous swarm-based 
protocols include the work presented in [20], in which 
a ring clustering-based approach whose cluster head 
selection is performed by the PSO method in hetero-
geneous sensor networks. 

Another heterogeneous fault-tolerant and energy-
efficient protocol to solve the hotspot problem is pre-
sented in [21]. This approach allowed better allocation 
of time transmission slots in the TDMA protocol using 
the PSO method and provided a longer network life-
time compared to other heterogeneous protocols such 
as CEEC and E-BEENISH. A PSO-based approach for the 
CHs selection in a three-level heterogeneous network is 
presented in [22]. This approach resulted in better per-
formance in terms of network lifetime, stability period, 
throughput, and scalability compared to SEP and LEACH.

As exhibited above, most of the swarm intelligence-
based protocols incorporate swarm optimization tech-
niques in relatively old homogeneous protocols such as 
LEACH. The main drawback of LEACH-based protocols is 
the rapid death of CH nodes, which deteriorates the data 
reliability, and shortens the network lifetime. The focus 
of this paper is to study the effectiveness of swarm opti-
mization in heterogeneous protocols. To this end, a new 
formulation of cluster head selection based on BPSO or 
BABC in two, three, and four-level heterogeneous net-
works is proposed. The achieved protocols enabled bet-
ter results in terms of stability (FND), the round of half 
nodes' death (HND), and the network lifetime (LND) 
compared to SEP, EDEEC, and BEENISH protocols.

2.1 SEP PROTOCOL  
 (STABLE ELECTION PROTOCOL)

SEP is a heterogeneous protocol designed for the 
routing of two energy level networks consisting of nor-
mal nodes with initial energy Eo and advanced nodes 
with more energy: Eo×(1+a); "a" is a positive real value. 
Being selected based on their initial energy; the ad-

vanced nodes are more likely to become CHs using the 
probabilistic equations below [23], [24]:

(1)

(2)

m: is the fraction of advanced nodes

In SEP, each node generates a random number be-
tween 0 and 1. If this number is less than a threshold 
that takes into account its initial energy and the num-
ber of rounds in which it is not elected as a CH, this 
node will take the role of a cluster head.

 The threshold is defined for each type of node (nor-
mal Sn or advanced Sa) as per the equations below [24]:

(3)

(4)

G' and G" are, respectively, the set of normal nodes 
and the set of advanced nodes which have not been 
elected as CHs in the last 1/Pn and 1/Pa rounds.

After cluster head identification, each node joins the 
group of its closest cluster head, and the communica-
tion within each group is planned according to the 
TDMA protocol, where each cluster head establishes a 
transmission schedule between its member nodes to 
avoid cohesion and to conserve the node energy in its 
waiting or idle states. The cluster heads communicate 
with the base station according to CSMA protocol to 
verify the channel availability and ensure data delivery.

2.2. EDEEC PROTOCOL 

EDEEC is designed for the routing of three-levels 
heterogeneous networks consisting of normal nodes, 
advanced nodes and super nodes according to their 
initial energy: E0, (E0.a) and (E0.b) respectively, with a 
>1 and b>a. The selection of nodes as CHs is based on 
their types, their residual energy Ei(r) and the rth net-
work average energy E̅i(r) as formulated by the follow-
ing equations [25]:

(5)

Ei(r) is the residual energy of node "I" in round "r"  
E̅i(r) represents the rth network average energy at round 
r, which is calculated as below:
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R is the estimated network lifetime and is calculated as:

(6)

(7)

(8)

k is the packet size.

S is the optimal number of cluster heads and calcu-
lated as 

dto CH and dto BS Are respectively the average distance 
between CH and member nodes, and the average dis-
tance between a cluster head and the base station.

In EDEEC, each node generates a random value be-
tween 0 and 1 if this value is lower than the threshold 
T(Si) calculated as below, then this node becomes a 
cluster head [25]:

(9)

p is calculated by equation (5) and represents the re-
lated selection probability of a node type.

2.3. BEENISH  PROTOCOL

BEENISH is designed for routing heterogeneous wire-
less networks constituted of four types of nodes, called 
respectively: normal, advanced, super, and ultra-super 
nodes, according to their initial energy: E0, (E0.a),(E0.b)  
and (E0.u), with u >b >a. The nodes' selection as CHs is 
based on their types, their residual energy Ei(r), and 
the rth network average energy E(r) as formulated by 
equation (10) below [26]:

(10)

As in EDEEC protocol, each node generates a random 
value between 0 and 1, if this value is less than the 
threshold T(Si) calculated by equation (9) on the cor-
responding Pi of equation (10), then the node becomes 
a CH.

3.  THE PROPOSED WORK

In order to save more energy and keep the network 
running as long as possible, BPSO and BABC have been 
introduced in the setup stage of SEP, EDEEC, and BEEN-
ISH protocols. The objective is to find the most pow-
erful CHs of each round to prevent their rapid death 
and consequently improve network reliability. In SEP, 
the role of being a CH is alternated between nodes by 
probabilistic equations taking into account the type of 
nodes (advanced or normal), the desired percentage of 
cluster heads, the set of unelected nodes as CHs, and 
the number of completed rounds [27]. In EDEEC and 
BEENISH protocols, the CH role alternation between 
nodes is based on probabilistic equations considering 
the node types, their residual energy, the rth network 
average energy, and the set of unelected nodes as CHs 
for a number of rounds.

In this work, the CHs selection is based on an opti-
mization process guided by BPSO or BABC towards the 
best ones in terms of their number and energy. The ob-
jective is to find the approximate optimal set of CHs in 
terms of both their initial and residual energy, combin-
ing in such a way the principle of CHs selection in SEP, 
EDEEC, and BEENISH protocols.

The proposed approach is clustering-based, where 
each cluster head receives internal messages from its 
cluster members, aggregates similar packets, and acts 
as a gateway with the other cluster heads, which helps 
to reduce redundancy and therefore improves latency.

The clustering process is commonly performed in 
two main phases: the setup phase and the commu-
nication phase. In the setup phase, CHs identification 
and cluster formation are performed. While in the com-
munication phase, the sensed data are forwarded from 
nodes to CHs via the TDMA protocol and then from CHs 
to the base station via the CSMA protocol. These steps 
are addressed in the next subsections

3.1. THE SETUP PHASE

In this phase, the cluster-head selection is performed 
centrally by the base station based on two powerful 
swarm intelligence-based methods. The list of found 
CHs is then broadcast to all nodes, where each of them 
joins the nearest cluster head (CH) according to the 
strength of its radio signal (RSSI). Then, each CH defines 
a transmission schedule with its member nodes based 
on the time division multiple access (TDMA) protocol. 

To find an optimal network configuration, BPSO and 
BABC are suggested to solve the CHs selection prob-
lem. To do this, the structure of each solution, whether 
a particle or a bee, is a vector of binary values indicat-
ing whether the associated node is selected as a cluster 
head or not. 

The trajectory of particles (bees) in the search space 
is guided by an objective function whose maximization 
favors the CHs with the greatest ratio of the sum of CHs' 
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residual energies to the sum of their initial energies as 
formulated below:

(11)

Eri is the residual energy of node i

Eii is its initial energy

nb CHs is the number of nodes elected as CH.

In another way, the preferred CHs are those with 
higher initial and higher residual energy. 

3.1.1 THE BINARY ABC FOR CHS SELECTION

In ABC optimization, the artificial colony of bees is 
organized into three types of bees: Employed bees 
relating to food sources, Onlooker bees observing the 
dance of the employed bees to select a food source, 
and scout bees searching for random food sources [27].

The ABC steps 

1. Bees initialization 

2. For each iteration, do

3. Employed bees phase

4. Onlooker bees phase

5. Scout bees phase

6. End for

Updating Employed and Onlooker bees in binary 
ABC is based on the following steps [28], [29]:

•	 Produce a new bee (NewBee) in the neighborhood 
of the old "d" dimensional bee "B" by the equation 
below.

(12)

•	 Normalize the newfound Bee to binary values 
based on the sigmoid function; that is, if the nor-
malized position (NewBee) by the sigmoid function 
is less than 0.5, then the NewBee is set to 1 other-
wise to 0.

An onlooker bee selects an employed bee "G" using 
the roulette wheel on the bees probabilities "P(B)" as 
below [27]:

(13)

F(B) is the Fitness of the employed bee "B"

mean (F): is the average Fitness of Employed Bees.

(14)

"N" is the number of employed bees

The BABC-based routing protocol

Input: A sink and a number of sensor nodes ran-
domly positioned in the area of interest. 

Output: Cluster heads identification and data 
routing.

Step 1: Network Initialization

1. Initialize fraction m of n nodes as advanced 
nodes with initial energy E0.(1+a) in the SEP-
based protocols

2. Initialize fraction m of n nodes as intermediate   
nodes and fraction mo of m as super nodes 
with initial energy: (E0*a) and(E0*b) in the 
EDEEC-based protocol

3. Initialize a fraction m of n nodes as intermedi-
ate  nodes, a fraction mo of m as super nodes 
and a fraction m1 of mo as ultra-super nodes 
respectively with(E0*a), (E0*b) and (E0*u) in the 
BEENISH- based protocol. 

4. Initialize the rest of the normal nodes with E0 
energy capacity. 

5. Initialize the Sink with unlimited energy power.

Step2: Bees initialization

6. Initialize a number of employed bees with 
random binary values and a size equal to the 
number of network nodes.

7. For each round, do

Step 3: The employed bees phase 

8. For each employed bee B do

9. Produce a New Bee in the neighborhood of B 
using the equation (12).

10. Replace B with the New Bee if it is better in 
terms  of Fitness (equation (11))

11. Otherwise, increase the bee B inefficiency 
counter

12. End for 

Step 4: The onlooker Bees phase 

13. For each onlooker bee, do

14. Select an employed bee "G" using the roulette   
wheel on the calculated probabilities by equa-
tions (13) & (14).

15. Produce a New Bee in the neighborhood of G 
by equation (12)

16. Normalize into binary the newfound Bee 

17. Replace the bee G with the newfound Bee if it 
is better in terms of Fitness (equation (11))

18. Otherwise, increase the bee G inefficiency 
counter
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19. End for

Step 5: The Scout bees phase

20. Randomly reset the ineffective solutions (their  
inefficiency counter is upper than a limit value)

21. Calculate the new Fitness of each employed 
Bee 

Step 6: cluster heads identification

22. The nodes associated with value 1 in the best 
found employed Bee are the cluster heads of 
the  current round.

23. The rest of the nodes join the closest cluster 
heads.

Step 7: The steady-state phase

24. Forward data from nodes to CHs based on 
TDMA   protocol and from CHs to BS based on 
CSMA protocol.

25. Until a maximum number of rounds

3.1.2 The binary PSO for CH selection

PSO is an optimization method, which attempts to 
imitate the collective flight of birds. In the basic PSO 
method, each solution called particle has a position 
(Pos) in the search space, a random speed (Velocity), a 
personal best solution (Pbest), and a global or swarm 
best solution (Gbest) [30]. 

The BPSO steps

1. Particles initialization

2. For each iteration, do

3. Update Pbest

4. Update Gbest

5. Update velocity 

6. Update positions

7. End

The Pbest is the personal best-found solution of the 
particle, and Gbest is the best-found solution by the 
group of particles [31]. 

Particle velocity update in PSO is based on the equa-
tion below [18]:

(15)

c1, c2 are respectively the cognitive and social factors, 
r1 and r2 ∈ ]0, 1[, w is the inertia weight.

In binary optimization, the velocity of each particle is 
normalized between [0, 1] using the sigmoid function 
as per the equation below [32]: 

(16)

Then a random value between 0 and 1 is generated, if 
the Vpd value is upper than the random value, then the 
normalized position is set to 1, otherwise to 0.

Below is the BPSO-based solution to CHs selection: 

The BPSO-based routing protocol 

Input: A sink, a number of nodes randomly de-
ployed in the area of interest

Output: Cluster heads identification & packets 
routing

1. Step 1: Network Initialization 

2. Step2: Particles initialization

3. For each round, do 

4. Step 3: Particles evaluation using equation (11)

5. Step 4:  Update Pbest and Gbest 

6. Step 5: Update particles' velocity using eq (15) 

7. Step 6: Normalize velocity and update par-
ticles' positions

8. Step 7: cluster heads identification 

The nodes associated with value 1 in the Gbest  
particle are the cluster heads of the current round

9. Step 8: The communication phase

Forward data from nodes to CHs and from CHs to  
BS based on TDMA & CSMA protocols. Update the 
network energy based on the first-order energy 
model.

10. Until the maximum number of rounds.

3.2. THE COMMUNICATION PHASE

In the communication phase (Steady-state phase), 
which is the same as in SEP, EDEEC, and BEENISH pro-
tocols, the CHs receive data from their member nodes 
and perform their aggregation according to TDMA 
protocol, and then send the compressed signals to the 
base station according to the CSMA protocol. 

In order to simulate the energy expenditure by the 
electronic circuits of sensor nodes, the first-order radio 
energy model is implemented for better comparison 
as it is the most widely used model in clustering-based 
protocols [24]. 

Let ETx and ERx be respectively the consumed energy by 
the transmitter and the receiver circuits of a sensor node.

There are two channel models to transmit a k-bit 
packet to a receiver M meters away: 

The free-space channel model is used when the dis-
tance between a source node and the destination node is 
less than a predefined threshold as formulated below [33]:
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(17)

Eelec is the required energy by the electronic circuit 
of the transmitter. 

efs is the required energy by the amplifier circuit in 
free space 

 , is a distance threshold.

The multipath fading channel model is used to am-
plify the signal thus avoiding its degradation when the 
distance between the source and destination nodes is 
greater than the predefined threshold [33].

(18)

emp : is the required energy by the amplifier circuit in 
multipath fading space.

The consumed energy by a CH node to receive a k-bit 
packet is [33]:

(19)

EDA: is the required energy for data aggregation.

4. RESULTS & DISCUSSION

Experiments were run in Matlab 2018, under Windows 
10 with an Intel(R) Core(TM) i5-5300U, 2.30 GHz, and 4GB 
RAM. Sensors are powered with an initial energy of 0.5 
Joules and the Sink is powered with unlimited energy.

Table 1. Parameters setting

The network parameters

The size of the detection area 250×250 m2

Number of nodes 100

Initial Energy of each Node 0.5 Joules

Eelec 50 nano joules

Emp (the amplifier energy) 100 Pico joules

EDA (Data Aggregation Energy) 5 nano joules

K(Size of a data packet) 4000 bits

BPSO parameters

Number of particles 20

C1=C2 1.49

W( inertia weight) 0.78

Velocity constriction [-5, 5]

BABC parameters

Number of employed bees 20

Number of Onlooker Bees 20

Abandonment Limit 20

α (Acceleration Coefficient) 1

Upper & Lower bounds 5 & -5

Heterogeneity is injected into each network type 
according to these percentages: the fraction of ultra-
super nodes, super nodes, advanced or intermediate 
nodes is respectively: m1=0.2, mo=0.3, m=0.5, and 
their corresponding energy factors are respectively: 
u=2.75, b=2.5, and a=2.12.

Table 2 presents the related data to residual and 
dead-node curves of figures 1, 2 and 3.

Table 2. Comparison in terms of FND, HND, and LND

FND HND LND RES % Time

BABC-SEP 640 2471 7646 36,5 0,031

BPSO-SEP 217 1921 7493 22,21 0,047

SEP 444 1619 4883 4,84 0

BABC-BEENISH 815 2469 8604 34,2 0,032

BPSO-BEENISH 264 1929 8975 23,60 0,046

BEENISH 143 1234 7981 12,05 0,003

BABC-EDEEC 588 2468 8353 33,19 0,032

BPSO-EDEEC 173 1473 8315 18,34 0,031

EDEEC 140 1105 7844 11,47 0

Figures 1, 2, and 3 show the behavior of the proposed 
protocols in terms of energy saving, the number of dead 
nodes, and the number of packets delivered to BS. 

A comparison between the studied protocols, in 
terms of the Round of First Node Dies (FND), the Round 
of Half Node Dies (HND), the Round of Last Node Dies 
(LND), and the percentage of remaining energy in the 
network is shown in the table 2.

The percentage of residual energy in the network is 
calculated as below [34]: 

(20)

Eri(r) is the residual energy of node "I" in round "r"

Eoi is the initial energy of node "I" 

Analysis of table 2, shows that the BABC-based proto-
cols perform significantly better than SEP, EDEEC, and 
BEENISH protocols in terms of FND, HND, LND, and en-
ergy saving percentage. 

The first death is observed with the EDEEC protocol 
(in round 140) with slow sensors' death until the total 
death of the network's in 7844 rounds. 

The BPSO-EDEEC protocol delays the first death of 
nodes until round 173 with a slower sensor death rate 
than EDEEC (from round 173 until round 8315) because 
the selection of CHs is based on an optimized process 
by the binary PSO algorithm.

The BABC-based protocols seem to be the best way 
to delay sensor death. Indeed, the BABC-SEP, BABC-
EDEEC, and BABC-BEENISH protocols record their first 
death in rounds 640, 588, and 815, respectively; their 
half nodes death is recorded in 2471, 2468, and 2469, 
and their total network nodes death (LND) is recorded 
in 7646, 8353, 8604 rounds respectively.

Moreover, the BABC-based approaches outperform 
the other algorithms in terms of HND and percent im-
provement in power saving compared to SEP, EDEEC, 
and BEENISH protocols. Especially the BABC-SEP ap-
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proach that has a superior HND with more than 1000 
rounds and an energy-saving percentage of more than 
31 % compared to SEP protocol. The BABC-BEENISH 
and the BABC-EDEEC have also a higher HND with 
more than 1000 rounds compared to BEENISH and 
EDEEC and saved their power by more than 21%. 

The BABC-SEP protocol delays the first network death 
until round 640 with a slower increase in dead sensors 
compared to BPSO-SEP (its first death at round 217) 
and the rest of the protocols. In addition, the BABC-SEP 

protocol extends the lifetime of the network up to 7646 
rounds thanks to its efficient strategy of searching for 
powerful CHs.

Additionally, the BPSO-based approaches perform 
slightly better than SEP, EDEEC and BEENISH protocols 
in terms of HND, LND, and energy-saving percentage. 
Indeed, the BPSO-based approaches offer a higher 
HND with more than 300 rounds and save the energy 
of SEP, and BEENISH protocols by more than 11 %. 

Fig. 1. The behavior of SEP-based protocols

Fig. 2. The behavior of EDEEC-based protocols

Fig. 3. The behavior of BEENISH-based protocols

International Journal of Electrical and Computer Engineering Systems
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4.1. FINDINg

BABC-based Approaches, namely: BABC-BEENISH, 
BABC-EDEEC, and BABC-SEP, are the best in terms of 
FND, HND, and LND. In particular, the BABC-BEENISH 
protocol that provided the longest stability period and 
the maximum network lifetime.

BPSO-based approaches, namely: BPSO-SEP, BPSO-
EDEEC, and BPSO-BEENISH, contributed respectively 
to improving the SEP, EDEEC and BEENISH protocols 

Fig. 4. Packets to BS of SEP-based protocols

Fig. 5. Packets to BS of EDEEC-based protocols

Fig. 6. Packets to BS of BEENISH-based protocols

in terms of HND and LND, and improved EDEEC and 
BEENISH in terms of FND while the SEP protocol re-
mains better than BPSO-SEP in terms of stability (FND).

From the obtained results, it can be seen that the 
BABC algorithm has perfectly contributed to improving 
the three protocols SEP, EDEEC, and BEENISH in terms 
of FND, HND, LND, and energy-saving percentage.

From Table 2 and figures (1 to 3), the proposed ap-
proaches compete with the heterogeneous protocols 
SEP, EDEEC, and BEENISH in terms of delay and the 
number of packets delivered to the base station.

From the obtained curves, we observed that EDEEC 
and BEENISH provided the highest rate of packets de-
livered to the base station, followed by BPSO-based ap-
proaches, then BABC-based approaches, and the SEP 
protocol comes last, providing the lowest rate of pack-
ets delivered to the BS.

BEENISH is better than EDDEC in terms of stability 
(FND) and network lifetime extension (LND). Whereas, 
the SEP protocol is better in terms of stability.

4.2 DISCUSSION

There is a difference between the initial energy levels 
of the three protocols: SEP, EDEEC, and BEENISH, since 
the EDEEC protocol, has a fraction of super nodes with 
more energy than the advanced nodes of the SEP pro-
tocol, and BEENISH has a fraction of ultra-super nodes 
with more energy than EDEEC-protocol' super nodes. 
This is why EDEEC provides better results than SEP, and 
BEENISH provides better results than EDEEC. We can 
say that these solutions are hardware based rather than 
software, as it is explained below:

In SEP-based protocols, the number of normal nodes 
is m×n. Thus, the total network energy=number of nor-
mal nodes ×Eo+ number of advanced nodes ×Eo×(1+a) 
=(1-m)×n× Eo+ m×n× Eo×(1+a)= 103. 

In EDEEC-based protocols, the number of normal nodes 
is n×(1-m), the number of intermediate nodes is n×m×(1-
mo), and the number of super-nodes is n×m×mo. 

Thus, the total energy = n×(1-m)× Eo+ n×m×(1-mo)× 
Eo ×(1+a) + n×m×mo× Eo ×(1+b)=107,91.

In BEENISH-based protocols, the number of nor-
mal nodes is n×(1-m), the number of intermediate 
nodes is n×m×(1-mo), the number of super nodes 
is  n×m×mo×(1-m1), and the number of ultra-super 
nodes is n×m×mo×m1. 

Thus, the network energy = n  × (1-m) × Eo + n × m × 
(1-mo) × Eo × (1+a) + n × m × mo × (1-m1) × Eo × (1+b) 
+ n × m × mo × m1× Eo ×(1+u)=110, 035.

The proposed BABC or BPSO-based approaches have 
contributed to improving the three types of protocols 
based on the principle of finding the most powerful 
CHs thus avoiding the rapid exhaustion of nodes' en-
ergy and the loss of data packets.

Volume 14, Number 1, 2023
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The binary ABC algorithm has solved the routing 
problem more efficiently than the binary PSO. How-
ever, the number of delivered packets to the BS by the 
EDEEC and BEENISH protocols are the highest, due to 
their distributed strategy, where neighboring nodes to 
the BS send their packets directly to the BS without ag-
gregation.

The BPSO optimizer converges faster than the BABC 
optimizer to the approximate optimal solution with-
out maintaining diversity. Therefore, the selected CHs 
by BPSO are always the most powerful and can en-
sure sending the received packets from their member 
nodes.

5. CONCLUSION

The main objective of this work was to improve ener-
gy efficiency and lifetime extension in heterogeneous 
WSNs using swarm optimization methods. To this end, 
two communication protocols for WSNs have been de-
veloped using swarm optimization methods. The first 
is based on binary PSO, while the second is based on 
the binary ABC that have been employed to improve 
the performances of the standard heterogeneous pro-
tocols SEP, EDEEC & BEENISH. The proposed protocols 
were significantly better in terms of energy saving and 
lifetime extension, especially those based on binary 
ABC, which displayed an energy-saving percentage of 
more than 30% compared to the protocols of basis: SEP, 
EDEEC, and BEENISH. This was made possible through 
better load balancing and, therefore, a better alterna-
tion of the CH's role between the network nodes using 
the swarm optimization methods.

In future works, the following perspectives can be 
addressed:

•	 Implementation of these algorithms in real-world 
applications, such as environmental monitoring 
and irrigation systems in agriculture.

•	 Consider the packet loss rate, the link quality, de-
lay, and reliability to refine the quality of results 
through multi-objective optimization. 

•	 Explore other more recent swarm intelligence 
methods, such as the comprehensive learning par-
ticle swarm optimization (CLPSO). Salp swarm al-
gorithm, the Rao algorithm, etc.
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1. INTRODUCTION

At present, the implementation of modern info-
communication services in terms of increasing their 
mobility and accessibility is directly related to the fur-
ther implementation of wireless telecommunication 
technologies. However, the limiting factor on this path 
is the low performance compared to wired solutions, 
provided by wireless technologies. At the same time, to 
improve the performance of wireless technologies, all 
available tools are being used to manage the available 
network resource: frequency, time, channel, buffer, and 
information [1,2]. In this regard, more and more atten-
tion from scientists, designers of network equipment, 
and developers of relevant standards are being paid to 
finding effective solutions for the formation and opti-
mal distribution of the time-frequency resource avail-
able at the data link layer, and subsequently at the net-
work layer of the OSI (Open Systems Interconnection 

Basic Reference Model) model. The basic principles of 
the hierarchical system are the principles of consisten-
cy and coordination adopted at all levels of manage-
ment. In telecommunication networks, all functions of 
the functional levels must be coordinated with each 
other to achieve the specified indicators of quality of 
service. A characteristic feature of existing solutions for 
the implementation of functional levels is a statistical 
strategy for the distribution of network resources. In 
this regard, an important scientifically applied prob-
lem arises, which consists in optimizing the processes 
of distributing a network resource and servicing flows 
based on the development of cross-layer models. 

In this paper, a cross-layer model is developed in 
which the distribution of a network resource at the 
data link layer is formulated as an optimization prob-
lem of distributing radio resources between network 
users according to the criterion of maximum uplink 

Volume 14, Number 1, 2023



14 International Journal of Electrical and Computer Engineering Systems

channel performance, and at the network layer - as 
an optimization problem of distributing the allocated 
amount of radio resources between different classes of 
flows according to the criterion of minimum average 
packet delay.

2. BRIEF DESCRIPTION  
OF THE OBJECT OF STUDY 

The main function of the MAC (Media Access Control) 
protocol of the LTE-Advanced is the dynamic distribu-
tion of radio resources between subscribers of the UE 
(User Equipment) network.

The scheduler is responsible for the allocation (sched-
uling) of resources for user stations. Such resources pri-
marily include symbols (time resources) and frequency 
subcarriers (frequency resource). The entire channel 
resource is divided into the RB (resource blocks) [1,2]. 
One block consists of 12 adjacent subcarriers occupy-
ing a bandwidth of 180 kHz and a one-time slot (6 or 
7 OFDM (Orthogonal frequency-division multiplexing) 
symbols with a total duration of 0.5 ms). Each OFDM 
symbol on each of the subcarrier’s forms a RE (resource 
element), which is characterized by a pair of values {k, 
l}, where k is the subcarrier number, and l is the symbol 
number in the resource block. In a typical configura-
tion (with 7 OFDM symbols in one slot), each resource 
block includes 12 · 7 = 84 resource elements. Some of 
the resource elements are used to transmit a pilot sig-
nal, which is used for synchronization and radio chan-
nel state estimation. The resource allocated to the sub-
scriber is always a multiple in the frequency domain of 
a 180 kHz bandwidth, and in the time domain, an in-
terval duration is 1 ms, which corresponds to two radio 
signal slots or one subframe.

The base station distributor block (eNodeB) receives 
several service signals: the AR (allocation request) from 
the user equipment, radio channel parameters, the 
QoS (Quality of Service) requirements (QoS Class Iden-
tifier, QCI), etc.

The eNodeB receives information about the radio 
channel parameters from the UE using the CQI (Chan-
nel Quality Indicator). The UE reports the obtained CQI 
to the eNodeB by comparing the measured SNR (Sig-
nal-to-noise ratio) according to a linear function.

Based on the obtained CQI value for each SB (Sched-
uling Block), the data transmission rate of user stations 
is adjusted on the allocated time-frequency resource 
by using adaptive modulation and coding [2]. Then the 
bandwidth of the subframe allocated to a particular 
user station directly depends on the MCS (modulation 
and coding scheme) used and is numerically equal to 
the number of bits transmitted in a time equal to the 
duration of the temporary subframe. The choice of the 
MCS used depends entirely on the characteristics of 
the signal-interference situation in the area of the user 
station, including and from its territorial remoteness 
from the base station.

Thus, the task of scheduling a frequency and time 
resource in LTE technology should be formulated as a 
task of distributing SB between network UEs depend-
ing on the declared transmission rate and distribut-
ing the allocated transmission rate between different 
queues, considering the requirements for the quality of 
service of data flows.

In works [3-8], the tasks and functions of the follow-
ing main known methods of radio resource distribu-
tion are characterized: 

•	 cyclic method (Round Robin Scheduler);

•	 method of maximum carrier power to interference 
level (Max C/I Ratio, Best CQI scheduling).

•	 method of proportional fair distribution of service 
(Proportional Fair Scheduling);

The essence of the cyclic method (Round Robin 
Scheduler) is that the entire available time-frequency 
resource is sequentially allocated to each UE [4]. Even 
though the network resource is allocated to stations, as 
a rule, for the same time interval, they get access to dif-
ferent channel bandwidth, because the distance to the 
base station and the signal-to-interference situation in 
the region of each UE is generally different. This is ac-
companied by the selection of different MCSs, which 
will result in different allocated bit rates.

The use of the Max C/I Ratio method helps to maxi-
mize the performance of the radio channel because the 
entire time-frequency resource is allocated to those 
UEs that have the maximum SNR ratio (CQI) values. At 
the same time, the QoS requirements of other stations 
are practically ignored. If several stations have the same 
SNR values, then the downlink bandwidth is shared 
equally among them. Therefore, stations with low SNR 
will receive service only when user stations with high 
SNR do not communicate with the base station, which 
is the main disadvantage of this method. The Propor-
tional Fair Scheduling algorithm favors a UE that has a 
high SNR while providing sufficient frequency and time 
resources for the UE with the worst SNR [5]. This tech-
nique is aimed at providing high network throughput 
and ensuring a balanced distribution of frequency and 
time resources between UEs.

The tasks of distributing radio resources are also rel-
evant in 5G (fifth generation) networks [9-12]. In [13], 
UE’s CQI state for each RB is considered simultaneously 
in LTE MAC layer resource allocation with cross-layer 
support. In [14], an Adaptive LTE-Advanced cross-layer 
packet Scheduling to guarantee real-time high-speed 
packet service for LTE-Advanced is purposed. In [15], 
the long-term time-average optimization problem is 
converted into a series of the single-time-slot online 
problem by using the Lyapunov optimization tech-
nique. In [16], the performance of three well-known 
uplink schedulers namely, Maximum Throughput (MT), 
First Maximum Expansion (FME), and Round Robin (RR) 
are compared.
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Table 1. The comparison of the related works

Reference Objective Application area Method

[9] Enhancing the QoS architecture 5G Network The agile multi-user scheduling

[10] Implementing the correspondent optimal solution Mobile Network User-centric schedular

[11] Scheduler for Public Safety Communications 5G Network LTE Scheduling in Downlink/ Uplink

[12] Resource allocation in spectrum-sharing OFDMA 
femtocells with heterogeneous services LTE Network Practical Low-Complexity Algorithm

[13] A smart and flexible scheme for Enhanced Utilization 
Resource Allocation LTE Network Enhanced utilization resource allocation (EURA) 

scheme

[14] Adaptive LTE-Advanced cross-layer packet Scheduling LTE Network Adaptive Reward Priority Scheduling and 
Dynamic Resource Allocation algorithm

[15]
Cross-layer resource management mechanism for an 
indoor multiuser visible light communication (VLC) 

access network
VLC access network VLC Resource Management Algorithm

[16] Executing the scheduling algorithm for an open issue 
in the Long Term Evolution (LTE) standard. LTE Network Scheduling algorithm

3. CROSS-lAYER MODEl  
OF RADIO RESOURCE AllOCATION 

In the proposed cross-layer model, the methods of 
queuing theory [17,18] and optimization [19] are used.

When solving the problem of distributing frequen-
cy and time resources, it is necessary to consider the 
configuration of the LTE frame, since uplink subframes 
alternate with downlink subframes and subframes for 
transmitting service information [2].

Assume that the number of UEs transmitting a re-
quest for allocation of a radio resource is equal to N, 
the number of subframes allocated for transmitting 
information in the uplink is equal to M, and the num-
ber of SBs in one subframe is equal to K. Each UE has S 
queues for different types of data flows. It is necessary 
to allocate the total number (K*M)of SBs among N UEs 
and the allocated transmission rates for the UEs to be 
distributed among S queues.

It is necessary to calculate the control variables of 
xn,m,k, which determines the order of distribution of SB: 

(1)

As a result of the calculation of variables (1), sub-
frames are assigned and SBs are distributed by user 
stations, which will transmit data with an effective rate 
of Rn,m,k by the specified MCS. When calculating the re-
quired variables, it is necessary to fulfill two constraint 
conditions

The first condition is for sticking the k-th SB during 
the transmission of the m-th subframe for no more 
than one UE.

(2)

The second condition of allocation for the n-th UE is 
the number of SBs providing the required transmission 
rate of (Rn

t).

(3)

The SB allocation problem can be solved using an 
optimality criterion aimed at maximizing the overall 
uplink performance.

(4)

considering the constraint conditions (2,3).

Each n-th user station distributes its allocated trans-
mission rate (3) among S queues. It is necessary to cal-
culate the control variable of yn, s (0≤yn, s≤1), showing 
the share of the allocated transmission rate for servic-
ing the s-th queue (data flow).  

(5)

When calculating the required variable yn, s, it is neces-
sary to ensure that the average delay s - data flow (Tn, s) 
must be less than or equal to the allowable value (T tn, s).

(6)

The problem of distributing the allocated transmis-
sion rate between queues can be solved using the op-
timality criterion aimed at minimizing the total average 
delay of data flows.

(7)

when considering constraint conditions (5.6). The 
service rate of the s-th data flow of the n-th UE is de-
fined as:

(8)

Considering the UE as a queuing system of the M/M/1 
type, the average delay of the s-th data flow can be de-
termined by the formula [13,14]
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(9)

where λn, s is the rate of arrival of the s-data stream in 
the n-th UE, λn, s < μn, s. 

Expression (8) determines the functional relationship 
of the variables responsible for the distribution of radio 
resources at the data link (xn, m, k) and network (yn, s) lay-
ers of LTE.

The problem of distributing radio resources at the 
data link layer (4) is a linear programming problem. The 
required variables (1) are boolean. The problem of the 
distribution of radio resources at the network layer (7) 
is a non-linear programming problem.

To solve the linear programming problem, we will 
use the capabilities of the MatLab system [15], repre-
sented by the Optimization Toolbox package and the 
program "intlinprog".

(10)

where intlinprog uses this basic strategy to solve 
mixed-integer linear programs. intlinprog can solve the 
problem in any of the stages. If it solves the problem in 
a stage, intlinprog does not execute the later stages. f 
is a linear optimization criterion (4), A and B define lin-
ear inequality constraints (3), Aeq and Beq define linear 
equality constraints (2), intcon - defines the integer val-
ue of the required variables (1), which takes the value 
0 (lb) or 1 (ub).

To solve the problem of nonlinear programming, we 
will use the program "fmincon".

[y,fval]=fmincon('myfun',y0,[ ],[ ],Aeq,Beq,lb, ub,'confun')(11)

where fmincon finds a constrained minimum of a sca-
lar function of several variables starting at an initial es-
timate. This is generally referred to as constrained non-
linear optimization or nonlinear programming. myfun 
- non-linear optimization criterion (7), Aeq and Beq set 
linear equality constraints (5), confun - sets non-linear 
constraints (6), y0 - sets the initial values of the required 
variables, taking values from 0 (lb) to 1 (ub). 

4. ANAlYSIS OF NUMERICAl RESUlTS

To analyze the solutions to problems (10) and (11), 
we consider an example in which the following were 
used as initial data: 

•	 number of active UEs – N= [5,10,15];

•	 the number of subframes for the uplink direction 
of transmission - M=4 (LTE frame duration is 10 ms, 
duration of one subframe is 1 ms);

•	 the number of SBs generated during the transmis-
sion of one subframe is K=25 (the number of re-
source blocks is 50 at a frequency of 10 MHz, the 
number of resource elements is 84, and the num-
ber of symbols is 7).

•	 effective user information transfer rates by CQI and 
MCS are given in table 1.

•	 the number of queues in the UE - S=3.

Fig. 1. The dependence of the overall performance 
of the uplink on the required transmission rate.

Number 
of UE

Indices 
of CQI

MCS R bit/s/Hz 
Total periodModulation Code Rate

1 15 64QAM 948/1024 5.5547

2 14 64QAM 873/1024 5.1152

3 13 64QAM 772/1024 4.5234

4 12 64QAM 666/1024 3.9023

5 11 64QAM 657/1024 3.3223

6 10 64QAM 466/1024 2.7305

7 9 16QAM 616/1024 2.4063

8 8 16QAM 490/1024 1.9141

9 7 16QAM 378/1024 1.4766

10 6 QPSK 602/1024 1.1758

11 13 64QAM 772/1024 4.5234

12 12 64QAM 666/1024 3.9023

13 11 64QAM 567/1024 3.3223

14 10 64QAM 466/1024 2.7305

15 9 16QAM 616/1024 2.4063

Table 2. Effective UE Information Rates (R) 
According to CQI and MCS.

During the experimental process, the following con-
straints were adopted: 

•	 the incoming packet stream is Poisson [M/M/1];

•	 packet service time is described by exponential 
distribution;

•	 the amount of buffer memory is unlimited.

For example, all user stations were set to the same 
required transmission rates. In Fig. 1, how the overall 
uplink performance varies from the required transmis-
sion rate for N=5 is shown.
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Required 
transfer 

UE, Mbit/s

Performance, Mbit/s

Max C/I 
Ratio

Round 
Robin

Proportional 
Fair

Dynamic 
Allocation

0.05 9.105 6.13 7.32 9.02

0.1 9.105 6.13 7.32 8.93

0.15 9.105 6.13 7.32 8.87

0.2 9.105 6.13 7.32 8.78

0.25 9.105 6.13 7.32 8.72

Table 3. The performance of uplink communication

As shown by the simulation results (Fig. 1), the over-
all performance of the uplink using known methods did 
not change throughout the entire measurement inter-
val and amounted to 6.13 Mbit/s for the Round Robin 
method, 7.32 Mbit/s for the Proportional Fair method, 
and 7.32 Mbit/s for the Max C / I Ratio - 9.11 Mbit/s. The 
overall performance of the uplink when using the dy-
namic method (4) in the section of Rn

t = 0 ÷ 0.025 Mbit/s 
had a maximum value corresponding to the Max C/I Ratio 
Mbit/s method. On the interval of Rn

t = 0.025 ÷ 0.25 Mbit/s, 
the overall performance decreased by 4.2% to 8.72 Mbit/s. 
Rn

t = 0.025 ÷ 0.25 Mbit/s

In Table 4, the results of the calculations are shown, 
and a graph of the total uplink performance versus the 
required transmission rate using the dynamic distribu-
tion method (4) and various values of N is illustrated. 

Table 4. The performance of uplink communication 
on dynamic allocation

Required transfer 
UE, Mbit/s

Performance, Mbit/s

N=5 N=10 N=15

0.05 9.02 8.28 8.01

0.1 8.93 7.63 7.18

0.15 8.87 7 6.51

0.2 8.78 6.48 5.68

0.25 8.72 5.89 4.93

Fig. 2. The dependence of the overall uplink 
performance versus required transmission rate 

using the dynamic allocation method and different 
values of N.

Obviously, as the number of active UEs increases, the 
overall uplink performance decreases because some 
UEs have a low CQI due to poor SNR (Table 1).

With the number of active UEs N=10 and the dynam-
ic resource allocation method, the first user sees 6.46 
Mbit/s. This resource, by (7), is distributed among three 
queues intended for three data flows. Let the allowable 
delay time of the first flow be 0.3 ms, the second flow is 
0.6 ms, and the third flow is 0.9 ms. In table 5, the results 
of the calculations are shown, and in Fig. 3, the depen-
dence of the average delay of flows on the intensity of 
arrival of the first flow at a given intensity of the second 
(0.03 Mbit/s) and third (0.01 Mbit/s) flows is shown.

Table 5. The delay in the data flow

The intensity 
of the 1 st 

stream, Mbit/s

Delay, ms

1 st flow 2 nd flow 3 rd flow

0.01 0.3 0.6 0.707

0.1 0.3 0.6 0.755

0.2 0.3 0.6 0.816

0.4 0.305 0.601 0.9

0.5 0.312 0.603 0.901

1 0.34 0.61 0.906

1.2 0.356 0.618 0.908

1.4 0.368 0.624 0.911

1.6 0.38 0.63 0.914

1.8 0.39 0.635 0.916

2 0.403 0.641 0.92

Fig. 3. The dependency graph of the average delay of 
data flows on the intensity of the arrival of data flows.

The obtained results show (Fig. 3) that for the first data 
flow the allowable delay time is up to λ1,1=0.3 Mbit/s, for 
the second flow – up to λ1,1=0.9 Mbit/s, and for the third 
flow – up to λ1,1=1.4 Mbit/s. In the interval λ1,1=0÷0.4 
Mbit/s, the average delay time of the third data flow is 
less than the allowable value.

Thus, the practical implementation of the proposed 
cross-layer model allows:
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•	 to improve the efficiency of radio resources, use;

•	 to provide the required indicators of the quality of 
service of data flows.

5. CONClUSION 

The analysis of existing methods of distribution of 
radio resources of the uplink communication channel 
of the LTE network has been carried out. The shortcom-
ings of the known methods are determined and the re-
quirements for promising solutions for the distribution 
of radio resources between user stations are formulat-
ed. A cross-layer model of radio resource distribution 
between user stations in the data link layer and various 
data flows in the network layer is proposed. The criteri-
on for the optimal distribution of radio resources in the 
data link layer is the maximum performance of the up-
link. The criterion for the optimal distribution of radio 
resources in the network layer is to minimize the sum 
of delays of various data flows with constraints on the 
allowable delay time for each data flow. The proposed 
cross-layer model provides a guaranteed transmission 
rate in compliance with the requirements for the delay 
time of data flows.

In future works, the influence of the amount of ser-
vice information on the quality indicators of the trans-
mission of user information, as well as the possibility 
of using a single optimality criterion in the problems 
of distributing radio resources at the data link and net-
work layers of the network, will be researched. 
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Abstract – A new circular patch antenna with a novel metamaterial structure that achieves high bandwidth and positive gain across 
the operating band. The proposed antenna was Designed by incorporating three split ring resonators into the patch and fabricating 
it with 15 ×10 ×1.6 mm3. The use of a metamaterial structure with negative permittivity and permeability reduced mutual coupling 
in a wideband antenna. The designed antenna shows the isotropic nature at 9.71 GHz in the operating band from 8.80 to 12.89 GHz 
for X band applications specifically for detecting objects using radars. The optimetrics technique analyzed impedance matching with 
a good return loss of -30 dB. In comparison to previous works, miniaturization achieved up to 81.94%. The efficiency of 95.6% and 
isotropic pattern were also achieved at 9.71 GHz using HFSS020R2.

Keywords: Metamaterial, X-band, impedance matching, mutual coupling, isotropic, gain

1. INTRODUCTION

In wireless communication systems, especially mili-
tary radar systems, transmitting and receiving anten-
nas should possess a good gain with an anisotropic 
pattern. It can receive and send the signal without de-
lay, and loss transfers data in all directions. But practi-
cally, it is not possible to design an antenna with broad-
band properties like an Isotropic pattern, i.e., it should 
radiate in all directions equally with positive gain for 
wideband applications like X-band. Devices with fast 
communication and a high data rate are required in 
the new communication era, with no data loss. The 
antenna should have high signal strength and equally 
transmit signals in all directions with less return loss. 
The literature survey clearly explains the contribution 
of different researchers to achieve this challenge. 

 For wide bandwidth communication applications, 
designing antennas play a crucial role. Antenna size 
should be small enough to be compatible with all 
wearable intelligent device applications quickly, so 
miniaturization of the antenna is another challenge for 
wideband applications with good signal strength.

 Many methods are introduced by designing a minia-
turized antenna for Wideband applications with good 
signal strength, i.e., high gain with low return loss. One 
is by taking another artificial material on the antenna. 
There are remarkable changes observed performance 
characteristics of the antenna. The maximum of wide-
band application antennas in the literature shows the 
band. Still, with low signal strength and high return 
loss, those are not suitable for radar and satellite ap-
plications with high data rates and loss in data. 

The key objective of the proposed work is to design a 
miniaturized antenna for wideband application within 
good gain and minimum return loss. A metamaterial 
structure achieves a compact antenna with a positive 
gain throughout the band. The proposed antenna is 
also easy to fabricate and compatible with all planar 
structured device applications, especially for satellite 
and radar applications with highly rigid surfaces.

Many researchers worked to increase the bandwidth 
by using substrates [1-3]. Typically, available materials 
have properties of positive permittivity & permeability. 
Metamaterials are created by introducing new materi-
als with negative permittivity and permeability [4-6]. 

Volume 14, Number 1, 2023



22 International Journal of Electrical and Computer Engineering Systems

Researchers who utilized these new artificial materials 
to design antennas observed a significant improve-
ment in antenna parameters.

O. Borazjani [7] used a 4x9 array E.B.G. layer to im-
prove bandwidth for X band applications and achieved 
improvement up to 1.6G Hz with a simple design. Lin 
Peng [8] used Mushroom-Type E.B.G. Complementary 
ring resonator-type meta structures for dual/triple 
band applications. Ahmad A. Gheethan [9] used a 2x2 
collection split ring resonator M.N.G. Deepa Pattar [10] 
to reduce the mutual coupling of linearly and circularly 
polar antenna arrays SRR&CSRR to design an antenna. 
With this, they achieved the X band with a good gain of 
about 10dbi. They returned a loss of 17db. It reduced 
a mutual coupling up to 6db.N. A. Estep [11] used a 
complementary split-ring resonator with negative in-
dex material between (permittivity and permeability) 
from 4.2 to 4.6GHz used to X Band applications. Prince 
Jain [12] used an I-shaped meta-structure for X-band 
applications that resonates between 5 to 15 GHz. They 
observed the FOM for meta-structure, which performs 
the Structure. 

 Bhaskar Reddy [13] used a complementary loaded 
octagonal split ring resonator at operating frequency 
band 3. 33 GHz.they achieved five bands used for Sat-
ellite, Wi-MAX, and X -Band Applications. Mohamed 
Lashab [14] explained electrically small antennas with 
different meta structures explained clearly. Ampavathi-
na Sowjanya [15], Microstrip bandpass filters designed 
using split-ring resonators for X band Applications.

Researchers added artificial material to the antenna 
to improve parameters like gain, bandwidth, and ef-
ficiency. But not able to distribute signals in all direc-
tions with good strength in a wide bandwidth range 
with positive gain used for radar applications. Work 
has been investigated, analyzed, and validated. The 
proposed antenna CP-TCSSR structure attains an excel-
lent wide band, size reduction, positive gain over a fre-
quency band, and isotropic pattern at a particular fre-
quency 9.71GHz. The unique feature of the proposed 
antenna is most appropriate for defense tracking and 
weather monitoring applications. The S.R.R. (split-ring 
resonator) is excited by the impedance matching the 
50ohm transmission line with dimensions of 15 mm 
and a width of 10 mm in the proposed antenna. The 
proposed antenna operated at a wideband frequency 
from 8.80 to 12.89 GHz with positive gain all over the 
band and optimized using the ground plane length. 
Here By varying the ground plane sizes, we finally opti-
mized at 3mm ground length and achieved the highest 
gain at 12 GHz at 3.74 dB.

2. MATERIALS AND METHODS

Metamaterials with unique electromagnetic prop-
erties enable many advantages in antenna design 
in satellite applications. While using the antenna for 
wideband applications, there is an effect of mutual 

coupling, removed by negative index materials. The 
capacitive and inductance nature of the Metamaterial 
gives the bandgap frequency,

(1)

2.1. DESIgN METHODOLOgy

These steps must be followed while designing the 
antenna for desired applications. The proposed anten-
na design methodology with metamaterial structure is 
explained clearly in Fig.1.

•	 First, we must select the operating frequency for a 
particular application for antenna design.

•	 Design an antenna using a high-frequency struc-
ture simulator and evaluate the antenna.

•	 Design the miniaturized metamaterial structure by 
satisfying the artificial material properties as -ε and -μ.

•	 Now, optimize the antenna parameters by varying 
the position of the meta structure on the antenna 
until the desired antenna requirements are met.

•	 Simulate and analyze the results. Fabricate the an-
tenna with the final consideration of the design 
structure.

Finally, the miniaturized antenna is designed for a 
wide band with positive gain and low return loss. 

2.2. ANTENNA DESIgN & CONfIgURATION

In this session, we proposed a miniaturized antenna 
with a length of 15 mm and a width of 10mm circular 
antenna with FR4 Epoxy as substrate ɛr=4.4 with 1.6 mm 
thickness. The circular patch is designed with a radius of 
1.8 mm, a feed line of 6mm, and a width of 1 mm is used.

fig. 1. Design methodology structure of an antenna
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(2)

(3)

(4)

(5)

Consider the circular antenna with the radius 'r' and 
effective radius 'ar.' taking the effective radius into ac-
count, antenna radiation characteristics are improved 
in relationships of the return losses, gain, and band-
width [27]. The design formulas are below.

2.3. DESIgNINg Of THE pROpOSED ANTENNA

The antenna was designed with the dimensions 
shown in Table 1. This antenna is made from a circu-
lar patch with a radius of R1=1.8 mm. Regarding that 
patch, We added three split ring resonators of various 
radii, R2, R3 & R4, with 2.18 mm,3 mm & 4 mm, respec-
tively. The 6mm length and 1mm width feed line ex-
cited the patch. We take a rectangular ground plane of 
dimensions 10 mm x 3 mm.

fig. 2. Proposed antenna front view

Fig. 2, 3 signifies the front and bottom view of the 
proposed design antenna. This Structure, wide band-
width operated in the region of the X band from 8.80 
to 12.89 GHz frequency with a positive gain of 3 dB all 

fig. 3. Proposed antenna bottom view

Table 1. Proposed antenna dimensions

S.NO parameter (mm) proposed Antenna

1 L 15

2 W 10

3 L1 6

4 S1 1

5 G1 3

6 R1 1.8

7 R2 2.18

8 R3 3

9 R4 4

2.4. DESIgN pRINCIpLE

The design of a circular patch antenna is considered 
an equivalent circuit as follows.

fig. 4. Patch equivalent circuit

Fig. 4 shows the series combination of the circular 
patch's inductance, capacitance, and resistance, de-
noted by Lp, Cp &Rp, respectively

fig. 5. Three split ring resonators equivalent circuits

fig. 5. represents the S.R.R. (Split Ring Resonator) 
equivalent circuit with radius Rn, where 'n' character-
izes the nth ring resonator. Each ring resonator has a 
parallel combination of inductance LRn and capaci-
tance CRn. Here are three-ring resonators with three 
different radii, R2, R3 & R4, and having a similar variety 
of inductance & capacitance LR2 & CR2, LR3 & CR3. LR4 & 
CR4, respectively. Fig. 6 shows the equivalent circuit of 
the antenna.

over the band. Return loss is observed as very low at 
9.71 GHz and 12 GHz ranges. Ground plane length G1 
also varied and got optimized at 3 mm.
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fig. 6. Equivalent circuit of the proposed antenna

The coupling capacitor is denoted by the term Cc in 
this context. Each ring resonator is connected in series. 

The resonance frequencies are [19],

(6)

(7)

(8)

(9)

(10)

(11)

(12)

(13)

(14)

(15)

(16)

(17)

(18)

(19)

The following circuit component parameters are as 
LR3=2.5 nH, LR4=7.0 nH, LR4=12.0 nH, Lc1=1.75 nH, 
Lc2=0.5 nH, Lc3=0.02 nH, CR2=0.108 pF, CR3=0.029 pF, 
CR4=0.05 pF, Cc1=1.6 pF, Cc2=0.0362 pf. The resonance 
frequency of metamaterial structure F.M. is 8.524 GHz. 
The patch circuit frequency can be expressed as follows,

(20)

(21)

3. RESULTS

This session covered S11 parameter extraction based 
on ground length, antenna gain, and antenna radiation 
pattern, as it varies with operating frequency. The ses-
sion concludes by discussing the comparison of simu-
lated and measured results.

3.1. ANTENNA'S gROUND pLANE 
 OpTIMIzATION

The antenna must be effective enough to transmit 
the signal. Impedance matching is critical in many of the 
techniques used for this. We used simple optimetrics by 
varying the antenna length factor from 3 mm to 5 mm.

G1 is 3mm in length and has a wide bandwidth range 
from 8.80 GHz to 12.89 GHz with a return loss of -25 dB.

By changing the length G1 of the ground plane to 
4mm and observing the antenna resonating at fre-
quencies 8.43 GHz to 10.64 GHz, and 11.58 to 12.92 
GHz with -17 dB & -29 dB, respectively shown in Fig. 7.

fig. 7. Ground plane effect on S11 at G1 is 4 mm

fig. 8. Ground plane effect on S11 at G1 is 5 mm

The antenna's resonance frequency was 10.39 GHz, 
with the values of Lp , CP & CC as 2.5nH,1.5 pF & 0.1 pF 
respectively. 

Half power frequencies in L.C.R. series circuits are F.M. 
& F.P. taken as,
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fig. 9. S11 plot of the antenna at G1=3mm

The circular patch antenna with TSRR got optimized 
at 3mm. Fig. 9 shows the S11 plot of an antenna at an 
optimized ground length of 3mm, where achieved 
wide bandwidth with good Return Loss of -31 dB at 9.8 
GHz and -24 dB at 12.5 GHz.

3.3. pROpOSED ANTENNA VOLTAgE  
 STANDINg WAVE RATIO (VSWR)

The crucial parameter,i.e., impedance matching, is 
measured with the VSWR 

The VSWR of proposed antennas also varied at the 
acceptable value, i.e., 1.5 at the 9.71 GHz frequency 
range shown in Fig.10.

fig. 10. VSWR plot of antenna

fig. 11. Proposed antenna's gain plot at 9.71 GHz

3.4. ANTENNA'S gAIN

The gain of the proposed antenna is positive through-
out the operating band. Below, Fig. 11 & 12 shows the gain 
plots of the antennas at 9.71 GHz & 12 GHz, respectively.

fig. 12. Proposed antenna's gain plot at 12 GHz

The circularly polarized patch antenna has good im-
munity to signals in all directions, and its gain makes 
orientation in a particular focus possible. Fig. 11 shows 
a 3.1 dB gain of 9.71 GHz, and Fig. 12 offers the highest 
gain at 12 GHz at 3.74 dB for the proposed antenna.

3.5. gAIN VS. fREqUENCy pLOT

The below fig 13. represents the plot for frequency 
vs. gain.

fig. 13. Gain vs. Frequency plot

Here proposed antenna achieved a positive gain all 
over the X- band from 7.76 to 12.8 GHz. At phi 0 de-
grees and theta 0-degree direction, we got a maximum 
increase of 2 dB at 12 GHz.This is used for military and 
commercial applications.

3.6. RADIATION pATTERN

A circular patch has the advantage of having the sig-
nal distribution with equal signal strength in all direc-
tions possible.

By Changing the length G1 of the ground plane to 
5mm, then observed antenna resonating at dual-band 
frequencies from 11.8 to 13 GHz with return loss -18 dB, 
respectively, shown in Fig. 8.

3.2. REfLECTION COEffICIENT S11 
 ExTRACTION

The proposed antenna is operated at a frequency 
from 8.80 GHz to 12.95 GHz.
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fig. 14. Proposed antenna 
radiation pattern at 9.71 GHz

This determines the signal strength towards the par-
ticular direction, which detect the object's location. 
Isotropic pattern radiates equally in all directions, tak-
ing as a reference for other sources to compare. The 
proposed antenna got an isotropic radiation pattern 
at 9.71 GHz, which is the unique advantage of the pro-
posed antenna used for Radar applications.

4. fAbRICATION RESULTS

The designed and simulated antenna with dimen-
sions 15 x 10 mm2 is fabricated using substrate FR4 
Epoxy of thickness 1. 6 mm. The front view of the fabri-
cated antenna is shown below in Fig. 15.

fig. 15. Fabricated Antenn 
 a) prototype b) vector analyzer setup

a) b)

Vector Network Analyzer used for testing the Fabri-
cated antenna. The below fig shows the comparison of 
the simulated and fabricated results.

Fig. 16 shows the simulated and measured param-
eters S11 & VSWR are compared and achieve the ap-
propriate, acceptable range.

The comparison of the measured frequency band 9.41 
GHz-12.95 GHz to the simulated frequency band 8.80 
GHz - 12.89 GHz, covering extra X-band, is achieved.

5. DISCUSSION

Table 2. gives the comparison of results thus ob-
tained by the proposed antenna and previous works. 
Compared to the [7,13,21], The bandwidth has been in-
creased. And antenna has a higher gain than previous 
works [20,21]. Compared to [7,20,21], miniaturization 
of the antenna also achieved an average of 81.94%.   

5.1. LIMITATIONS

The Proposed antenna operated at X-band applications 
with an average gain of 3 dB. The proposed antenna is an 
isotropic radiation pattern for satellite and radar applica-
tions and was non-isotropic at the remaining bands.

Table 2. Comparison of proposed work with 
previous works

Ref Dimensions (mm) frequency bands gain

[7] 30×40 9.7 GHz 0.7 dBi

[10] 13x13 9.5 GHz 4 dBi

[12] 50 × 45 4.5 to 5.33 GHz 
6.98 to 13.65 GHz 15.1 dBi

[13] 15x15

3.33 GHz,  
5.01 GHz,  
5.28 GHz,  

7.46 GHz &  
9.48 GHz

0.4, 0.28, 3.49, 
4.19 & 2.05 

dBi

[17] 24 x50

2.01 to 2.15 GHz, 
7.83 to 8.52 GHz, 

9.91 to 10.01 GHz, 
11.21 to 12.84 GHz

Five dBi

[18] 29.5 x 22

3.5 GHz, 4.41 GHz, 
5.8 GHz, 8.26 GHz, 

10.48 GHz  
13.35 GHz and 

14.42 GHz

2.68 dBi

[19] 45 × 31 2.2 GHz to 9.8 GHz 5 dBi

[20] 30x30 8 to 12 GHz 2 dBi

[21] 20x30 8 to 12 GHz 2 dBi

Proposed 15x10 8.80 to 12.89 GHz 3.74 dBi

6. CONCLUSION AND fUTURE SCOpE

In this paper, a Miniaturized Metamaterial-based X-
band range antenna is fabricated and simulated. We got 
wideband nature by adding Three split-ring resonators 
to the circular patch. The proposed Structure has been 
miniaturized by 81.94%, adding Split rings to the circular 
patch. Because of the circular patch signal strength equal, 
i.e., isotropic in all directions, achieved at 9.71 GHz fre-
quency and addiction of negative index materials, mutual 
coupling at the wideband is reduced and achieved a posi-
tive gain of 3dB all over the X band ranging from 8.80 GHz 
to 12.89 GHz, And also discussed the optimetrics of the 
Ground plane. The efficiency of the antenna is 95.6%. The 
Fabricated and simulated results are nearly identical and 
valid for X-band applications. Adding metasurfaces and 
fractal techniques will improve the antenna's gain. It will 
be helpful in Radar array applications.
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Abstract – Low Probability of Intercept (LPI) radars are developed on an advanced architecture by making use of coded waveforms. 
Detection and classification of radar waveforms are important in many critical applications like electronic warfare, threat to radar 
and surveillance. Precise estimation of parameter and classification of the type of waveform will provide information about the threat 
to the radar and also helps to develop sophisticated intercept receiver. The present work is on classification of modulation waveforms 
of LPI radar using multilayer perceptron neural (MLPN) network. The classification approach is based on the following two steps. In 
the first step, the waveforms are analysed using cyclstationary technique which models the signal in bi-frequency (BF) plane. Using 
this algorithm, the BF images of the signals are obtained. In the second step, the BF images are fed to a feature extraction unit to get 
the salient features of the waveform and then to the multilayer perceptron neural (MLPN) network for classification. Nine types of 
noise free modulation waveforms (Frank, four polyphase codes and four poly time codes) are classified using the images obtained in 
the first step.  The success rate achieved is 100 % for noise free signals. The experiment is repeated for various noise levels up to -12dB 
SNR. The noisy signals, before feeding to the MLPN network, are denoised using two types of denoising filters connected in cascade 
and the classification success rate achieved is 93.3% for signals up to -12dB SNR.

Keywords: LPI radar, signal recognition, cyclostationary (CS), cyclic autocorrelation function (CACF), spectral correlation density (SCD), 
Bi-frequency (BF), contour plot, denoising, multilayer perceptron neural (MLPN) network, confusion matrix, Artificial Neural Networks.

1. INTRODUCTION

Low Probability of Intercept (LPI) radars are devel-
oped on an advanced architecture by making use of 
specially designed coded waveforms which results in 
low power. The low power levels of LPI radars yield low 
probability as a synergetic by product. The detection of 
LPI radars by hostile intercept receivers is highly chal-
lenging owing to wide frequency bands and very low 
peak power. The interception and measurement of LPI 
signals in hostile radiometric receivers is a difficult task. 
Recent work has been focused on the early detection 
of LPI radar signals to defend against an eventual at-
tack [1, 2]. Unfortunately, interception alone cannot 

resolve the issue. It is crucial to classify the type of ra-
dar and link this radar class to such a platform and/or a 
weapon system in order to completely detect the radar. 
LPI radars use special type of waveforms and inhibit 
the non-cooperative receiver from signal interception 
and detection. The waveforms of LPI radar signals are 
challenging for standard electronic reconnaissance 
methods to differentiate precisely due to the charac-
teristics of low power, wide bandwidth, high resolu-
tion, frequency change, etc. Identification of LPI radar 
signals and improving the recognition ability of recon-
naissance equipment is the difficult task in electronic 
warfare [3]. 
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In order for the electronic attack (EA) or electronic 
support (ES) system to take immediate action against 
the attacker, precise estimation of parameters is very 
important. Also understanding the type of waveform 
will provide information about the threats to the radar. 
The ability to re-guide and re-transmit without affect-
ing the electronic system is made much easier by the 
identification of parameters [4]. Development of so-
phisticated receivers for interception, detection, and 
analysis of waveforms is possible only by the knowl-
edge of the parameters and the type of the waveform. 
Technologies like multi-input multi output (MIMO) ra-
dar, ES, and EA systems could also be developed with 
the help of the parameters [5, 6].

In [7], the authors have estimated the modulation 
parameters of LPI radar using cyclostationary (CS) tech-
nique. CS method is very good for the analysis of LPI 
radar waveforms as these waveforms are periodic. Poly-
time coded signals (T1-T4) are analysed and estimated 
the parameters of all the codes with an accuracy of 94%. 
It is presumed that the radar signals are free from noise. 
Initially, the time domain signals are transformed into 
bi-frequency (BF) domain using CS techniques and the 
spectral correlation density (SCD) function is computed. 
From the contour plot of the SCD function, the param-
eters of the radar signal are manually extracted and the 
results are found to be good. But generally, the received 
signal is corrupted with lot of noise, thereby decreasing 
the detection or measurement efficiency [8,9]. But by 
preprocessing the noisy signal using denoising filters, 
the measurement accuracy could be improved.

In [10], the authors have analysed the radar signals 
and assessed the parameters of noisy signals using CS 
techniques. Two different kinds of denoising filters are 
stacked in cascade to pre-process the noisy waveforms 
and to improve the signal quality. The denoised wave-
forms are analysed using CS algorithm and the coeffi-
cients of the SCD function are evaluated. Modulation 
parameters of 9 types of waveforms (Frank, P1-P4 and 
T1-T4 are extracted with an accuracy of 95% up to -12 
dB signal to noise ratio (SNR). The process of identify-
ing the radar type and related missiles can be made 
after classification and parameter extraction. Most of 
the existing classification techniques are based on time 
-frequency (TF) images. 

In [6], Choi-William’s distribution (CWD) is employed 
to analyse the signals, and the extracted features from 
TF images are fed to the Elman neural network (ENN) 
for classification. The overall success rate (SR) achieved 
is 94.7% at -2 dB SNR. The authors have analysed 8 
types of modulation signals (P1-P4, Frank, LFM, BPSK, 
and Costas). In [11], the authors used Alex net and clas-
sified 10 types of radar signals up to -6 dB SNR and 
achieved 92.5% success rate.

In [12], the authors have used improved MLPN net-
work on original radar signal and achieved the classi-
fication success rate of more than 90% when the SNR 
is 0 dB. The success rate decreases to about 80% when 

the SNR is - 5 dB. In [13], the authors employed multiple 
features images joint decision (MFIJD) model to extract 
the pixel feature and to get the feature image of the LPI 
radar signal. The model is created by fusing the original 
signal, double short-time autocorrelation feature im-
age, and short-time autocorrelation feature image. The 
TF images are simultaneously fed to the hybrid model 
classifier and achieved an overall SR of 87.7% at -6dB 
SNR for 11 types of radar signals.

In [14], the authors have proposed Choi-William’s dis-
tribution (CWD) to convert radar signals in to time- fre-
quency images. The TF images are simultaneously fed 
to the automatic modulation classification algorithm 
based on dense convolutional neural networks (AAMC-
DCNN) and achieved an overall success rate of 93.4% at 
-8dB SNR for 8 types of modulation signals.

In [15], the authors employed Cohen class time-fre-
quency distribution (CTFD) model to extract TF images. 
2-D Wiener filtering, bilinear interpolation, and Otsu 
methods are applied to remove the background noise. 
The pre-processed TF images are fed to the convolu-
tional neural network (CNN) and achieved an overall 
success rate of 96.1% at -6 dB SNR for 12 types of mod-
ulation signals.

In [9], the authors have developed a model for auto-
matic recognition of modulations of LPI radar signals. 
Smooth pseudo-Wigner-Ville distribution is used to 
transform the time-domain signals to TF images. In or-
der to create high dimensional matrices, the TF images 
are then fed into a triplet convolutional neural network 
(TCNN) which improves the NW's training process and 
hence the classifier's ability. Simulation studies showed 
that the recognition success rate is 94% at -10 dB SNR 
for 10 signals.

In this paper, a model is developed for automatic rec-
ognition of 9 types of radar signal modulations under 
high noisy conditions. The noisy radar signals are de-
noised first using two types of denoising filters and the 
denoised signals are converted into bi-frequency (BF) 
images using cyclostationary techniques and then the 
BF images are fed to an MLPN network for classification.

2. CyClOSTaTIONaRy (CS) algORITHm:

Non-stationary signals are effectively analysed us-
ing time-frequency algorithms, which can evaluate 
the signals simultaneously in both time and frequency 
domains. Many time-frequency (TF) algorithms are dis-
cussed in the literature [16]. But cyclostationary (CS) 
algorithm transforms the signal in to the cycle frequen-
cy-frequency domain or bi-frequency (BF) domain. CS 
method is used here as it is efficient for periodic signals 
like radar waveforms.

It offers additional properties which are not available 
in time–frequency domain. The main property of CS is 
that they have spectral correlation with frequency shift-
ed versions of itself at certain frequency shifts [7]. The 
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two most important metrics in CS analysis are the cyclic 
autocorrelation function (CACF) and the spectral corre-
lation density (SCD) functions. The SCD function accu-
rately captures the statistical behavior of the signal in 
the bi-frequency domain. Many useful characteristics 
of LPI radar signal can be determined from cyclic auto 
correlation and the SCD function. It finds applications 
in many areas like parameter estimation, array process-
ing, signal identification, direction estimation and time 
of arrival, signal detection [13]. CS is used in detection 
and identification of weak spread spectrum communi-
cation signals. It also offers additional capability in the 
detection and classification of LPI radar signals [1].

Let the signal to be analyzed be x(t). Eq. (1) is used to 
determine its CACF.

(1)

where 'α' represents cycle frequency. The SCD coeffi-
cients are computed using eq. (2)

(2)

The discrete SCD coefficients of finite signals are 
evaluated using eq. (3)

(3)

where,

(4)

and ‘N’ is the length of the signal, W(n) is the window 
and 'γ' is the discrete cycle frequency.

SCD is a function of two parameters-cycle frequency 
and frequency. Fig. 1 shows the block diagram to mea-
sure the parameters of noisy radar signals. The input 
signal is denoised first using two types of denoising 
filters. The SCD coefficients of the denoised signal, x(n) 
are estimated using eq. (3) and the bi-frequency (BF) 
image of the SCD function is plotted. Fig. 2 shows the 
BF image of noise free Frank code with a carrier fre-
quency of 1 GHz and the parameters are measured as 
shown in the Fig. 2. (a) [10].

Fig. 1. Block diagram of measurement of 
modulation parameters.

The parameters measured are carrier frequency (fC), 
bandwidth (BW) and code rate (RC). Contour plots of 
noise free, P1 code and T1 code is shown in Fig. 3 and 
4 respectively. From Fig. 2, 3 and 4, it may be observed 
that the shapes of BF images are different for different 
types of modulations and these images are the basis 
for classification of signals.

(a) Complete bi frequency plane

(b) Enlarged version of right most butterfly of Fig. 2 (a)

Fig. 2. Contour plot of noise free Frank code for 
carrier frequency, fC=1 GHz

Fig. 3. Contour plot of noise free P1Code for carrier 
frequency, fC =1 GHz
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Fig. 4. Contour plot of noise free T1 Codefor carrier 
frequency, fC =1 GHz

3.  FEaTURE ExTRaCTION USINg PRINCIPal 
COmPONENT aNalySIS (PCa):

PCA is one of the dimensionality reduction algo-
rithms used to reduce the class features. It reduces the 
size of the input data matrix using projection matrix to 
represent the data in mean square sense. Linear com-
bination of the eigenvectors obtained from the data 
covariance matrix is used to represent the data in PCA. 

The PCA maps an ensemble of P, N-dimensional 
vectors X=[x1 ,x2, x3,……xP ] onto an ensemble of P, D-
dimensional vectors Y=[y1 ,y2, y3,……yP ], where D<N. 
Using linear transformation one can show that 

Y=AH X
where A is a square matrix with i orthogonal column 

vectors, i=1, 2, ..., P and H is the Hermitian operation.

(5)

Fig. 5. Feature vector generation

The BF images of LPI signals obtained from the CS 
method are resized to 60 x 60 for all the input signals 
for pre-processing. In this work a total of P=135 input 
signals are taken for pre-processing followed by feature 
extraction process as shown in Fig. 5. Each input signal 
is represented in column vector and stacked together 

to get a matrix of size 3600 x 135. Later the mean of 
the training matrix is calculated column wise and the 
mean is subtracted from the training data set matrix 
giving the matrix ‘X’. P is the number of training signals 
and N=3600 is the length of the input vector. X is of di-
mension 3600×135. The number of features is reduced 
from 3600 to D=25. Hence Y is of dimension 25×135. 
Non-zero eigenvectors of X are obtained using singu-
lar value decomposition (SVD) method. SVD states that 
any N×P matrix X can be decomposed as

(6)

where U is the N×N unitary matrix, V is the P×P unitary 
matrix and Σ is the matrix of non-negative real singular 
values. Note that 

(7)

Equation (7) indicates that the eigenvectors of XHX 
are contained in the 'V' matrix and the eigenvectors of 
XXH are contained in the 'U' matrix where 'U' is given by

(8)

It can be shown that the non-zero eigen values of the 
higher dimensional covariance matrix XXH are computed 
by computing SVD of smaller dimensional covariance 
matrix XH X. After getting the eigenvector matrix 'U' and 
the eigen values from the input data matrix 'X' using 
SVD, the transformation matrix A is obtained from'U' us-
ing the largest eigen values as shown in Fig. 6. In order 
to find the largest eigen values a threshold Thλ is se-
lected and is named as eigenvalue threshold constant. 
The optimum value of Thλ is found to be 0.02. Training 
and testing signals are projected on to matrix A to get a 
lower dimensional feature vector with size DX1 for one 
signal. All such signals form a DXP matrix and given as 
input to MLP neural network for classification [17].

Fig. 6. Block diagram of PCA

4. ClaSSIFICaTION NETwORKS

Multilayer perceptron neural (MLPN) network is a 
feed forward network with an interconnection of non-
linear parallel individual computing units. The inputs 
are propagated layer upon layer in a forward direction 
resulting in a non-linear mapping of the inputs at the 
output layer [18].

MLPN network is efficient for small number of hidden 
layers and also require short training time than deep 
neural network. The main advantage of MLPN is that 
it can be used to solve complex non-linear problems 
and also it makes quick predictions after training. The 
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same accuracy ratio can be achieved even with smaller 
samples. Hence MLPN is used for classification of radar 
signals. 

An MLP has three distinctive characteristics:

1. The model of each neuron in the network includes 
a nonlinear activation function.

2. The network contains one or more layers of hidden 
neurons that are not part of the input or output of 
the network.

3. The network exhibits a high degree of connectivity, 
determined by the synapses of the network.

The MLPN network is represented as

(9)

where xi is the input,
yk is the output,
i is the number of input nodes,
l is the sample number,
k is the output index 
and h is the number of layers.
The weight values between neurons i and k and i and 

h are represented as wkh and whi respectively, and the 
activation function is represented as ∅. A single global 
training technique using supervised learning deter-
mines all weight values w in the MLP simultaneously 
[19]. For distinct layers of neurons, the activation func-
tions can change and is monotonic. As the number of 
network layers is relatively low, the activation function 
used is sigmoid function which is defined as:

(10)

A two-layer feed-forward neural network with one 
hidden layer and with nine neurons in the output layer, 
one for each type of modulation, as shown in Fig. 7 is 
developed for classification of images.

Fig. 7. Block diagram of Two-Layer Perceptron 
Neural Network

For each detection method, the feature vector di-
mension Dx1 is obtained using the principal compo-
nent analysis. The optimum number of neurons is cho-
sen after considering several different numbers for the 
hidden layer [20]. Supervised training of the MLP net-
work uses the gradient of the performance function to 
determine the weights. The gradients are determined 
using back propagation algorithm. 

To increase the network's convergence speed of the 
training algorithms, variable learning rate technique is 
used. The pace of learning is maintained constant dur-
ing training using typical steepest decent method. The 
correct learning rate setting is extremely important for 
best performance. Network regularization 𝑅 is used to 
improve the network generalization. The network reg-
ularization 𝑅 is calculated using eq. (11).

where MSE is the mean sum of square of the network 
errors and g is the performance ratio (g=0.0197). The 
regularization performance target was established at 
𝑅=0.9816. The best value is selected for each training 
set using a variety of training iterations (epochs). The 
size of the weight vector is 50×25 since the number of 
hidden layers are 50 and the number of features is 25. 

5.  SImUlaTION RESUlTS

The overall block diagram for estimation of param-
eters and classification of signals is shown in Fig. 8. The 
BF images obtained from the detector unit are fed to 
the feature extraction unit and then to the MLPN net-
work for classification.

Fig. 8. Parameter extraction and classification

Test signals with -6 dB SNR are used for optimization. 
The optimum selection is based on the highest average 
probability of correct classification. Nine types of modu-
lation signals (Frank, P1-P4 and T1-T4 are used for classifi-
cation. The experiment is carried out with three different 
carrier frequencies (0.8 GHz, 1 GHz and 1.2 GHz). The SNR 
of each signal is varied from noise free signal to -12 dB 
insteps of 3 dB. Thus, a total of 135 (9x3x5) signals are 
considered. For better training and testing of the two-
layer MLPN network, the signals are repeated 216 times. 
Thus, making the total number of signals to be 29,160. 
Out of 29,160 signals, 70% of them are used for training, 
15% for testing and the remaining 15% for validation. 
Ten test runs are used to build the classification statistics. 
To randomize the weight matrices of each test, the net-
works are reset using the ideal network parameters. The 
maximum number of epochs (iterations) is kept at 1000. 
The number of neurons in the hidden layer is varied from 
10 to 150 and the optimum number is found to be 50 for 
high noisy signals. The optimum eigen value threshold 
constant is found to be 0.02 for noisy signals. Confusion 

(11)
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matrices are generated for the classification test at each 
SNR level. The classification success rate (SR) is obtained 
from the confusion matrix.

Fig. 9. Confusion matrix of noise free signals

Fig. 10. Confusion matrix for signals up to -6dB

Fig.11. Confusion matrix for signals upto -12dB

Table 1. Classification results of various noisy signals

Noise level  
of the signal (1)

No. of hidden 
layers (2)

Success rate (SR) 
(3)

Noise free signals only 10 100%

Upto-3 dB SNR 10 96.3%

Upto-6 dB SNR 10 96.3%

Upto-9 dB SNR 10 94.4%

Upto-12 dB SNR 50 93.3%

Table 2. Comparison of the results with the literature values.

S. No 
(1)

Reference 
number (2) Type of TF/BF algorithm used (3) Type of Network used (4)

No. of 
modulation 

signals used (5)

max. noise 
level SNR 

(dB) (6)

Success 
rate (SR) (7)

1 [10], Oct. 2016 Choi–Williams distribution (CWD) Elman neural network (ENN) 8 -6 92.5%

2 [19], Aug. 2018 Cohen class time-frequency 
distribution (CTFD)

Convolutional neural 
networks (CNN) 12 -6 96.1%

3 [12], 2019 Original Radar signal Improved MLPN 7 0 90%

4 [6], Jan.2020 Multiple feature images joint 
decision (MFIJD) Hybrid model classifier 11 -6 87.7%

5 [18], Jan. 2021 Choi–Williams distribution (CWD) Dense convolutional neural 
networks (DCNN) 8 -8 93.4%

6 [9], Nov. 2021 Smooth pseudo-Wigner–Ville 
distribution (WVD)

Triplet convolutional neural 
network (TCNN) 10 -10 94.7%

7 Proposed method Cyclostati-onary technique Multilayer perceptron 
neural network (MLPN) 9 -12 93.3%

It is found that the classification success rate is 100% 
for noise free signals when the numbers of hidden lay-
ers are 10. Fig. 9 shows the confusion matrix of noise 
free signals. The experiment is repeated for various 
noise levels up to -12 dB in steps of 3 dB. Figs. 10 and 11 
show the confusion matrices of noisy signals up to -6 
dB and -12 dB respectively.
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Table. 1 shows the classification results for various 
noisy signals. Column 1 shows the maximum noise level. 
Column 2 shows the maximum number of hidden layers 
considered and the last column shows the classification 
success rate. The success rate achieved for signals up to 
-6 dB SNR is 96.3%. The maximum classification success 
rate achieved for signals up to -12 dB SNR is 93.3% and 
the number of hidden layers is 50. 

Table. 2 shows the comparison of the results with the 
literature values. Column 1 shows the serial number. Col-
umn 2 shows the reference number and month and year 
of publication. Column 3 shows the type of algorithm 
used to get the TF/BF image and column 4 gives the type 
of neural network used. Columns 5 and 6 show respec-
tively the maximum number of modulation signals and 
the maximum SNR considered. The last column shows the 
classification success rate achieved. For S. No. 2, though 
the success rate is the highest (96.1%), the noise level con-
sidered is only up to -6 dB SNR. The next highest success 
rate is 94.7% for S. No. 5 and the noise level considered 
is also less (-10 dB SNR). For the proposed method, the 
success rate achieved is 93.3% with the noise level consid-
ered up to -12 dB SNR. It means even for high noisy signals 
(compared to S. No. 5), the success rate achieved is nearly 
same. Hence the proposed method is superior.

6. CONClUSIONS

Detection and classification of radar waveforms are 
important in many critical applications like electronic 
warfare, threat to radar and surveillance. LPI radar wave-
forms are classified using cyclostationary techniques 
and multilayer perceptron neural (MLPN) network. The 
main advantage of MLPN is that it can be used to solve 
complex non-linear problems and also it makes quick 
predictions after training. The classification process is 
carried out in three steps. Firstly, the noisy signals are 
denoised using denoising filters. Later the signals are 
analysed using cyclostationary algorithm and the BF 
images are obtained. In the third step, the images are 
fed to the MLPN network for classification. Nine types 
of modulation waveforms are considered under various 
noise conditions up to -12 dB SNR. Before feeding to the 
MLPN network for classification, the BF images are fed to 
the feature extraction unit to reduce the number of fea-
tures to 25. With the proposed method, the classification 
success rate achieved is 100% for noise free signals. But 
as the noise level increases, the success rate decreases. 
The maximum success rate achieved is 93.3% for signals 
up to -12 dB SNR. When compared with literature values, 
the proposed method is better as the classification suc-
cess rate is good even in low SNR conditions.
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Abstract – Cyber security is a vital concern for companies with internet-based cloud networks. These networks are constantly 
vulnerable to attack, whether from inside or outside organization. Due to the ever-changing nature of the cyber world, security 
solutions must be updated regularly in order to keep infrastructure secure. With the use of attack detection approaches, security 
systems such as antivirus, firewalls, or intrusion detection systems have become more effective. However, conventional systems 
are unable to detect zero-day attacks or behavioral changes. These drawbacks can be overcome by setting up a honeypot. In this 
paper, a hybrid Honeynet model deployed in Docker (H-DOC) bait has been proposed that comprises both low interaction and high 
interaction honeypot to attract the malicious attacker and to analyze the behavioral patterns. This is a form of bait, designed to 
detect or block attacks, or to divert an attacker's attention away from the legitimate services. It focuses only on the SSH protocol, as it 
is widely used for remote system access and is a popular target of attacks. The proposed Hybrid H-DOC method identify ransomware 
activity, attack trends, and timely decision-making through the use of an effective rule and tunes the firewall. The attack detection 
accuracy of the proposed Hybrid H-DOC method when compared with IDH, Decepti-SCADA, AS-IDS and HDCM is 13.97%, 11.82%, 
8.60% and 5.07% respectively.

Keywords: cybersecurity, docker, containers, high interactive honeypots, low interactive honeypots

1. INTRODUCTION

Cyber security entails the protection of resources that 
are connected to the Internet. Every day, malicious activ-
ities on the Internet is becoming more common [1]. Cy-
berattacks are on the rise at an exponential rate, as mil-
lions of attacks are identified annually, requiring more 
complex and automated analysis techniques because 
existing technology cannot handle the volume of data 
or the diversity of attacks [2]. Cyber risks are complicated 
and time-consuming to understand and address. The 
analysis of honeypot data can identify cyber threats [3].

Honeypot technology is a dynamic and ever-growing 
technology [4]. Honeypot is a network computer and 
server configured such that to appear vulnerable and to 
interact highly to attackers, to attract the attackers with 
open flaws and known vulnerabilities [5]. In computing 
security, honeypots are frequently used by scientists and 
security specialists, depending on their level of involve-

ment. There is a unique feature of honeypots that makes 
any communication with them illegitimate because they 
are not providing any genuine services [6]. Real world 
scenario of Honeypot is shown in Fig. 1.

Generally, honeypots are used and are widely distrib-
uted. However, there are a number of difficulties that 
need to be addressed. Security, flexibility, and a lim-
ited number of IP addresses are all factors to consider 
[7, 8]. Honeypots are also prone to potential attackers 
avoiding them because of their nature. Therefore, it 
was decided to use operating system level virtualiza-
tion, otherwise known as containerization, to execute 
the selected honeypots [9,10]. Containers are virtual 
environments in which a program and its dependen-
cies are packaged together [11]. The operating system 
and kernel can be shared by containers, making them 
less resource-intensive than virtual machines [12-14].

In addition, by running in user space, they minimize 
system burden [15,16].
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Fig. 1. Real world scenario of Honeypot

A Docker container is used in this experiment. In ad-
dition to x86-64 and ARM, Docker supports numerous 
architectures natively, meeting the compatibility crite-
rion. By using Docker Compose, the load balance on 
the target system were also managed and create, de-
ploy, and orchestrate the instances using the API easily 
and quickly [17,18]. This study suggests a hybrid hon-
eynet model implemented in Docker. Additionally, the 
security of Honeypot implementations within Docker 
containers is investigated.

The rest of the paper is organized in the following 
manner. Section II represents the literature review in 
detail. Section III describes the Hybrid H-Doc bait in de-
tail. Section IV describes the security analysis. Section V 
describes the conclusion and future work.

2. LITERATURE REVIEW

The history of cyber security experimentation (CSE) 
platform was traced back to the early 21st century. Due 
to the cumulative amount of cyberattacks, countries 
are investigating the development of a CSE platform. 
(IDS) Intrusion Detection System, (VDS) Vector Deep 
Surveillance and honeypot system. Among the above 
said CSE platforms honeypot is the highly efficient sce-
nario. The "state of the art" of present honeypot solu-
tions is presented in this section. 

In 2018, Almohannadi, H., et al. [19] proposed a new 
threat intelligence technique that evaluates honeypot 
log data to identify attacker behaviour and find attack 
trends. They've set up a honeypot on an AWS cloud 
to collect cyber incident log data in order to achieve 
this goal. Elasticsearch technology, specifically an ELK 
(Elasticsearch, Logstash, and Kibana) stack, is used to 
analyze the log data.

In 2019, Yin, et al.,[20] present a new architecture 
for a cyber security experimentation platform on the 
basis of Docker. This software has the scalability and 
flexibility necessary for large-scale cyber simulations. 
This feature enables users to customize cybernode’s to-
pologies, software environment, and also support the 
customization of important experiment indicators. It is 
possible to transmit important experiment indications 
in real-time, thereby reducing the total cost and facili-
tating the analysis process.

In 2021, Buzzio-Garcia, J. [21] suggests the utiliza-
tion of Docker as a high-interaction honeypot, so that 

threats can be detected at both the network and host 
levels. It was developed using open-source tools to 
ensure scalability, safety, and dynamic functionality. A 
real-world test has demonstrated that it is capable of 
capturing harmful data for examination at the network 
and host level employing tools like VirusTotal.

In 2022, Sivamohan, S., et al [22] used Docker con-
tainer technology with a honeynet-based IDS to create 
an efficient active protection architecture. The creation 
of honeynet technology is crucial to cloud security and 
threat detection. Based on the results of the experi-
ment, it appears that this defense system can identify 
and log the attacker's activities, revealing new attack 
strategies and even zero-day vulnerabilities.

From the existing methods, it is identified that, there 
is no solution focused solely on the SSH protocol. An 
SSH connection encrypts connections between two 
end points and provides password or public-key au-
thentication. A secure alternative to unsecure file trans-
mission methods and legacy login protocols (such as 
telnet and rlogin) (such as FTP). The position of autho-
rized key files and port forwarding in SSH, however, 
are not ideal. Port forwarding allows an attacker to 
get around firewalls that have been set up to restrict 
access to the server's network. Due to their encrypted 
SSH connection, the attackers are undetectable. So, it 
is important to focus on the SSH protocol in order to 
reduce the above-mentioned issues. Therefore, in this 
paper a hybrid H-Doc bait has been proposed which 
concentrates on the SSH protocol. 

3. PROPOSED HYBRID H-DOC BAIT

In this research, an attacker's behavior as well as 
metadata are utilized to address the problem. The pro-
cedure involved in this research process for implemen-
tation are as follows:

•	 Setting Up EC2 instance
•	 Implementing Docker on Cloud
•	 Setting Up the Hybrid Honeynet in Docker
•	 Tuning the firewall

3.1. SETTINg UP EC2 INSTANCE

Among the most popular instances are General Pur-
pose ones, which are an excellent way to get started 
with AWS or cloud computing. Their most common 
uses include web servers, development environments 
for mobile apps, and enterprise applications such as 
CRMs and ERPs. Within this class, the most important 
distinction is between instances that have a Fixed per-
formance and those that have a Burstable performance. 
Using burstable performance EC2s, one can easily grow 
their computational power.

3.2. IMPLEMENTINg DOCkER ON CLOUD

A Docker container has several advantages, includ-
ing its ability to be deployed in development, test, 
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staging, and production environments, and its ability 
to be integrated into distributed systems. Applications 
are constructed with Docker technology, which is deliv-
ered to end users via AWS EC2 services. Scalability and 
management of Docker containers are best handled by 
Amazon EC2 Container Service. Docker containers with 

the EC2 Container Service are used to run processes on 
Amazon EC2 instances using optimistic, shared state 
scheduling. Amazon ECS allows you to run contain-
ers across many hosts, isolate applications and users, 
and scale quickly to meet your applications' and users' 
changing needs.

Fig. 2. Proposed framework

3.3. SETTINg UP THE HONEYPOT IN DOCkER

Package the honeypot environment in a docker con-
tainer to deploy it in various nodes which contain dock-
er for faster deployment mainly in UNIX based distros.

3.4. TUNINg THE FIREWALL

Real-time data flows will be handled by a uniform, 
high-throughput, low-latency platform developed by 
the project. There are tools for processing continuous 
and timely events as well as extracting high-level knowl-
edge events from lower-level events, is known as com-
plex events. An inference engine uses working memory 
and fuzzy rules to make decisions. Apache Kafka has 
been used, which is a big data processing tool. This can 
process big streams of data. There is a fuzzy rule base 
that comprises all the rules, and working memory keeps 
track of the most recent state of the system. As soon as 
a feature extraction packet is received, it is sent to an in-
ference engine for identification; if they are considered 
attacks, the firewall blocks them.

Fig. 2 represents the overall framework of the pro-
posed method. When the attacker tries to enter the 
network through SSH, it will be assigned to hybrid hon-
eypots which contains both low interaction and high 
interaction honeypots. Unused and unwanted contain-
ers will be removed through container removal. Log-
gings contains the visiting informations of the attacker.

3.5. ATTACk ENTRY VIA SSH

The purpose of this study is to investigate into SSH 
connections to honeypots from any IP address, usually 
over port 22. By using the honeypots, the attacker is 
given access to a Linux shell console. Devices with IP 

addresses that connect to a honeypot are considered 
attackers. This paper defines a session as any SSH con-
nection between an attacker and a honeypot that is 
approved by the honeypot. A honeypot is attacked 
by connecting to an SSH port, usually port 22, and es-
tablishing an SSH protocol session with the attacker. 
During the session, the attacker can enter commands, 
download and execute files, and so on, to communi-
cate with the honeypot. 

3.6. SSH SCENARIO

An SSH session was established with a sophisticated 
simulated attacker. The following was found:

•	 The traffic was first forwarded to the low interac-
tion honeypot after installation.

•	 Expert system assesses whereas, to send the traffic 
to high interaction honeypot or to stay in the low 
interaction honeypot system. After connection, 
the attacker can navigate to the honeypot terminal 
with the fake file system.

•	 By using the command 'vi,' a fingerprinting attack 
quickly identified a popular fingerprint indication 
for honeypots.

•	 The honeypot container logs recorded all interac-
tive contacts with the attacker session, which were 
stored and sent to syslog.

3.7. HYBRID HONEYNET MODEL

•	 Honeypots are grouped into clusters called Hon-
eynets to prevent them from becoming indepen-
dent units which is shown in Fig. 3. The benefits of 
such setups include Real-time correlation of sensor 
data, One point of sensor control, Central storage of 
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event data. However, such a distributed model has a 
few drawbacks Complexity of infrastructure, greater 
security, risk Inefficient management that should be 
considered as well. In order to overcome the disad-
vantages, hybrid honeynet has been proposed.

Fig. 3. Schema of hybrid honeynet

3.8. LOW INTERACTION HONEYPOT (LIH) 

During aggressive expansion, low-interaction honey-
pots are simple, yet can save time due to intruder de-
tection, and the honeypot imitate can be reduced with 
specific commands. Honeyd, meanwhile, is a honeypot 
with a low-interaction level. In order to imitate services 
with low interaction, attackers can take advantage of 
the low interaction honeypot. Because of the minimal 
amount of contact, this type of honeypot gathers data 
from the first step of an attack. Information about the 
threat's reason for attacking is seldom obtained.

3.9. HIgH INTERACTION HONEYPOTS (HIH)

Honeypots with high interaction are the opposite of 
honeypots with low interaction in deception technolo-
gy. In contrast to merely simulating particular protocols 
or services, the attacker actually attacks real systems. 
This makes it less likely that they will understand they 
are being monitored or diverted. Since these systems 
are only available as decoys, all communications dis-
covered are hostile by its very nature, simplifying it to 
finding threats and track an attacker's activity. "Lyre-
bird" is a honeypot framework that is highly interac-
tive. All communications between the attacker and the 
computer are recorded in clear text, so the attacker has 
access to real vulnerable programs. The Schema of the 
honeynet with a single Low and high interaction hon-
eypot is shown in Fig. 4.

3.10. REqUIREMENTS OF THE SERVER  
 WITH ExPERT SYSTEM

Sessions should satisfy one of two hypotheses:

•	 The sessions could be diverted to a LIH
•	 The sessions could be diverted to a HIH

•	 To make decisions, you must use the data provid-
ed by the simulated environment, low interaction 
honeypot, including country of origin, IP address 
reputation, downloaded malware, and so on. Nu-
merical quantities are displayed, such as the num-
ber of times the malware was identified by the 
antivirus software or the number of times the shell 
command was entered.

•	 Decision needs to be made quickly, within a few 
seconds. In addition to being simple to install, the 
solution must be low performing and able to run 
on a variety of Linux platforms.

Fig. 4. Schema of the honeynet with a single Low 
and high interaction honeypot

3.11. BEHAVIOR OF THE ATTACkER

The behavior of an attacker is defined as the sum of 
all attacks they have carried out in the domain of in-
terest. The attack behaviour h1of an attacker ax in any 
domain ny is represented as follows for each attack kx.

(1)

For example, denial-of-service attacks can be car-
ried out on operating systems, databases, hardware, or 
apps which is shown in Fig. 5.

Fig. 5. Relation between profile  
and behavior of attacker
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3.12. PROFILE OF THE ATTACkER

Every ax will have a behavior, i.e., there will be a be-
haviour h1for every ax. A profile F of an attacker indicates 
the sum of all the attacker's behavior, ax.∑ h1shows the 
pattern of ax' s actions.

(2)

3.12.1. Properties Of Profile F

Property 1:

Profile Fn is a collection of h1

Proof:

Set of all possible attacks ax will define Pm

Set of all possible ax is a member of any or all h1

A subset of ax can be any or all h1 members.

A specific kx behavior is specified by a subset of ax as-
signed to a particular F1. Thus, kx may have only one 
or multiple h1. For example, if an attacker sends spam 
email first, he will be assigned to the behavior h1. Be-
cause the same attacker is responsible for Virus, he 
has been given the h2 behaviour. The profile for the at-
tacker is summation of behavior h1, h2 which is given in 
equation 3.

So, profile is a group of behaviors.

Property 2:

A cyber attacker cm always performs an action that 
leads to a purpose, leaving evidence (behaviour) be-
hind. This property was attained by extending Locards 
exchange principle,

(3)

(4)

In contrast, no attack is possible in any domain with-
out a motive involving a set of attack vectors.

3.13. CONTAINER IMPLEMENTATION  
 EFFICIENCY

A container mechanism is not a new concept; the 
well-known chroot system was first introduced in the 
1970s with Unix operating systems, intended to limit 
the scope of programs. Container implementations 
such as OpenVZ, Linux Containers, FreeBSD's Jail, and 
subsequently Rocket and Docker were among the first. 
In comparison to virtual and physical computers, con-
tainer instances are extremely light because they lack 
an operating system and execute just the functions, i.e., 
services, required for a container's operation. The con-
tainers run on the same kernel as the container man-
agement system because they are both based on the 
same operating system. This solution has the following 
advantages over physical and virtual servers:

•	 Implementation of infrastructure at a rapid pace

•	 Minimal footprint

•	 A high degree of flexibility
•	 Easy orchestration
•	 high density

In order to ensure container security, three main 
mechanisms are used:

3.13.1. Namespaces

The primary and most important security protection 
for containers is the namespace, as it prevents the con-
tainers from learning about host resources, particularly 
about other container processes or resources that also 
implement the containers. Docker employs a variety 
of namespaces in this regard, including User, Net, mnt, 
and IPC.

3.13.2. Cgroups

The Cgroup method ensures that all containers have 
access to the same resources (CPU, memory, IO). Denial 
of service attacks that result from bad application be-
havior or malicious actions occurring in any compro-
mised container are prevented by securing the host or 
other containers. According to the study's examples, 
the basic launch of publicly available Docker images 
generally lacks Cgroup settings.

3.13.3. Capabilities

With the capabilities system, it is easy to control ac-
cess to containers. Some actions can be performed in-
side containers, but control actually extends beyond 
them. In order to avoid the attack footprint as much as 
possible, the container capabilities are to be minimized 
to the bare minimum

3.14  FUzzY RULE BASE

The three fuzzy input variables are used to decrease 
the fuzzy rules. The fuzzy rule base can be applied to 
reasoning. The security team will be able to predict the 
possibility of an attack on the low-interaction honey-
pot by creating this fuzzy rule foundation and fuzzy 
reasoning engine.

4. RESULTS AND DISCUSSION

The proposed Hybrid H-Doc method was deployed 
on an AmazonWebService-EC2 instance. These systems 
do not function as firewalls or IDS/IPS systems, but they 
provide information on attacks, as well as how to avoid 
or identify them. Consequently, firewalls and IDS/IPS sys-
tems can utilize this knowledge to enhance their capacity 
to counter such analyzed attacks. Honeypot output can 
be used to find new threat signatures, blacklist IP address-
es, map protocol abnormalities, and so on. The honeypot 
is a useful analytical and scientific tool as a result.

An innovative hybrid honeynet concept is presented 
in this study. From the existing methods it is concluded 
that none of them provide a realistic means to identify 
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the level of complexity of an attack in real time on the 
basis of its behavior and metadata. A test case scenario 
is used to evaluate the model's functionality:

The following sections list the outcomes of specific 
experiments assessed using these criteria.

Table 1. Attacker’s information stored in logs

IP address location Count of 
sessions

Severe 
source Last seen

59.162.172.25 India, 
Telangana 532 Yes 2021–10-12 

09:46:32

23.25.132.45 India, 
Maharashtra 846 Yes 2021–10-22 

14:54:28

46.206.183.15 Austria, Wien 481 Yes 2021–10-
2823:50:14

37.118.125.26 Italy, Marche 654 Yes 2021–10-22 
15:44:23

The table below shows the format of the assaults on 
the honeypot that were logged and kept in the data-
base. A similar table, as represented in Table 2, was re-
corded for every row in Table 1 to log all the sessions 
per IP address.

Timestamp IP address Sessions User Password Success

2021–10-12 
09:46:32 59.162.172.25 45d21 

w5423... Root #14@es Yes

2021–10-22 
14:54:28 23.25.132.45 124j14 

s21a25... Root @89dr Yes

2021–10-
2823:50:14 46.206.183.15 541k36 

4e12sh.. Root Gog@13 No

2021–10-22 
15:44:23 37.118.125.26 952s21 

r236e4... Root Kih!26 Yes

Fig. 6 represents the probability of attackers attack-
ing the honeypot system. The honeypot looks like a 
genuine computer system, complete with apps and 
data, leading attackers to believe it is a legitimate tar-
get. A honeypot gives IT security teams more insight 
and helps them respond to attacks that the firewall 
cannot stop.

Fig. 6. Probability of intruder attacking Hybrid 
H-DOC

Fig. 7. Count of attacks by attacker 
in an hour of a day

Fig. 7 represents the count of attacks by attacker in 
an hour of a day which was recorded in the honey-
pot.71.14 percent of all cases in the prior year were 
caused by malware, while 28.86 percent were caused 
by PUAs. Nearly 86 percent of all spambot occurrences 
were caused by the Gamut spambot.

Fig. 8. Effectiveness of decoys

Fig. 8 illustrates how decoys can be useful. A graph 
showing the recognition of bot attacks and the loader 
can be seen. There may be four, five, six, or seven de-
coys in each subnet depending on the circumstances. 
Using seven decoys per subnet, the loader and attack-
er's detection time is greatly reduced.

Fig. 9. Rate of attack detection and prevention

The results of the attack detection rate in the two situ-
ations are shown in Fig. 9. A performance analysis of at-
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tack detection is performed on a total of 800 malicious 
packets. Results indicate that the suggested framework 
is more effective when honeypot is implemented.

Fig. 10. Comparison of Packet arrival rate

A comparison of the packet arrival times for IDS, LIH, 
HIH and hybrid H-DOC is shown in Fig. 10. The work-
load of a hybrid honeypot is lower than that of a stan-
dard honeypot, according to the study. As a result, 
performance of false alarms and workload is improved 
under all network loads.

Fig. 11. Throughput of honeypots

Fig. 12. Comparison of Detection Accuracy (i) When 
number of attackers=10 (ii) number of attackers=20 

(iii) When number of attackers=50 (iv) When 
number of attackers= 100

The Fig. 12 demonstrates the comparison of detec-
tion accuracy of the proposed Hybrid H-DOC bait with 
the existing methods such as Intrusion Detection Hon-
eypot (IDH), Decepti-SCADA (supervisory control and 
data acquisition), Anamoly and signature Based IDS 
(AS-IDS), and Honeypot deployment contract-theoret-
ic model (HDCM). The detection accuracy for the pro-
posed Hybrid H-DOC bait is higher when compared to 
other existing methods.

5. CONCLUSION

In this paper a hybrid honeynet model has been pro-
posed. Honeypots are set up instantly using Docker 
technology for practical testing. This system is simple 
to use, very effective, and capable of recording data 
from the attacker and capturing malicious attacks. By 
updating policies, security administrators can enhance 
their ability to protect the entire application system. 
The proposed method uses a server with expert sys-
tem will decide whether the traffic to be given to low 
interaction systems or too high, so the efficiency is 
high. The performance evaluation accomplished has 
demonstrated the feasibility of the proposed solution. 
We further plan to deploy the honeypot to collect real-
world attack data. The collected data will be used for 
threat intelligence analysis as well as the automated 
translation of such intelligence into functional cyberse-
curity configurations, such as rules for firewalls and/or 
intrusion detection systems.
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Abstract – The design of cryptographic hardware that supports multiple cryptographic primitives is common in literature. In this work, 
a new design is presented consisting of a multi-purpose cryptographic system featuring both 128-bit pipelined AES-CORE (Advanced 
Encryption Standard) for high-speed symmetric encryption and a Keccak hash core on a low-cost FPGA. The KECCAK-CORE’s security and 
performance parameters are tunable in the sense that capacity, bitrate, and the number of rounds can be user-defined. Such flexibility 
enables the core to suit a large range of security requirements. The structure of Keccak’s sponge construction is exploited to enable 
different modes of operation. An example application outlined in this work is Pseudo Random Number Generation (PRNG). With few 
adjustments, the KECCAK-CORE was also operated as a post-processing unit for True Random Number Generation (TRNG) that uses the 
analog Lorenz chaotic circuit as a physical entropy source. The multi-purpose design was implemented in VHDL targeting an IntelFPGA 
Cyclone-V FPGA. For AES symmetric encryption, a maximum throughput of 31.1Gbps was achieved and a logic usage of 25146LEs (23% 
of the FPGA) in the case of the pipelined variant of AES-CORE. For the KECCAK-CORE, maximum throughput figures of 5.81, 8.4, and 
11Gbps were achieved for the three SHA-3 variants 512, 384, and 256-bit respectively, with an area usage of 8947LEs (8%). The system 
as a whole occupies an area of 26909LEs (26%). The random sequences generated by the system operating in PRNG and TRNG post-
processing modes successfully passed the National Institute of Standards and Technology (NIST) statistical test suite (NIST SP 800-22). 
The information entropy analysis performed on the post-processed TRNG sequences indicates an average of 0.935.

Keywords: Advanced encryption standard (AES), Pipelining, FPGA, Keccak, RNG, secure hash algorithm-3 (SHA -3)

1. INTRODUCTION

Security is crucial in today’s embedded systems. 
To ensure data integrity and confidentiality, various 
cryptographic algorithms have been developed. The 
structure of these algorithms is highly parallelizable, 
which makes them favorable for hardware implemen-
tations. Also, the emphasis on high communication 
bandwidths requires the use of hardware-accelerated 
cryptographic algorithms most commonly ASIC (Ap-
plication Specific Integrated Circuit) accelerators which 
offer the highest performance and power efficiency. 
However, these are not cost-efficient for individual use. 
FPGAs (Field Programmable Gate Arrays) are flexible al-
ternatives that provide reconfiguration and lower costs 

for small production. In addition, they can facilitate 
the design/prototype of cryptographic hardware that 
combines multiple cryptographic primitives [1], [2], [3]. 
This flexibility enables the system to support various 
cryptographic operations and protocols required by 
applications such as IEEE 802.11, Bluetooth, Transport 
Layer Security (TLS), Global System for Mobile (GSM), 
ISO/IEC 29192, etc.

The advantages of using flexible multi-purpose cryp-
tosystems that use ASIC and FPGA lie in their ability 
to provide a common implementation that supports 
various requirements for different new technologies 
such as Wireless Sensor Networks (WSN) and the In-
ternet of Things (IoT). These technologies often need 
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to overcome the challenge of deploying efficient cryp-
tographic algorithms on their resource-constrained 
nodes [4]. The use of resource-shared multi-purpose 
cryptographic designs can help in overcoming such 
challenges and offer area/power reductions rather 
than using multiple distinct cores. This flexibility can 
also assist in protecting against different attacks by 
switching to a more suitable security level of the same 
algorithm if needed. In terms of performance, through-
put requirements may also dictate that the system 
should switch to a more appropriate configuration [1].

The multi-purpose design proposed in this paper 
includes two main cryptographic classes: block cipher 
for symmetric-key encryption/decryption and hash 
functions. The symmetric encryption is performed us-
ing AES128. A new Keccak design and implementation 
(SHA-3) is presented, which supports multiple modes of 
operations with tunable security/performance param-
eters and extendable output length. The security/per-
formance parameters include the capacity, bitrate, and 
number of rounds. A practical mode of operation sup-
ported by the proposed construction is examined, that 
is a reseedable cryptographically secure PRNG, which 
is beneficial when high throughput bursts of random 
bits are needed. Furthermore, this work studies the 
use of the KECCAK-CORE as a post-processing unit for 
physical entropy bits (sampled from the analog Lorenz 
chaotic system) in TRNG to eliminate statistical defects 
inherited in the digitized analog signals (das). The post-
processed bits can be used to seed the PRNG, the two 
generators can be used to generate in-system signals 
required for encryption such as keys and nonces. For 
consistency and simplicity, the general nature NIST’s 
statistical test suite is used to evaluate both RNGs [5]. 

Contributions of this work are summarized as follows:

•	 The implementation of a pipelined AES operated 
in CTR (Counter) mode with no RTL (Register Trans-
fer Level) register balancing. The architecture pro-
vides high throughput while maintaining a good 
throughput-to-area ratio.

•	 The hardware implementation/evaluation of the 
most recent provably secure PRNG in cryptogra-
phy, the sponge-based PRNG.

•	 Investigation of the cryptographic hash function 
based post-processing by taking advantage of 
the implemented Keccak algorithm to debias the 
chaotic Lorenz system. Even though hashing algo-
rithms’ implementations are relatively demanding 
in hardware, this is not an issue in the case of this 
work since the hash function was already imple-
mented for other purposes.

This paper is organized as follows. In Section 2, relat-
ed literature is outlined. Section 3 covers some needed 
cryptographic background concepts related to AES, 
KECCAK, and RNG. Section 4 explains the design and 
implementation of the proposed system and its sup-
ported modes of operation. Section 5 presents the ob-

tained results in terms of performance, area usage, and 
randomness/entropy-related tests. Section 6 compares 
these results to other related works. Conclusions are 
laid out in Section 7.

2. RElATED wORK

Several implementations of resource-shared AES 
with AES-like hash functions have been presented 
in the literature. Authors in [1] proposed a resource-
shared crypto-coprocessor of AES with SHA-3, in which 
they fit four non-pipelined AES-128 units with SHA3-
256 by integrating lookup tables and sharing the uni-
fied XOR sections. However, this design is limited in 
terms of AES throughput because it is non-pipelined. 
Also, the Six Input Equation optimization used cannot 
take advantage of other devices with different LUT in-
put sizes. In [6], a resource-sharing design of AES and 
Fugue was outlined. However, Fugue was a second-
round candidate that got eliminated due to security 
flaws and its average throughput-to-area ratio [7]. Oth-
er studies [8-11] have implemented resource-shared 
AES with Grøstl-256 on different FPGA platforms. Com-
pared to Keccak, Grøstl-256 has relatively small secu-
rity margins, lower throughput, throughput/area, and 
energy consumption-per-bit on FPGAs and ASICs [12]. 
Also, many of these designs are non-pipelined, which 
results in low area usage with relatively low through-
put. Furthermore, the hashing units are of fixed output 
lengths and security parameters, which in turn limits 
their suitability for different applications. HLS (High-
Level Synthesis) was used in [13] to implement a dy-
namically configurable SHA-3 accelerator in terms of 
digest length and capacity. However, the use of HLS is 
relatively less efficient than pure HDL (Hardware De-
scription Language) design flow. High-speed pipelined 
SHA-3 designs were presented in [14-18]. However, 
they support no flexibility, and hence a narrower ap-
plication scope.

Authors in [19] proposed an ultra-high throughput 
fully pipelined AES operated in CTR mode. A 60Gbps in-
ner and outer pipelined AES architecture was proposed 
in [20]. More sophisticated timing optimization tech-
niques were described in [21] where an 82Gbps pipe-
lined AES was designed using 2-slow balancing tech-
niques. While these works provide ultra-high through-
puts, the area usage is not proportional to the increase 
in throughput, hence, a low throughput-to-area ratio. 
In [3], a highly customized VLSI (Very Large Scale Inte-
gration) design of an advanced AES Cryptoprocessor 
is presented. The design supports multiple modes of 
operations targeting the European Processor Initiative 
(EPI) that features multiple hardware cryptographic ac-
celerators, including SHA, which are controlled by a se-
cure RISC-V processor.

PRNGs are well studied in the literature. FPGA stream 
cipher/LFSR-based PRNGs were proposed in [22], [23]. 
Chaos-based PRNGs were presented in [24], [25] where 
the three-dimensional chaotic systems were imple-
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mented digitally, which implies a deterministic fully 
predictable system with no sensitivity to initial condi-
tions. Bits from the three variables were post-processed 
to generate pseudo-random numbers. The above-stat-
ed works provide very compact hardware implementa-
tion and good performance. On the other hand, hard-
ware and software designs of cryptographically secure 
PRNGs were proposed. Authors in [26] demonstrated 
high throughput and low power FPGA implementa-
tions of two PRNGs, one of which is the computation-
ally secure Blum Blum Shub generator. In contrast to 
the algorithmic nature of PRNGs, TRNGs are physical. 
However, an algorithmic debiasing step performed on 
the digitized bits is required; also referred to as TRNG 
post-processing. Authors in [27] relied on SHA-256 to 
debias bits generated by ring oscillators which is fun-
damentally different from chaotic systems.

3. bACKGROUND

3.1. AES AlGORIThM

AES can provide up to the TOP SECRET level of secu-
rity with high performance on both software and hard-
ware. It features multiple key lengths of 128, 192, and 
256 bits each with the number of rounds 10, 12, and 
14 respectively. Initially, the encryption starts by XOR-
ing the key and the input data before feeding the result 
through the rounds. Each round consists of four steps: 
SubBytes, ShiftRows, MixColumns, and AddRoundKey, 
except for the last round which requires no column 
mixing. SubBytes step is a nonlinear byte-to-byte cor-
respondence described by the S-BOX which is ob-
tained by calculating the multiplicative inverse of the 
input byte followed by an affine transform. ShiftRows 
is a transformation of the state via circular shifts with 
different values at each row. The previous two steps 
provide the required confusion to avoid any differen-
tiability between the input and output. MixColumns is 
a transformation that operates on the State column-by-
column, treating each column as a four-term polyno-
mial [28] to ensure diffusion. The AddRoundKey step 
consists of XORing the resultant state from Mixcolumns 
with the RoundKey provided by the key expansion.

CTR is a feedback-free block cipher mode where the 
ciphertext is a result of XORing the plaintext with the 
output of encrypted successive counter values concat-
enated with a nonce. The use of a single XOR operation 
on the plaintext results in a symmetry between the en-
cryption and decryption. Unlike feedback modes, CTR 
mode is highly parallelizable, random read accessible, 
and suffers no error propagation problems making its 
implementation straightforward.

3.2. ShA-3 AND KECCAK FAMIly

AES SHA-3 is a subset of the broader cryptographic 
primitive family Keccak of hash functions. It is based on 
the novel Hermetic Sponge Construction approach. Al-

though it features various state widths b = {25, 50, 100, 
200, 400, 800, 1600}-bit, only permutation of b = 1600 
bits was submitted [29]. The Sponge Construction is di-
vided into two phases: absorption and squeezing phase 
as seen in Fig. 1. It uses b = r + c bits of state, where r is 
the rate at which states are updated with message bits 
between each application of the permutation function, 
c is the capacity and defines the security level. Increas-
ing the capacity results in a higher security level with a 
performance penalty and vice-versa [29]. Its value is set 
by the user depending on the application. The input 
state of Keccak-f[b] is arranged in a three-dimensional 
matrix of 5×5×w, where w defines the length of the 
lane and equals b/25.

Fig. 1. The Sponge Construction [30]

In the absorption phase, the input block of length r is 
XORed with the state lane-wise. If the length of the cur-
rent input block is less than r, padding is required. After 
the input data is completely absorbed, the output is 
obtained by truncating the state. The output length is a 
user choice in certain applications. For hash functions, 
the lengths are 224, 256, 384, and 512-bit. If the re-
quired output length is greater than the bitrate, it is ob-
tained by truncating the outputs after feeding through 
Keccak-f until the required length is satisfied, which is 
known as the squeezing phase [31]. Each round R of 
Keccak-f[b] consists of five-step mappings R = ι o χ o π 
o ρ o θ where:

(1)

where a[x,y,z] represents a particular lane of a state; 
B, C, and D are the intermediate results, and RCi is the 
round constant. Note that π and ρ steps are combined 
because they are merely two consecutive permuta-
tions of the state. The values of this permutation are 
hardwired in the rp array. The number of rounds to be 
executed nr is calculated as 12+ 2(log2(b/25)).

3.3. RANDOM NUMbER GENERATION

3.3.1. Sponge-based PRNG: PRNG is a deterministic 
algorithm that, given a truly random binary sequence 
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of length n referred to as a seed, outputs a binary se-
quence of length N > n that is completely determined 
by the seed and ’looks’ random. Thus, if the seed is 
compromised, the output sequences of the PRNG are 
known. Therefore, a requirement for a seed is random-
ness, hence a common technique is to seed a PRNG 
with a TRNG and then use the PRNG afterward. This 
is because PRNG has superior performance relative to 
TRNG. Another requirement for the seed is a sufficient 
length for it to be insusceptible to brute-force recov-
ery. Moreover, the seed should contain enough entro-
py for the application since the seed entropy defines 
an upper limit for the entropy that the PRNG can de-
liver. Ideally, a PRNG can be constructed with a random 
oracle that responds deterministically to every unique 
query with a truly random response chosen uniformly 
from its output domain. Non-empty seeds are fed to 
the PRNG to update the state and random output bits 
are fetched afterward. It should be known that previ-
ous seeds should be stored, hence the name history-
keeping mode [32]. The history is encoded by seed-
complete encoding function e(h). The encoded history 
is provided to the random oracle during the fetch call 
producing a random sequence that is truncated at 
every feed-fetch cycle and so on (Fig. 2). The memory 
needed for history-keeping mode grows linearly with 
the number of past queries; rendering it impractical.

Fig. 2. History-keeping mode PRNG [32]

Instead of a random oracle, sponge construction can 
be used as in [32], which yields a history-keeping mode 
similar to reseedable PRNG. The sponge construction 
relies on a fixed length state which implies no memory 
growth. Furthermore, sponge construction features 
similarities with the mode; where every input absorp-
tion of length r into the state is a feed request and the 
same goes for fetch requests (Fig. 1). In addition, the 
last c bits of the state are never directly affected by the 
input blocks. Capacity c determines the attainable se-
curity level of the construction.

3.3.2. TRNG: TRNG extracts bits from a non-deter-
ministic physical process. Naturally, the physical pro-
cess produces a continuous-time analog signal, which 
gets digitized uniformly to yield das. Due to their physi-
cal nature, TRNGs are typically a separate piece of hard-
ware connected to the application via an interface (USB 
or PCI bus...). Examples of physical processes used are 
Josephson’s Junction [33], Johnson’s noise [34], and Ze-
ner diode’s shot noise [35]. Unlike PRNGs, TRNGs suffer 
from uneven probabilities of zeros and ones. The dif-
ference of probabilities of 0s and 1s is termed bias b = 

(p(1)-p(0))/2. For that, a post-processing step is needed 
where the digitized data is transformed into uniformly 
distributed random numbers i.e b = 0. Post-processing 
also helps to eliminate other statistical defects intro-
duced by the physical source. While the output’s en-
tropy of the PRNG is bounded up by the seed’s entropy, 
TRNGs’ output entropy increases after each random 
number is generated.

3.4. ChAOTIC SySTEMS AS ENTROPy 
 SOURCES

Chaotic systems are by no means random. They ex-
hibit a deterministic behavior since this class of sys-
tems can be described neatly as a system of nonlinear 
ordinary differential equations. Since the system can-
not be solved analytically, mathematicians resort to 
phase space to have a qualitative rather than quanti-
tative understanding of the system. Solutions to the 
system’s differential equation can be represented as 
a trajectory in phase space. The system being chaotic 
implies that two trajectories will be ||E(t)|| ∼ ||E(t0)||.eλt 
apart from each other, where t > t0 and λ is Lyapunov 
exponent. This encapsulates the sensitive dependence 
on initial conditions resulting from the exponential 
divergence of nearby trajectories [36]. This limits the 
horizon of prediction up to a time th, known as the Ly-
apunov time; which corresponds also to the loss of one 
bit of information [37]. In addition to the sensitivity to 
initial conditions, chaotic systems exhibit nonperiodic 
behavior. In this work, the Lorenz system will be used 
as an entropy source for the RNG, which is a simplified 
mathematical model for atmospheric convection (de-
tails are in Section 4.3.2.).

A successive sampling of the Lorenz system results in 
a seeding material for the PRNG or a das for the TRNG. 
The entropy of the material depends on the sampling 
frequency, sampling resolution, and quantization loss of 
the quantization function. The source entropy should be 
at least equal to the security strength of the instantiation 
[38]. The instantiation shall provide reseeding in case the 
internal state of the PRNG is compromised. Periodic re-
seeding shall reduce the likelihood of a security threat.

4. SySTEM DESIGN AND IMPlEMENTATION

The multi-purpose cryptographic system consists of 
two cryptographic cores. The first is AES-CORE dedicated 
mainly to 128-bit symmetric-key encryption operated in 
CTR mode. The second is a tunable KECCAK-CORE, based 
on KECCAK[b=1600], that supports different modes of 
operation. The normal mode of operation of the KEC-
CAK-CORE is a certified hash function (SHA-3) that out-
puts digests of a fixed predefined length. However, its 
utility can be extended to include an RNG, which can 
be used to generate high-quality keys/seeds required 
by the AES-CORE CTR mode. For that reason, the output 
register of the KECCAK-CORE is not only connected to 
the device output ports but also to the input port of the 
AES-CORE. An overall system diagram is seen in Fig. 3.
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Fig. 3. Multipurpose Cryptographic  
System Overview

The system is synchronized to an external interfac-
ing circuitry by two Double Sided FIFOs (First-In-First-
Out), one for the input ports and one for the output 
ports. The input DSFIFO is a 16-bit write-side and 128-
bit read-side (which is equal to the system’s data bus 
width). The DSFIFO-based synchronization is dedicated 
only to data. Control signals synchronization, on the 
other hand, is performed with register synchronization 
chains. The output DSFIFO’s write-side is 128-bit muxed 
with the output registers of both cores, meanwhile, the 
read-side is 16-bit. 

The on-board ADC is used to provide the system with 
accessibility to physical entropy sources (Lorenz chaot-
ic circuit). It is an 8-channel 12-bit SAR clocked at 1Mhz. 
The system can be adjusted to support any number of 
ADC channels with FIFO synchronization, however, the 
implemented system supports only one channel for 
the sake of simplicity and thus only one of the three 
system's variables can be sampled at once. Interfacing 
the ADC is done using IntelFPGA ADC Controller IP (In-
tellectual Property), which is very straightforward. The 
IP provides parallel access to all channels simultane-
ously. The channel is muxed into the input FIFO of the 
system. The detailed RTL view of the system is shown in 
Fig. 4. The following subsections will explain the imple-
mentation details of each part of the system.

4.1. AES-CORE IMPlEMENTATION

4.1.1. Non-pipelined CTR AES-128: AES-128 re-
quires successive ten rounds that only differ in the 
round key derived from the KeyExpansion. Each round 
key is calculated based on the previous key and a 
unique round constant. The KeyExpansion procedure 
in the ten rounds is also identical. The four round steps 
alongside the key scheduler were implemented as 
combinational logic. SubBytes step was implemented 
as 16 parallel LUTs representing the S-box table. Shift-
Rows is a rewiring of the state, hence, its implemen-
tation is straightforward and requires no hardware. 
MixColumns step requires multiplication by "two" and 
"three" in GF(28) which is achieved easily since multipli-
cation by "two" is a shift to the left while multiplication 
by "three" is a shift and XOR. The AddRoundKey step 
is an XOR operation between the state and the round 
key. Non-pipelined AES128 core is implemented with 
a single block of round encryption and KeyExpansion. 
Round constants are provided by an FSM along with a 
control signal to exclude the MixColumns step from the 

10th round. The ciphertext is a result of the plaintext 
XORed with the latched output of round 10; the 32-bit 
counter of CTR mode is then incremented, concatenat-
ed with the 96-bit nonce, and fed into the round block. 
The 128-bit encryption requires 11 clock cycles and the 
next plaintext should be provided during that window. 
A similar core was used in [39] to enc/dec real-time vid-
eo data as an example application.

Fig. 4. RTL view of the on-FPGA system
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4.1.2. Pipelined CTR AES-128: AES's implementa-
tion has a wide range of requirements and constraints 
on throughput and area. For the implementation to be 
compatible with high-speed applications, high through-
put architectures are required. One method to improve 
the throughput is pipelining. This design is obtained by 
placing registers between the unrolled encryption and 
Key Scheduler rounds. Encryption and KeyExpansion 
rounds are identical to those of the non-pipelined variant. 
However round-key and control signals are hard-wired 
in each round and no FSM control unit is needed, hence, 
minimizing the critical path delay. Encryption rounds run 
parallel to the KeyExpansion. Therefore, timing has to be 
exact for each round key from the RoundExpansion to ar-
rive at its corresponding encryption round. The key, seed, 
and plaintext registers are multiplexed into the input port 
of the core along with the corresponding control signals 
for compactness. The input port itself is demultiplexed to 
the output of the Sponge PRNG and the device input pins. 
Therefore, both seed and key can be obtained from the 
RNG or provided by an external interfacing circuitry. Dou-
ble Sided FIFOs are used to separate the clock domains. 
This architecture encrypts a 128-bit block every clock cy-
cle with a latency of 11 clock cycles.

4.2. KECCAK-CORE IMPlEMENTATION

For the implementation of Keccak-f, the straightfor-
ward unfolded structure was chosen as seen in Fig. 5. 

A multiplexer controlled by a round counter deter-
mines whether the state is updated with the result of 
the round function or with the new input block during 
the absorption phase. The input block is stored in an 
input buffer in a form of a SIPO (Serial-In-Parallel-Out) 
shift register. At every clock, 128-bit input enters the 
register in parallel with Keccak-f computation to avoid 
overhead. The state is stored in a 1600-bit register that 
is updated after each round. The five steps forming the 
round function are implemented using combinational 
logic with no inner round pipelining.

Fig. 5. KECCAK-CORE Implementation

The round constants are provided by an FSM. After 
the last round, the state is truncated to 256-bit to out-
put the hash digest.

The number of rounds nr is user-defined with two 
constraints: it must be at least 24, and the number of 
rounds can only be multiples of 12. The rationale for 
that is not a security concern. It is related to flexibility 
and usability of the implementation in applications 
where slowing down the hash operation is beneficial. 
The user-defined nr mode is obtained by reusing the 
states in the FSM. The control unit will loop indefinitely 
between the 24 rounds’ states as long as a control signal 
is pulled high. The control signal is checked at the 12th 
and 24th states, which explains the multiples of 12. The 
output digest buffer is connected to the output DSFIFO 
of the device and the input port of the AES-CORE.

Four modes of operation for the KECCAK-CORE are 
defined. First of which is a ‘randomized hash function’ 
where data is fed as 16-bit chunks to the input DSFIFO 
of the device and should be padded beforehand. The 
input bits are first registered in the input buffer of KE-
CCAK-CORE before being forwarded to the absorption 
phase of Keccakf [b = 1600,nr = 24]. A digest is then ob-
tained using this configuration. Note that the values of 
c and r have not been stated, even though they define 
the level of security/performance of the hash function 
and the SHA-3 hash variant (output length), because 
they are user-defined. The second mode of operation 
is a ‘slow one-way function/key derivation function’, 
which is obtained by simply increasing nr, hence, slow-
ing down the function. The remaining two modes are a 
‘reseedable PRNG’ and a ‘post-processing unit for TRNG’, 
which are explained in the next subsection.

4.3. RNG IMPlEMENTATION

4.3.1. Sponge-based PRNG: The PRNG design 
should be flexible enough in terms of performance 
and security to suit most cryptographic applications. 
For instance, the requirements of generating random 
bits for nonces are different from those to be used as 
cryptographic keys and so on. Furthermore, since RNGs 
require sources of entropy as mentioned earlier, the 
implemented RNG’s parameters have to be tunable ac-
cording to the available entropy source. Lastly, the RNG 
has to have access to multiple physical entropy sources 
simultaneously while keeping the implementation 
as compact as possible. All of this can be achieved by 
tweaking the Keccak hash function.

First, the security/performance tradeoffs of the PRNG 
should be adjustable according to the application. As 
mentioned earlier, the capacity value determines a 
ceiling to the security level that the sponge function 
provides [29] and defines the resistance of the con-
struction to state recovery attacks; an increase in ca-
pacity c implies a decrease in the bitrate r and a drop 
in performance occurs as a result. One practical way 
to adjust the capacity/bitrate is to alter the input buf-
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fer shift register in KECCAK-CORE by masking the last 
c bits. This method is quite simple and requires minor 
resources. However, a huge entropy loss is conceived 
due to the masked bits being no longer stored in the 
input DSFIFO. This entropy loss is not tolerated in the 
case of large capacities or when a continuous flow of 
entropy from the sources is required.

A better approach is to control the read signal from 
the KECCAK-CORE to the input DSFIFO. By tweaking 
the control unit at a few rounds’ states, the read signal 
is pulled high at a given interval of rounds defined by 
an external 3-bit signal. The featured capacity values 
are {256,1024} with a stride of 128. Secondly, since the 
number of rounds dictates the security margin, it is ad-
justable as mentioned earlier. This may also be helpful 
in the case of entropy sources with high correlations 
even though Keccak’s security margin is already thick 
and should fulfill its security claims even in the case of 
a decrease in the number of rounds [40].

Lastly, the implemented RNG is reseedable, meaning 
that an additional entropy source can be added after 
random bits have been generated. Instead of throwing 
away the current state of the PRNG, reseeding combines 
the current state of the generator with the new seed 
material [41]. The implementation can be operated as 
a reseedable sponge PRNG, using the sponge function 
of KECCAK-CORE in a cascaded way without the state 
being reinitialized. This implementation features two re-
quests: feed and fetch. At first, the seed material is fed to 
the input DSFIFO as chunks of 16 bits before them being 
absorbed by the sponge’s input buffer shift register as 
chunks of 128 bits. When the input seed length l is equal 
to r, where r is user-defined as discussed earlier, the input 
buffer is XORed with the current state and forwarded to 
Keccak-f. This sequence is repeated until the DSFIFO is-
sues a read-empty signal indicating that the seed mate-
rial is completely absorbed. Next, the sponge is switched 
to the squeezing phase where the desired output length 
is obtained [32]. After applying the iterated Keccak-f, the 
state is stored in a shift register that is controlled exter-
nally to iterate through the desired length of the output 
l ≤ r. The output shift register is connected to a 128-bit 
digest buffer that feeds to an output DSFIFO with a 128-
bit write-side and 16-bit read-side controlled by the user 
to fetch the random bits.

One can fetch one random bit directly after feeding 
each seed with length l < r through Keccak-f[b = 1600]. 
In that case, the implementation is operating in the 
duplex construction mode. Unlike a sponge function 
that is stateless in between calls, the duplex construc-
tion accepts calls that take an input string and return 
an output string depending on all inputs received so 
far. The instance of the duplex construction (Fig. 6) is 
known as a duplex object [41]. This can go further by 
letting duplex objects non-identical to one another. 
This asymmetry is supported by the implementation 
and can be obtained by altering the capacity and num-
ber of rounds control signals.

The output of the PRNG is connected to the multi-
plexed input port of AES-CORE to deliver the generated 
128-bit keys and 96-bit nonces required for the current 
encryption session. The Sponge performance/security 
parameters must be chosen accordingly.

Fig. 6. The Duplex Construction [30]

4.3.2. Post-processing the lorenz System: Chaotic 
dynamical systems are chosen as an entropy source for 
their unpredictability over sufficiently long periods. The 
Lorenz system was selected owing to its popularity and 
simple analog implementation. Fig. 7 shows an analog 
Lorenz circuit with non-linear feedback loops from the 
outputs of integrator circuits to two analog multipliers 
AD633. The output of the integrators (implemented us-
ing LM358P op-amps) represent the values x, y, and z of 
the Lorenz system given by Equation 2. It can be noted 
that this system does not exhibit chaotic behavior un-
til a specific range of values for the system parameters 
ρ, σ, and β. These physical parameters are set by the 
values of capacitors and resistors, hence, they can be 
tuned. The range of voltages can be adjusted to suit 
the ADC range by changing the resistance connected 
to the op-amp inputs [42].

(2)

Fig. 7. Analog Lorenz circuit (ρ=28, σ=10, β=8/3)

The outputs x,y, and z can be connected to three ADC 
channels of the FPGA board. In the conducted experi-
ments, only the x output is connected and sampled with 
a frequency of 1Mhz even though the power spectrum of 
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the circuit is concentrated on the lower frequencies. This 
will eventually lead to correlations in the values of x due 
to continuity, which will be more apparent due to SAR’s 
quantization loss. Also, relying on two signals simultane-
ously does not increase the source’s entropy due to the 
high mutual entropy between any pair of variables of 
Lorenz equations. If multiple physical processes are de-
sired, one way is to take advantage of causal chains with 
a high degree of independence [43].

The das suffers from statistical defects, which is a man-
ifest of the system’s continuities and autocorrelations 
due to the system’s memory. Another plausible problem 
is the upper bound limit on entropy which was shown in 
the works of [44], [45] on chaotic univariate maps. Fortu-
nately, the two works are not concerned with continu-
ous chaotic multivariate systems, and no work disproved 
the conjecture for this category. The entropy source may 
eventually produce zero information asymptotically 
[46]. In addition, a good evaluation of the TRNG’s entro-
py takes into account the sampling frequency, the ADC 
resolution, the aging of components that may cause the 
noise source to completely break down, and the non-
ideal behavior of the different components (for instance 
the low-pass behavior of the op-amps used) [43]. Investi-
gating this point is out of the scope of the present work. 
This work, however, provides an assessment of the per-
formance of the KECCAK-CORE post-processing step on 
eliminating statistical defects and examines the results 
of the RNG in non-ideal conditions.

A sponge-based TRNG design is straightforward and 
similar to that of a sponge-based PRNG. The major dif-
ference is that in the process of producing true random 
numbers, the KECCAK-CORE’s sponge function resembles 
a post-processing step. The number of rounds is fixed 
to a minimum of 24 rounds. In contrast to PRNG mode, 
no output is squeezed before the end of absorbing the 
entire input block of the desired entropy, and the state is 
reinitialized afterward. This implies that there is no need 
for the capacity parameter c and the bitrate r to be set to 
meet the performance requirements of the application. 
However, if the user does not discard the state, or if the 
mode is switched to a PRNG seeded with the physically 
generated das, the user should readjust the capacity c to 
provide the resistance required against attacks.

5. RESUlTS AND DISCUSSION

All cores were manually implemented in VHDL (VH-
SIC Hardware Description Language) and synthesized 
using Intel Quartus Prime 20.1 on Cyclone-V FPGA 
(5CSXFC6D6F31C6) using the DE-10 Standard board.

5.1. AES-CORE

The non-pipelined AES-CORE hit an f
max of 215.3Mhz 

which implies a critical path delay of 4.64ns from the 
control unit state register to the datapath register be-
fore the encryption unit. Each round of encryption is 
completed in one clock cycle, which means that the 

entire encryption operation takes 11 clock cycles per 
block. That yields a maximum throughput of 2.33Gbps. 
This core is lightweight with 3% area consumption. The 
synthesis optimization mode was set to ’balanced’ and 
the advanced physical optimization was turned on. In 
general, this core is low-area with good throughput.

The pipelined AES-CORE hit an fmax of 260.92MHz, a 21% 
improvement over the non-pipelined one. This is because 
the signals in the pipelined architecture are hardwired in 
each round and no control unit is needed; thus minimiz-
ing the maximum delay on the critical path. The maximum 
throughput is roughly 31Gbps, which is 13 times faster 
than its non-pipelined counterpart. As seen in Table 1, the 
core utilizes around 25kLEs -Logic Elements- (equivalent 
to 9973ALMs -Adaptive Logic Modules-) which accounts 
for 23% of the device’s total logic elements.

5.2. KECCAK-CORE

The KECCAK-CORE used 8947LEs (3415ALMs) which 
account for 8% of the FPGA, making it lightweight and 
suitable for embedded applications. The usage of dedi-
cated logic registers accounts for over 70% of the total 
logic usage. This is due to the inherited reliance on per-
mutation in the Keccak family. In addition to low-area 
usage and high flexibility, the core clocks at 271.69MHz. 

The maximum throughput of the core is of the form:
(3)

where b = 1600, TPmax is a constant that depends on 
the maximum frequency fmax. It can be viewed as the 
throughput of the core with c = 0 and nr = 1, resulting 
in TPmax =404.73Gbps. Of course, operating the core in 
these conditions is dangerous and never recommend-
ed given that the security margin against distinguish-
ers is coupled with the number of rounds [12], [47], 
[48]. While lowering the capacity decreases the level of 
attainable security in the sponge construction. More-
over, eliminating the capacity introduces a vulnerabil-
ity to length extension attacks in Hash-based Message 
Authentication Codes (HMACs) as well as violating the 
assumptions made by the original authors in [30]. The 
values of nr and b are substituted as defined by NIST’s 
standard [31], and the capacity for each SHA-3 variant 
is equal to twice the digest length l yielding:

(4)

Results obtained for the three SHA-3 variants are 
shown in Table 1.

Core Area 
(lEs)

fmax 
(Mhz)

Thr. 
(Mbps)

Mbps/ 
lE

AES Non-pipelined 3548 215.30 2385.9 0.67

AES Pipelined 25146 260.92 31846.4 1.26

SHA-3 256 8947 271.69 11.00 2.60

SHA-3 384 8947 271.69 8.40 1.98

SHA-3 512 8947 271.69 5.81 1.38

Table 1. Results of the AES/SHA-3 implementations
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5.3. SPONGE-bASED PRNG

The performance of the PRNG depends on the capac-
ity. However, operating the KECCAK-CORE in a reseed-
able PRNG mode is fundamentally different from that of 
a hashing standard mode. Capacity and bitrate can be 
user-defined, but one should set the parameters along 
with a proper limit on the number of output blocks 
squeezed before each seed refresh. For instance, The 
KECCAK[r,c] PRNG provides a resistance of 2c against 
state recovery if the number of output bits between 
times where the state has gained at least c bits of fresh 
seeding material has an upper bound of r.2 r/2 [32].

Pseudo-random numbers are generated using the 
previously implemented KECCAK-f[b=1600], more spe-
cifically KECCAK[r=1088, c=512]. The random sequence 
is obtained by squeezing the state after providing 
the empty string as input. The system is clocked at a 
100MHz clock frequency. Each squeezed block is 256-
bit, taken every 24 clock cycles. If the state is reseeded 
with n high entropy bits, it yields a resistance of 2n to any 
state recovery attack. Random bits are extracted using 
Quartus Prime’s Signal Tap Logic Analyzer as shown in 
Fig. 8. The Figure shows the random number generated 
by the sponge-based PRNG which is the output state 
of sha-3 256-bit core (sha3|in_state[0..255] at the top) 
every time sample (24 clock cycles) and its individual 
output bits (sha3|in_state[i]). These generated bits were 
collected for randomness and entropy analysis.

Fig. 8. Random Bits Extraction via Signal Tap

To assess the quality of the pseudo-random numbers 
generated, the NIST SP 800-22 verification is used [5]. 
Results in Table 2 indicate that the sequence passed all 
tests with all P-values > 0.01, which implies that the se-
quence is random.

On the analog side, the Lorenz chaotic system is im-
plemented using discrete components. Its attractor is 
observed after plotting variables x and y in XY mode 
on a digital oscilloscope as seen in Fig. 9. The x variable 
is connected to an ADC channel. Due to the high sam-
pling frequency which is much higher than the highest 
frequency component in the signal (< 10Khz which is 
the cutoff frequency of the LM358P at unity gain), das 

taken at short periods and fed into the post-processing 
unit can suffer from serious statistical defects. The same 
verification tests were also used to assess the quality of 
the generated random numbers. The verification was 
performed on 450000 bits without an internal state 
reset. Results in Table 2 indicate that the random se-
quence passed all tests.

Test PRNG 
P-value

TRNG 
P-value

Frequency Test (Monobit) 0.01397 0.30962

Frequency Test within a Block 0.12058 0.49488

Run Test 0.56053 0.35807

Longest Run of Ones 0.13052 0.12262

Binary Matrix Rank 0.29228 0.12260

Discrete Fourier Transform 0.69992 0.38835

Non-Overlapping Template Matching 0.36968 0.54103

Overlapping Template Matching 0.84336 0.13222

Maurer’s Universal 0.31458 0.16966

Linear Complexity 0.22099 0.41366

Serial test 0.70625 0.51154

Approximate Entropy 0.17980 0.04060

Cumulative Sums (Forward) 0.01225 0.43620

Cumulative Sums (Reverse) 0.01225 0.54158

Random Excursions 0.14555 0.28605

Random Excursions Variant 0.26355 0.83167

Table 2. NIST’s Statistical tests results

Output bits at each time sample Time samples

Fig. 9. The Lorenz Attractor XY on the oscilloscope

The throughput of the post-processing unit depends 
mainly on the physical process itself and the resolu-
tion of the ADC. If the process’s frequency content is 
assumed to be at frequencies higher than the sampling 
frequency with high entropy, then the TRNG is bottle-
necked by the board’s SAR ADC maximum sampling 
frequency 20Mhz, in this case, the throughput will be 
around 12.71Mbps. If all 8 channels are used (by taking 
advantage of causal chains), the throughput is around 
101.72Mbps. Moreover, if better precision is required, 
a higher-resolution ADC can be utilized. However, the 
sampling frequency is limited by the system’s maxi-
mum clock frequency which is in the order of 100Mhz. 
If the interfacing circuit’s frequency goes higher than 



54 International Journal of Electrical and Computer Engineering Systems

that, no timing violation will occur because of the high 
maximum frequency of the FIFO’s BRAM, however, the 
interfacing circuit will be severely bottlenecked.

5.5. INFORMATION ENTROPy ANAlySIS

The entropy of the TRNG sequence is estimated us-
ing Maurer’s universal statistical test [49]. The test is 
performed on a sequence of length n (in this case n 
= 450000 bits). Practically, the compression estimator 
of NIST 800-90B [50] was used, which is an extension 
of Maurer’s test to approximate the lower bound on 
the min-entropy. The algorithm is described in detail 
in [50], [51]. The min-entropy ensures a conservative 
measurement of the per-bit entropy of the source since 
it corresponds to the difficulty of predicting the most 
likely outcome. Finally, the min-entropy value is found 
to be H=5.61 per 6-bit, which corresponds to a per-bit 
min-entropy of 0.935. 

The min-entropy calculated is lower than the ideal 
value of one. However, considering the high-frequen-
cy sampling of the low-frequency implementation of 
the analog Lorenz system, in addition to the low-res-
olution ADCs coupled with the low pass behavior of 
the op-amps used, the achieved entropy result can be 
considered respectable. Also, the sponge-based post-
processing demonstrated its effectiveness in removing 
statistical defects in non-ideal conditions. However, 
better results can be achieved by feeding the system 
with high-frequency physical sources.

5.6. FPGA RESOURCE USAGE

The proposed design is composed of a tunable Kec-
cak core and a pipelined AES-128 core. Individually, the 
cores utilize 3415 + 9973 = 13388ALMs (6024 Slices). 
However, the synthesized complete design consumed 
only 10310ALMs (4639 Slices), a 23% area reduction. This 
indicates an efficient logic packing of the two cores in the 
target device. The post-fitting netlist overall logic usage is 
26 % for the pipelined AES variant and 11% for the non-
pipelined variant, less than 1% of Block RAM, and 10% of 
the device’s total pins. Table 3 summarises the FPGA post-
place-and-route resource usage of the whole system.

Resource Usage %

ALMs used in final placement 10,310 / 41,910 25

Dedicated logic registers 7,167 / 83,820 9

Combinational ALUT usage for logic 12,606
-- 7 input functions 0
-- 6 input functions 6,907
-- 5 input functions 1,540
-- 4 input functions 1,966

-- <=3 input functions 2,193

M10k blocks 8 / 553 1

Total block memory bits 12,288/ 5,662,720 <1

I/O pins 50 / 499 10

Table 3. FPGA resource usage summary

6. COMPARISON TO RElATED wORK

To date, the work presented in [1] is the only study 
that combined AES with SHA3-256 with the design 
being resource-shared. Most reported works on AES/
Hash function designs tend to resource-share AES 
with Grøstl due to their common structure similar to 
the case of Fuge and Whirlpool hash functions. The 
resource-shared implementations are compact and 
generally more hardware efficient. For a fair compari-
son, the Throughput-Per-Slice (TPS) metric is calcu-
lated for the aforementioned resource-shared cryp-
tosystem designs, and then compared with the pro-
posed design herein in both hashing and symmetric 
encryption.

Most of the resource-shared works were synthesized 
on Xilinx Virtex-5/6 families. Meanwhile, the present 
implementation was performed on the IntelFPGA 
Cyclone-V device. Thus, an equivalent conversion be-
tween Slice and Logic Element is necessary. A single 
ALM is equivalent to 0.45 Virtex-5/6 slice and Cyclone-
III/IV’s LE is equivalent to 0.12 Virtex-5/6 slice [52], while 
1 BRAM is equivalent to 128 slices [53]. Another note re-
garding comparing device performance, the Cyclone-V 
FPGA is a speed grade 6 device, meaning that it sup-
ports a maximum global clock frequency of 550Mhz 
which exactly matches Virtex-5’s max frequency, 
whereas, 601Mhz is the maximum global frequency of 
the Virtex-6 devices. This would hint that the obtained 
throughput figures might be higher should Virtex-6 
FPGA be used.

The comparison of the proposed design with other 
AES/Hash-function works is demonstrated in Table 4. 
The proposed design recorded the highest area uti-
lization, a few times higher than the compact AES/
Grøstl designs and 1.89× higher area utilization than 
the highest throughput AES/Grøstl reported in [11], 
and 1.35× higher than that of AES/SHA3-256 design 
presented in [1]. However, the recorded results are an-
ticipated due to the relatively complex nature of both 
cores (pipelining of AES and flexibility of Keccak). More-
over, the works presented in the table are resource-
shared. Consequently, they are supposed to yield more 
compact implementations. However, despite the flex-
ibility of the presented KECCAK-CORE, it yields several 
times higher throughput than all Grøstl, Whirlpool, and 
Fuge hash functions when operating as SHA3-256. The 
throughput of the tunable KECCAK-CORE is close to 
that of the untunable core presented in [1], which is, to 
date, the highest hashing throughput recorded in AES/
hash-function designs on FPGAs. 

The proposed system achieved the second-highest 
TPS of 2.43, which is higher than all reported Grøstl 
implementations. Whereas for AES enc/dec, the high-
est throughput and TPS figures were recorded with 
3.79× and 2.8× higher encryption throughput and TPS 
respectively than those reported in [1].
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Table 4. Results comparison with other unified designs

Study Device Cores Area 
 (lE/Slice+bRAM)

Equiv. 
Slices

TP 
(Mbps)

TPS 
( Mbps/Slice )

 Järvinen  [6] Cyclone-III
Fuge-256

4520LEs 552
972 1.76

AES-128 enc 778 1.41

Kochar [54] Virtex-5
Whirlpool

6742LUTs 2247
410 0.18

AES-128 enc 205 0.09

At [8] Virtex-7
Grøstl-256

185+1 313
98 0.31

AES-128 enc/dec 229 0.73

Pelnar [9] Virtex-6

Grøstl-256

302+0 302

13.24 0.04

AES-128 enc 13.8 0.05

AES-128 dec 9.99 0.03

Guo [10] Cyclone-IV Grøstl-256 + 4×AES-128 enc 15135LEs 1847 3877 2.10

Järvinen [6] Cyclone-III
Grøstl-256

13723LEs 1675
1434 0.86

4×AES-128 enc 2869 1.71

Rogawski [55] Cyclone-III Grøstl-256 + 4×AES-128 enc/dec 23758LEs 2851 2378 0.83

Rogawski [11] Virtex-6 Grøstl-256 + 4×AES-128 enc/dec 2447+0 2447 4212 1.72

Kundi [1] Virtex-6
SHA3-256

1380+16 3428
14876.13 4.34

4×AES-128 enc/dec 8400.64 2.45

This work Cyclone-V
Keccak (tunable)

10310ALMs 4639
11264 2.43

Pipelined AES-128 31846 6.86

7. CONClUSION

A multi-purpose cryptographic design has been pre-
sented consisting of a 128-bit AES-CORE symmetric 
encryption and a tunable KECCAK-CORE that can be 
user-configured by modifying the capacity, bitrate, and 
the number of rounds. The design achieved the second-
highest TPS of 2.43 compared to other works, with an 
area usage of roughly 26% of the low-cost Cyclone-V 
FPGA.  In addition to the basic functions of symmetric 
encryption and hash function, the system was also oper-
ated as a reseedable PRNG and a post-processing unit 
for a chaotic-based TRNG. Both PRNG and TRNG random 
sequences successfully passed NIST’s statistical tests. 
The information entropy analysis performed on the 
post-processed TRNG sequences indicates a respectable 
average of H=5.61 per 6-bit (0.935), suggesting that the 
sponge-based post-processing showed its effectiveness 
in removing statistical defects in non-ideal conditions. In 
future work, a more efficient design could be investigat-
ed by utilizing the sponge as a symmetric key algorithm.
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Abstract – Images and video-based multimedia data are growing rapidly due to communication network technology. During 
image compression and transmission, images are inevitably corrupted by noise due to the influence of the environment, transmission 
channels, and other factors, resulting in the damage and degradation of digital images. Numerous real-time applications, such as digital 
photography, traffic monitoring, obstacle detection, surveillance applications, automated character recognition, etc are affected by 
this information loss. Therefore, the efficient and safe transmission of data has become a vital study area. In this research, an image 
compression–encryption system is proposed to achieve security with low bandwidth and image de-noising issues during image 
transmission. The Chevrolet transformation is proposed to improve image compression quality, reduce storage space, and enhance de-
noising. A 3D chaotic logistic map with DNA encoding and Tuna Swarm Optimization is employed for innovative image encryption. This 
optimization approach may significantly increase the image's encryption speed and transmission security. The proposed system is built 
using the Xilinx system generator tool on a field-programmable gate array (FPGA). Experimental analysis and experimental findings 
show the reliability and scalability of the image compression and encryption technique designed. For different images, the security 
analysis is performed using several metrics and attains 32.33 dB PSNR, 0.98 SSIM, and 7.99721 information entropy. According to the 
simulation results, the implemented work is more secure and reduces image redundancy more than existing methods.

Keywords: Image encryption, chaotic maps, decryption algorithm, optimization algorithm, DNA encoding, Logical operations, 
image compression

1. INTRODUCTION

The Internet has evolved into an essential sort of 
technology in the modern day. It applies to various 
fields. Multimedia is a prevalent form of communica-
tion in modern society. Numerous real-world applica-
tions, such as medical imaging systems, radar transmis-
sion, military systems, etc., may use this technology. 
Multimedia storage and transmission are still crucial. 
The transmission of data over the Internet must also 

be secure, which is a key factor [1-3]. Currently, secu-
rity technologies such as data encryption, digital sig-
nature, and trusted routing are utilized to transmit 
data securely. Images are a popular kind of media in 
all sectors. Consequently, encrypted communication is 
vital as well as of great interest. The three main areas 
of study are compression of images, encryption, and 
image processing. De-noising, encryption, and image 
compression are all subject areas of this article, which 
will deal with image compression and de-noising [4-6].

Volume 14, Number 1, 2023
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The primary goal of compressing images is to reduce 
both storage space and network traffic. The source en-
coder transforms the input image into a minimal rep-
resentation. They are built using several transforms, 
including DFT, DCT, and DWT. The DWT is a computa-
tionally efficient method, and the JPEG-2000 standard 
has embraced it [7, 8]. Even though the DWT can reach 
efficient compression ratios, it has significant disadvan-
tages, such as a lack of directionality, aliasing, shift vari-
ance, and oscillations. The complicated WT may over-
come these restrictions but at a high computational 
cost. In addition, the FWPT may be applied to signals 
with large fractional frequency components, although 
it has a greater computing cost than the DWT [9, 10].

In addition to compression, images should be en-
crypted before transferring through insecure lines of 
communication. Since the encryption process destroys 
the link between pixels, it is often performed after com-
pression [11, 12]. There are several accessible encryp-
tion protocols, and there is always a trade-off between 
computational cost and encryption strength. The en-
cryption of images based on a chaotic system was ex-
tensively explored, along with its intrinsic properties 
revealing the intimate link between cryptography and 
chaotic systems and cryptography.

There are two types of cryptosystems based on cha-
otic maps: Two-dimensional (2D) and one-dimensional 
(1D) chaotic maps. 1D chaotic map-based encryption 
approaches are insufficiently secure due to various 
constraints. Their basic orbits and starting and control 
parameters were predictable [13-15]. Therefore, tra-
ditional 1D chaotic systems are inappropriate for en-
crypting images. Recently, a complex chaotic system 
based on Chebyshev and 1D Sine maps and a Sine Co-
sine composite function system is described. 2D cha-
otic maps feature more complicated architecture and 
better chaos than 1D maps, making them suited for 
data encryption. 2D chaotic maps include the 2D Lo-
gistic-Modulated-Sine Coupling-Logistic Chaotic Map, 
two-dimensional Logistic-Adjusted-Sine map, and the 
2D sine chaotification system. The implementation of 
these maps was feasible [16, 17]. These suggested 2D 
maps perform better and have broader chaotic ranges 
than the traditional existing mapping. Additionally, 
greater chaotic behaviors are seen in hyper-chaotic 
systems. Furthermore, a random and dynamic combi-
nation of the hybrid hyper-chaotic map is suggested to 
attain excellent encryption performance [18-20].

The existing methods that were presented simply 
encrypt the plain image. The most efficient and secure 
approach for transmitting data is compression fol-
lowed by encryption with noise reduction. To provide 
noiseless, secure, and rapid image transmission, the 
proposed model conducts image de-noising, compres-
sion, and security. To enhance image quality, minimize 
storage space, and achieve superior de-noising, tetro-
let transformation-based image compression is recom-
mended in this research. Then, encryption and decryp-

tion of grayscale images using 3D chaotic maps and the 
DNA encoding technique are proposed. In addition, 
Tuna Swarm Optimization is presented, which may sig-
nificantly increase the image's encryption speed and 
transmission security.

In digital signal processing systems, FPGA has be-
come the primary paradigm for high-performance sys-
tem implementation, particularly in image processing 
applications. In addition, FPGA can build high-perfor-
mance signal processing system designs at fast speeds. 
In other words, the Xilinx system generator (XSG) in-
creases the capability of FPGA and offers efficient tools 
for designing an image encryption model in a manner 
that is compatible with MATLAB/Simlinkin. 

The practical design of the proposed image encryp-
tion and compression algorithm is the main goal of 
this work. As a result, a high level of security must be 
guaranteed. Every system or piece of work already in 
existence in this subject has to do with software or 
DSP. Therefore, the particular system's portability is not 
very simple. Here, the proposed approach is applied 
to the huge VLSI domain. We are concentrating on the 
suggested work's front-end design and putting it into 
FPGA. This will increase speed and effectiveness while 
decreasing area, energy, latency, and expense. There-
fore, an encryption-based chaotic system is built in this 
research using FPGA. The following is a summary of the 
important contributions to this paper:

•	 De-noising and lossless compression of image is 
implemented by Chevrolet transformation.

•	 Proposed 3D chaotic logistic map for the diffusion 
of pixels during encryption.

•	 The initial condition for the 3D employs an ASCII 
key with 64 bits. Bits undergo "bit-XOR" to obtain 
a decimal value.

•	 A cryptographic hash function SHA-512 is utilized 
to produce a hash value.

•	 The proposed Tuna Swarm Optimization can great-
ly improve encryption speed and secure image 
transmission.

The remaining sections are structured as follows:  The 
relevant work reported by various researchers is sum-
marized in section 2. The suggested image compres-
sion and encryption technique are detailed in Section 
3. Section 4 describes the experimental implementa-
tion of both the chaotic system and the proposed en-
cryption architecture using Xilinx. In section 5, the con-
clusion and future work are explored.

2. LITERATURE SURVEY

There are several image compression and encryption  
technique exists. However, achieving both strong secu-
rity and compression at the same time is still a difficult 
challenge since both are conflicting. In this part, the 
idea of image encryption using chaotic maps, as well 
as image denoising and compression, is discussed.
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Bhargava and Gangadharan [21] developed an 
HRRBF-based FABF on an FPGA utilizing RLG technolo-
gy with integrated geometric and photometric weight 
computation and kernel result calculation techniques. 
RPGs were used to build the reversibly modified carry 
select adder, the multiplier, and the reversible adder 
subtractor which enhances speed and lowers delay, 
power, area, and execution time. TCAM was used as the 
main memory to speed up processing.

Maazouz, Toubal, Bengherbia, Houhou, and Batel 
[22] constructed a new discrete chaotic system using 
the hybrid classification approach; the state variables 
of this system were then utilized to build a new S-box 
substitution matrix. The significance of this matrix in es-
tablishing the algorithm's degree of security cannot be 
overstated. The advantages led further to the improve-
ment of the cryptographic properties of the developed 
algorithm, which included the Feistel model and some 
AES components.

Kumar, Reddy, Rinaldi, Parameshachari, and 
Arunachalam [23] provided low-power, high-speed 
hardware solutions for the FPGA implementation of 
AES to protect data. This work does not use LUTs to 
implement AES SubBytes and InvSubBytes transforma-
tions. This design uses combinational logic circuits to 
convert SubBytes and InvSubBytes. This architecture 
removes unwanted delays and adds sub-pipelining to 
improve AES algorithm speed by not using LUTs. The 
modified positive polarity reed muller (MPPRM) design 
reduces total hardware needs. With MPPRM architec-
ture in SubBytes phases, a mixed column architecture 
is implemented.

Zodpe and Sapkal [24] suggested a method for im-
proving the encryption quality of the AES algorithm, as 
well as its implementation on FPGA. Initially, the modi-
fied AES algorithm's S-box values are created using the 
PN Sequence Generator. Second, the first encryption/
decryption key is derived from the output of the PN Se-
quence Generator.

Hafsa, Gafsi, Malek, and Machhou [25] suggested com-
bining a complicated chaotic PRNG with MAES. For a 
high-quality encryption key, a chaotic PRNG was recom-
mended. Unpredictability, entropy, and complexity char-
acterize the created key. Using four S-boxes enhanced 
the complexity of the MAES sub-bytes operation. Mix-
columns and shift-rows transformations were removed 
to enhance complexity. Only four encryption rounds are 
done in a loop, saving time. The encryption data route ex-
ecutes a 32-byte block in parallel and one clock cycle.

Kumar, Balmuri, Marchewka, Bidare Divakarachari, 
and Konda [26] improved AES's key expansion to speed 
up subkey generation. The fork-join model of key ex-
pansion (FJMKE) structure was created to increase the 
speed of subkey creation while minimizing the hard-
ware requirements of AES by eliminating the frequent 
calculation of secret keys. JFK-AES produces subkeys in 
half the time of the usual design.

Bhargava and Gangadharan [27] developed FPGA-
based MRBF-based FBF architecture to reduce com-
puting complexity, space, and power. MRBF was im-
plemented using a quantum-dot cellular automaton-
based carry select adder, which reduces space, power 
consumption, and latency. In addition, image de-nois-
ing utilizing MRBF-FBF was tested.

Fig. 1. The architecture of 
the proposed methodology
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3. METHODOLOGY

The quality of digital images is diminished by noise 
interference. As image quality degrades, image diag-
nosis becomes more challenging. The transmission 
of massive data sets is the greatest hurdle in digital 
image transmission. The compression approach de-
creases the image's file size by decreasing the number 
of pixels, making it more suitable to store and deliver 
information across a variety of communication chan-
nels. Additionally, reducing network traffic will increase 
efficiency. The Chevrolet transformation is employed 
to remove noise and redundancy from digital images. 
This compressed image has been encrypted using cha-
otic maps. Fig. 1 depicts the block diagram for the pro-
posed framework.

The primary components of the proposed work are 
the input image, image compression, compressed im-
age, encryption module, encrypted image, inverse 
process, and reconstruction of the image. Haar model 
becomes Chevrolet by matching and rearranging tiles. 
The image is partitioned into 4x4 blocks.  Each block's 
tetromino division reflects its image geometry. By com-
bining four similar squares that are linked at one edge.

3.1. MATCHING TILE IDENTIFICATION

The Chevrolet transform is based on the Chevrolet 
decomposition method. The 4x4 input matrix of the 
image undergoes a standard Haar transformation.

The sum of the twelve detail coefficients is denoted as

Where CDsum represents the present information. The 
subsequent tile is used to determine the new tiles. Us-
ing the Haar transform, new information is acquired and 
stored in NDsum. After reviewing every tile, the proce-
dure concludes. After that, tiles that match are chosen.

3.2.  TETROLET TRANSFORM 

For Chevrolet coefficients, the input image is divided 
into 4x4 pixels. Level-1 Haar approximation contains 
matched tetromino tiles of sub-images. Diagonal, hori-
zontal, and vertical image transformation coefficients 
are approximations. Repeat the process to generate the 
images using the Tetrolet transform [28] is expressed as

(1)

Where N=2J, J ∈ N

(2)

(3)

(4)

An edge index has three neighbors, but a vertex in-
dex has just two.

(5)

(6)

3.2.1 Tilings by tetrominoes

The tetrominoes are formed using the four-unit 
squares. This is joined around its edges, not simply at 
its corners. There are five distinct forms independent of 
rotations and reflections; these are known as free tetro-
minoes. The conventional 2D-Haar wavelet decompo-
sition yields a unique tetromino partition. 

Haar Wavelet model handles sample or native sam-
ple average changes in the input image matrix. Except 
for k=l=0, Haar transform coefficients reflect rows and 
columns of native pixel averages. This square measure-
ment resulted in multiple "edge extractions" The sec-
ond Haar transformation processes images as rows and 
columns. The transition involves adding and subtract-
ing level one's parts. For stage one, the transformation 
can just be a straightforward component addition. 
However, the fundamental elements of the transfor-
mation matrix are present at levels greater than one. 
These parts result in decimal numbers (pixel values are 
integers), and even small decimal numbers can have 
a significant impact on higher-level value changes. To 
circumvent this limitation, the higher-level Approxima-
tion matrix is used. 

Here, Iν= let L: Iν →be the condition Iν = 4 for every set.

k=2a+b-1 (7)

Based on the aforementioned formula, a and b are 
defined clearly for k. Hence, the approximation matrix 
for level 3 (N=8) comprises 15 coefficients.

(8)

Therefore, the grayscale image is compressed and 
noise free. These images are then encrypted further us-
ing 3D chaotic maps encoded with DNA. 

3.3.  IMAGE ENCRYPTION 

The proposed encryption algorithms are detailed in 
this section. This method consists of the following en-
cryption process:

•	 3D chaotic map with a generation of symmetric 
keys 

•	 Permutation
•	 Diffusion
•	 Key image generation using 3D and pixel confusion

3.3.1. 3D chaotic map with symmetric 
 keys generation

The proposed method initializes the p, q, and r di-
mensions of a 3D-chaotic map using three symmetric 
keys. Symmetric keys are identical for both encryption 
and decryption. This method requires the sender and 
the recipient to have the same secret key. Consequent-
ly, in the proposed work, the receiver must hold identi-
cal keys to decode the encrypted image. 
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Three separate ways for creating symmetric map ini-
tialization keys, each with its approach, are discussed. 
Each method initializes the p, q, and r dimensions of a 
3D chaotic logistic map with a random decimal integer 
between 0 and 1.

 3.3.1.1 SHA-512

In the proposed methodology, SHA-512 [29] is uti-
lized and the SHA-512 hash function of the compressed 
image generates the initial values and intermittent 
parameters of the chaotic system. The hash sequence 
of the plain image with 512 bits is obtained when the 
compressed image is given: K= [k1, k2, . . . , k64]. 

(9)

Where h1, h2, h3, and h4 are 8-bit sequences gen-
erating SHA-512 64 bits overall. Modulo functions as 
‘mod’. Then, the chaotic system is generated by the ini-
tial values.

 3.3.1.2 Chebyshev key

This key initializes the 3D chaotic map's x dimension. 
Chebyshev's polynomial chaos map [30] is a chaos 
map. Orthogonal Chebyshev polynomials are used. 
This map's chaos is utilized for encryption. n-degree 
polynomials are defined by the equation (10):

(10)

Applying the Chebyshev polynomial formula pro-
vided in Equation 10 using the aforementioned param-
eters k1 and p for n times. This map then produces a 
1 × 65,356 -dimensional vector with chaotic negative 
and positive decimal values. The vectors are then trans-
formed from decimal to binary values and shifted by 
one unit circularly. The matrix is transformed back to its 
original decimal form. The logical operation bit XOR is 
performed between the matrices. All the acquired val-
ues are put together, and the sum is transformed into a 
64-bit binary. All the acquired values are put together, 
and the sum is transformed into a 64-bit binary. The 
acquired 64-bit binary is subdivided into eight sectors, 
and every eight bits is transformed into a decimal num-
ber. Applying the SHA-512 hash algorithm and utilizing 
Equation [10] generates a checksum result. The check-
sum value generated by the Chebyshev key generation 
process is utilized to initialize the 'p' parameter of the 
3D chaotic map.

3.3.1.3 Prime key 

The primary key [31] initializes the second dimension 
'y' of the 3D chaotic mapping. Enter ASCII 64-bit char-
acters. The characters entered are transformed into a 
128-bit binary value. Only 64 bits are extracted and 
split into eight halves. Every bit is transformed into a 
decimal number. Applying the SHA-512 hash algorithm 
and utilizing Equation [9] generates a checksum result. 
The ASCII key generation method’s checksum value is 

used to initialize the 'z' parameter of a 3D chaotic map-
ping. After initializing the values, the map is iterated T2 
times to produce chaotic values. Equation 11 normal-
izes p, q, and r vectors.

(11)

Where Image height = 256 for image size 512 x 512 
and T2 is a large number

3.3.2 Permutation of pixels

Pixel position permutation is a technique for unusually 
repositioning an image's pixels. This procedure may be 
carried out either arbitrarily or by employing a permuta-
tion key. The proposed approach employs the one and 
two dimension sequences of Level 1's 3D chaotic map as 
permutation keys for the permutation of columns and 
rows of the compressed image respectively.

3.3.2.1 Row permutation 

To explain the permutation process, an example with 
eight-by-eight matrices is shown. The permutation of a 
row has four stages:

Step 1: Load the original image A and obtain its width 
and height, denoted by W and H, respectively.

Step 2: Iterate H times the x sequence present in 
equation (11) to get the permutation key of rows.

Step 3: Sort x in ascending order depending on its 
index to get the row permutation vector PROW = (Pr1, 
Pr2,..., PrH). 

Step-4: Generate the permuted image for the row 
I utilizing the permutation vector PROW as specified in 
equation (7):

(12)

Here, the permutated matrix row-wise is P, the input 
matrix is I, and the rows and columns index of the input 
matrix is (i, j).

 3.3.2.2 Permutation of column

In column permutation, the same steps are taken as 
in row permutation:

Step 1: To construct the column permutation key, re-
peat the y sequence defined in equation (12) W times.

Step 2: Obtain the column permutation vector PColumn 
= (Pc1, Pc2... PcW) by sorting the series depending on its 
index in ascending order.

Step 3: Using the permutation vector PColumn and the 
equation below, obtain the permuted image for col-
umn C:

(13)
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3.3.3 DNA encoding and decoding

DNA is a high molecular weight, double-stranded 
polymer with a double helix shape. Including adenine 
(A), thymine (T), guanine (G), and cytosine (C) as nitro-
gen-containing bases (C). A and T, as well as G and C, 
have complementary relationships.

8-bit binary represents each grayscale pixel. 00 and 
11 are binary complements, as are 01 and 10. Each pixel 
in a grayscale image may be turned into a four-bit DNA 
sequence. Table 1 shows how a DNA nucleotide may 
be encoded using the complementary pairing concept.

Table 1. Encoding and decoding rules of DNA

Rule 1 2 3 4 5 6 7 8

00 A A T T C C G G

01 G C C G A T A T

10 C G G C T A T A

11 T T A A G G C C

3.3.4 XOR logical operation

DNA-encoded images and key images are XORed 
to encrypt and randomize the pixels. The key image is 
generated from a 3D chaotic map's 'z' dimension. The 
dimension 'z's-generated chaotic sequence is an [M × N] 
matrix. Where the input image is represented as M and 
N. Third step of the proposed encryption procedure en-
codes the key image with DNA using eight complemen-
tary principles. The DNA-encoded key image and the 
Level 3 image are logically XORed. 

3.3.5 DNA diffusion and Tuna Swarm 
 Optimization for optimized encrypted image

TSO algorithm [32] is proposed to obtain the chan-
nel's optimum DNA-encoded key image. Tuna is a ma-
rine carnivorous fish. Sizes of tuna species vary signifi-
cantly. Tuna is an ocean-top predator that eats midwa-
ter and surface fish. They have an efficient and unique 
swimming technique (called fishtail form) that the 
body stays rigid while the tail swings swiftly. Despite 
swimming fast, the single tuna is slower than the agile 
fish. Tuna employ "group travel" to hunt. Intelligence 
helps them find and attack the target. These species 
have evolved smart foraging approaches.

The primary strategy is spiral foraging. When feed-
ing, tuna swim in a spiral pattern to drive their prey 
into shallower water, where they may be successfully 
attacked. Next, is referred to as parabolic foraging. Each 
tuna swims in succession, creating a parabolic curve 
that encircles its target.

 3.3.5.1 Initialization

TSO begins the optimization process by randomly 
creating starting populations in the search space,

(14)

Where, lower and upper boundaries of search space 
as 1b and ub, with the initial individual as int

iX , rand is 
a random vector from 0 to 1 with uniform distribution 
and tuna populations represented as NP.

 3.3.5.2 Spiral Foraging

When predators attack herring, sardines, and other 
small schooling fish, the entire group creates a dense, 
continually shifting structure, making it difficult to tar-
get a single individual. The tuna swarm creates a spiral 
to hunt. Most fish in the group lack directional sense, 
but when a few fish swims together in a given direc-
tion, the nearby fish will adjust their route sequentially 
until they form a large group with the same goal and 
begin hunting. Along with circling after food, tuna 
groups communicate. Each tuna follows the previ-
ous one, so they may exchange information. Based on 
these assumptions, the spiral foraging formula is:

(15)

(16)

(18)

(17)

(19)

where b is a 0-1 random number, Maximum iterations 
tmax, iteration number is t, a determines how closely 
tuna follow the ideal individual in the first phase, ), α1 
and α2 regulate the likelihood of individuals to migrate 
to the optimum and preceding individuals, current 
best (food) as t

bestX , 1+t
iX is the ith individual in the 

iteration t + 1.
Tuna may use the search area around food as they 
forage in a spiral. Following the best forager is not as 
effective as group foraging when the best fails to find 
food. To start a spiral search, we generate a random 
search coordinate. Each member may explore a wider 
region, and TSO can explore globally. The particular 
mathematical model is presented here:

(20)

where t
randX is a random search space reference.

Metaheuristic algorithms initially explore globally 
before focusing on local exploitation. As the number 
of iterations increases, TSO adjusts spiral foraging refer-
ence locations from random to optimal. It is given in 
equation (21),
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(21)

 3.3.5.3 Parabolic Foraging

Additionally, eating in a spiral pattern, tunas can feed 
cooperatively in a parabolic shape. Concerning food, 
tuna creates a parabolic pattern. Moreover, tuna look 
for food by scanning their surroundings. Assuming that 
the chance of selection is 50% for each of these meth-
ods, they are executed concurrently. It is mathemati-
cally expressed as:

(22)

(23)

Where TF is a random number with a value of 1 or − 1.

 3.3.5.4 Optimization through TSO

TSO is used in this stage to acquire the optimum 
mask sequence. At the beginning of the TSO optimiza-
tion procedure, the search space population is gener-
ated at random. In each cycle, each individual chooses 
randomly between two foraging methods or regener-
ates the search space with probability r. In parameter 
setup simulation experiments, r will be examined. All 
TSO individuals are updated and computed till the 
completion of the optimization procedure, then the 
optimal tuna and its fitness value are obtained. Ulti-
mately, the vector with the highest fitness value creates 
the optimized masks. 

3.3.6 Final Encryption

The application of logical operations yields a new 
DNA-encoded matrix that is subsequently DNA decod-
ed to decimal values. Using the same DNA complemen-
tary principles, the pixels are turned into binary bits, 
which may then be translated into decimal integers. 
After applying four stages of encryption, the result-
ing image is an optimal cipher image that is broadcast 
across the channel to the destination.

3.3.7 Decryption

To recover the image at the receiving end, reverse 
procedures are done. As symmetric keys are used in the 
proposed approach, identical keys are used at both the 
receiver and transmitting ends.

3.4 FPGA Implementation

The complete design was encoded using the Verilog 
programming language. This design used 30820 slices 
and 61088 LUTs. Over 50 to 80 clock cycles of delay are 

required for the initial round. After that, we get the out-
put at each clock cycle. The proposed method achieves 
a minimum clock period of 4.246 nanoseconds and a 
high clock frequency of 256.022 MHz, resulting in an 
efficiency of 14.15 Mbps/slice.

4. SIMULATION RESULTS AND DISCUSSIONS

In software, the proposed compression and encryp-
tion technique was implemented, as well as security 
and compression performance evaluations. MATLAB 
is used for software implementation, with  the Xilinx 
tool  for FPGA implementation. The simulation results 
are shown in Figure 2 (1)-(c).

4.1 IMPLEMENTATION DETAILS

The proposed encryption is implemented in MATLAB 
version 10 using the Windows 7 operating system and 
an Intel Core i7 processor. The following analysis has 
been conducted. This section presents the evaluation 
results, highlighting image quality analysis, statistical 
analysis, and performance of the algorithm.

Fig.2. (a-c): Xilinx simulation results

(c)

(b)

(a)



66 International Journal of Electrical and Computer Engineering Systems

The input gray image is encrypted using 3D chaos, 
permutation of pixels, optimum DNA encoding, and 
XOR logic. Chebyshev, prime, and ASCII of 64-bit are 
employed to create the 3D chaotic mapping during 
permutation. Permutation of a column and row pixels is 
performed to the chaotic map's initial two dimensions, 
p, and q. To diffuse an image, additional DNA encoding 
rules are employed. This optimization approach may 
significantly enhance the image's encryption speed 
and transmission security. The chaotic map's third di-
mension 'z' is employed for XOR operation. The key im-
ages are DNA-encoded. The confusion matrix is gener-
ated by XOR the encoded input and the key image. 

4.2.  STATISTICAL ANALYSIS 

The implementation is carried out on eight 512 × 512 
grayscale images with 256 gray levels. The images in-
clude Lena, a pepper, a baboon, a yacht, a boat, an air-
plane, Barbara, and a clock. Our methodology provides 
very secure denoised image compression, as shown by 
the outcomes of our experiments. The encryption and 
decryption of three images are shown in Table 2, and 
it reveals that the cipher image does not disclose any 
data from the compressed image. The following are 
subsections detailing the experimental results.

4.2.1. Compression ratio

The PSNR value is the objective vertex that assesses 
the image quality after compression and decryption, 
and its mathematical description is as follows:

(24)

Where width and length are denoted as W and H, the 
original image as f (x, y), and decrypted image as F(x, y). 

Table 2 shows the PSNR values for the various com-
pression ratio values of various images. The image be-
comes increasingly distorted when PSNR decreases. 
When the CR is 4:3 or 2:1, the recovered image is essen-
tially identical to the original image. When the CR is 4:1, 
the decrypted image is still recognizable, hence the im-
age transmission is satisfied by the proposed compres-
sion encryption approach. Moreover, the performance 
of the proposed approach is increased by the use of the 
FPGA than using MATLAB. As the compression ratio in-
creases, image quality degrades. Low compression im-
proves image quality. The proposed tetrolet transform 
compresses normal visual data effectively.

Original 
image

Compression 
ratio Encryption image Decryption Image PSNR with FPGA PSNR with MATLAB

4:3 42.5943 40.8791

2:1 39.0267 37.6532

4:1 37.6125 35.9912

4:3 43.8712 40.9977

2:1 41.9264 38.6541

4:1 39.5187 35.7889

Table 2. PSNR values for various CRs
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4:3 40.816 37.5637

2:1 38.1024 35.2908

4:1 35.0013 33.3356

4.2.2 Histogram Analysis

Histogram analysis of a cipher image shows the 
strength of its security. The histogram of encrypted im-
ages has a uniform distribution of pixel values, whereas 
the histogram of cipher images is nonlinear. As a result, 
it can be said that the encryption is secure.

The varied bar heights in the histogram image rep-
resent the various occurrence frequencies of the data. 
Figure 3 displays the results of a histogram analysis of 
the suggested encryption and decryption procedure. It 

can be seen from the image that the plain image's non-
uniform histogram has more common pixels in the 
200–50 pixel range, meaning that certain pixels are less 
frequent than the rest. The distribution is uniform and 
distinct from the histograms of a plain image while the 
histogram of the encrypted image has an equal count 
of each pixel's occurrence. When an image's histogram 
is flat, it offers no important data to attackers. With the 
use of the histograms in Figure 3, we can state with 
confidence that the suggested encryption method is 
remarkably resistant to assaults.

Fig. 3. Histogram analysis for the Encryption and Decryption process

4.2.3. Correlation coefficient test

Another important test in statistical analysis is the 
correlation coefficient. The correlation coefficient in-
dicates the degree of similarity between neighboring 
pixels in a particular image. In cryptography, the de-
pendency between neighboring pixels must be de-
stroyed; hence the CC near 0 is always desired in a cryp-
tosystem. The outcome of the proposed technique for 

CC is shown in Figure 4. Using the following formula, 
the correlation coefficient can be determined:

Where two adjacent pixels as xi and yi , and the num-
ber of pixels is N.

(25)
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(a) CC of Lena

(b) CC of Baboon

(c) CC of Pepper

Fig. 4. (a) Correlation of Lena's image. (b) Correlation of Baboon image. (c) Correlation of Pepper image

4.2.4. Keyspace analysis

This value impacts the resilience of a cryptographic 
algorithm against brute-force attacks. It estimates the 
key sample space used to choose the encryption key. 
Therefore, to reduce brute force's feasibility, the sample 
area for the key should be made extremely spacious. 
The proposed method employs the SHA-512 function, 
which provides a key space of size 2512, which seems to 
be strong enough to resist brute-force attacks. 

4.2.5. Entropy test

Entropy (H) is the average quantity of information in 
each pixel, as per information theory as is expressed as:

(26)

where the total number of pixels is N.

A perfect cryptosystem generates ciphers with equal 
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probabilities, resulting in an entropy of eight pixels en-
coded on 8 bits (pixel values between 0 and 255). Table 
3 lists the various entropy values for the evaluated test 

images. This table indicates that the entropy of the en-
crypted images is quite near to the ideal value, dem-
onstrating the algorithm's resilience to entropy threats.

Table 3. Results of information entropy compared with state-of-art Methods

Test 
Image

Proposed 
using 

MATLAB

Proposed 
using 
FPGA

Ref. [33] Ref. [34] Ref. [35] Ref. [36] 

Lena 7.9991 7.9993  7.9891 7.9991 - -
Pepper 7.9995 7.9998 7.9929 7.9987 - -
Baboon 7.9990 7.9992 - 7.9990 7.9969 -

Yacht 7.9984 7.9986 - - 7.9977 -
Boat 7.9987 7.9989 - - 7.9979 -

Airplane 7.9962 7.9964 - - - 7.9980
Barbara 7.9950  7.9952  - - - 7.9969

Clock 7.9900 7.9902 - - - 7.9980

4.2.6. Strength against noise attack 

In communication environments, cipher text images 
are frequently easily disrupted and destroyed by noise. 
Therefore, it must be able to ensure the resilience of en-
cryption text while sending it. Thus, even if the cipher 
text is altered by interference, it is still possible to ex-
tract some relevant information. 

To measure the effectiveness of our de-noising ap-
proach, the tetrolet transformation, we corrupt the 
grayscale image with varying quantities of salt and 
pepper noise. Using DCSR, GSR, wavelet, and NESTA, 
Table 4 displays the PSNR and SSIM quantitative evalu-
ation results related to the proposed approach for vari-
ous noise level values.

Methods Noise Level PSNR SSIM

Proposed

20% 35.21 0.99
50% 33.69 0.99
60% 30.56 0.99
70% 29.89 0.95

NESTA 
Algorithm

20% 18.88 0.39
50% 16.71 0.38
60% 16.33 0.37
70% 16.03 0.36

Wavelet 
denoising

20% 31.68 0.89
50% 28.61 0.86
60% 26.69 0.79
70% 24.84 0.74

GSR Algorithm

20% 26.70 0.80
50% 24.66 0.78
60% 23.61 0.74
70% 22.40 0.69

DCSR Algorithm

20% 33.97 0.99
50% 30.08 0.95
60% 27.03 0.93
70% 25.24 0.92

Due to the tetrolet transform's superior sparse repre-
sentation for image geometrical structural properties 
and excellent power focusing capacity, it has a signifi-

Table 4. Comparative results for image denoising 
with existing algorithms using FPGA

cant denoising capability. With these advantages, the 
performance of the proposed approach is superior to 
other existing techniques. Among all the techniques, 
the DCSR algorithm achieves similar results to the pro-
posed approach when the noise level is lower (20%). 
However, when the noise level is increased, the per-
formance of this approach is lower than the proposed 
approach. Figures 5 and 6 exhibit fluctuations in PSNR 
and SSIM output in response to varying noise levels, 
demonstrating the efficacy of our approach.

Fig.5. Analysis of PSNR values for various noise 
reduction techniques using FPGA

Fig. 6. Analysis of SSIM values for various noise 
reduction techniques using FPGA
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These PSNR and SSIM results reveal that the demon-
strated technique consistently receives the best scores, 
proving that the restoration result obtained by it is the 
best both practically and graphically.

Table 5. Comparative results for image denoising 
with existing algorithms using MATLAB

Methods Noise Level PSNR SSIM

Proposed

20% 33.88 0.97
50% 31.23 0.97
60% 28.48 0.97
70% 26.12 0.93

NESTA 
Algorithm

20% 16.54 0.36
50% 14.98 0.35
60% 12.51 0.35
70% 14.93 0.34

Wavelet 
denoising

20% 28.43 0.86
50% 26.12 0.85
60% 24.51 0.76
70% 22.90 0.71

GSR Algorithm

20% 24.89 0.78
50% 23.71 0.75
60% 20.12 0.72
70% 18.39 0.65

DCSR 
Algorithm

20% 30.78 0.97
50% 28.76 0.92
60% 25.43 0.91
70% 22.98 0.89

From Tables 4 and 5, it is observed that the perfor-
mance of the proposed approach is enhanced using 
FPGA. The PSNR and SSIM values are quite decreased 
in MATLAB implementation. Finally, we concluded that 
the results acquired by FPGA are more clear and more 
accurate than the outcomes obtained by MATLAB.

4.2.7. Time complexity Analysis

Another crucial metric to examine when evaluating 
the efficiency of the encryption system is time complex-
ity. The plain image is compressed and encrypted as part 
of the encryption process, and the encrypted image is 
decrypted and rebuilt as part of the decryption phase. 
Table 5 displays the time complexity taken for recon-
struction, decryption, encryption, and compression.

Table 6. Encryption and decryption time (sec)

Encryption process 

Compression Encryption Total

0.84 0.18  1.02 

Decryption process

Decryption Reconstruction Total

0.19  29.08 29.27

5. CONCLUSION AND FUTURE WORKS

This research proposes a novel approach for en-
crypting compressed grayscale images utilizing op-
timized  DNA encoding and 3D-chaotic logistics map-
ping. Proposed the Chevrolet algorithm to compress 
the grayscale image with excellent quality and low 

noise. Here, several steps in the encryption process 
are carried out using a 3D chaotic map. DNA encoding 
is done using complementary rules on the input and 
key images. The encoded input image and key image 
are now combined logically using the XOR method. 
Proposed a Tuna Swarm Optimization that might sig-
nificantly improve the image's encryption speed and 
transmission security. This study tested the proposed 
method on eight images and analyzed the outcomes. 
Our approach is tested on salt-and-pepper-noise-cor-
rupted images. Comparing Chevrolet transformation 
with cutting-edge PSNR and SSIM algorithms. Histo-
gram analysis, key space analysis, entropy, correlation 
coefficient, and time complexity supported the pro-
posed algorithm's performance. The proposed method 
outperforms state-of-the-art methods with 32.33dB 
PSNR, 0.98% SSIM, and 7.99721 information entropy, 
demonstrating it is more secure using FPGA implemen-
tation. In the future, we may design more complex al-
gorithms using various basic quantum chaotic systems 
to improve the encryption process. We can do this by 
utilizing chaotic quantum systems, hyper-chaos, etc.
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Appendix-1

Acronyms Abbreviations

FPGA Field-Programmable Gate Array   

DFT Discrete Fourier Transform

DCT Discrete Cosine Transform

DWT Discrete Wavelet Transform

FWPT Full Wavelet Packet Transform 

 XSG Xilinx System Generator

HRRBF Hybrid Recursive Reversible Box Filter

FABF Fast Adaptive Bilateral Filter

RLG Reversible Logic Gates 

AES Advanced Encryption Standard

LUT Look Up Table

MPPRM Modified Positive Polarity Reed-Muller

PRNG Pseudorandom Number Generator 

MAES Modified Advanced Encryption Standard

FJMKE Fork-Join Model Of Key Expansion

MRBF Modified Recursive Box Filter 

FBF Fast Box Filter

TSO Tuna Swarm optimization
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Abstract – Since its inception, the steganography system (SS) has continuously evolved and is routinely used for concealing 
various sensitive data in an imperceptible manner. To attain high performance and a better hiding capacity of the traditional SS, 
it has become essential to integrate them with diverse modern algorithms, especially those related to artificial intelligence (AI) and 
deep learning (DL). Based on this fact, we proposed a DL-based SS (DLSS) to extract some significant features (like pixel locations, 
importance, and proximity to the imperceptibility) from the cover image using a neural network (NN) in a hierarchical form, thus 
selecting the candidate pixels for embedding afterwards. The pixel weight was expressed in terms of the position, imperceptibility, 
and its relationship with adjacent pixels to be a stego image. Performance evaluation revealed that the proposed DLSS achieved 
imperceptibility of 84 dB for images in training mode of a standard dataset.

Keywords: deep learning, steganography, neural network, embedding, imperceptibility

1. INTRODUCTION

With the advent of the information communication 
technology (ICT), the transfer of various sensitive data 
in form of images, videos, and audio occurs primar-
ily over the Internet. Meanwhile, many problems have 
been encountered related to the security and reliability 
of such accessible communication of information [1]. 
Thus, researchers in the field of information security 
became concerned about the legality of such informa-
tion transfer and the freedom to have information, en-
suring privacy-preserved data transfer [2]. In this ratio-
nale, the importance of diverse applications-based in-
formation transmission at the level of local and global 
networks appeared as one of the main focuses of the 

study. The main objective of this study is to protect the 
information (so-called privacy-preserved data commu-
nication) from penetration and plagiarism. In recent 
years, research on information penetration and data 
security revealed ever-increasing threats from hackers 
and adversaries, enforcing the rapid development of 
various protection techniques including the steganog-
raphy system (SS) [3]. Previously, information security 
systems used data encryption algorithms to send data 
from one party to another, where such algorithms in-
cluded encryption keys that contained all the informa-
tion required to decrypt the information [4].

Digital data provide a comfortable environment for 
editing and modifying the data that can be copied 
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without losing data quality and content. The comput-
er-processed digital data can be delivered from one 
device to another without any errors or external inter-
ference [5]. However, digital data distribution poses 
serious concern due to attacks or manipulation by un-
authorized users, which leads to the loss of relevance, 
thus weakening its security aspect. Lately, the Internet 
access related insecurity of digital content has posed 
great challenges to all software developers, research-
ers, users, and distributors. A large part of the digital 
world is engrossed in the Internet, where several ap-
plications are implemented, considering the Internet 
service as a proven method of data communication 
between users. As the contemporary communication 
technologies empowered by the Internet and cloud 
computing have become an integral part of daily life, 
there is an urgent need to establish smart algorithms 
for highly secured and privacy-preserved information 
transfer over the Internet [6]. It has been realized that 
weak information security is mainly due to data transfer 
through insecure public channels. Thus, there must be 
some secure means to protect that information from 
unauthorized uses or illegal access by adversaries or 
hackers. To overcome this problem, dedicated research 
efforts have been made to achieve secure and confi-
dential information communication, with information 
hiding technology constantly growing and becoming 
more complex. Information concealment technologies 
include digital media like images, video, and audio, 
providing an excellent carrier of hidden confidential 
information [7]. 

Using the data hiding technique, secret informa-
tion and messages can be transmitted in a secure way 
through cover media, undetectable to viewers, hack-
ers, and trackers. Over the decades, data hiding meth-
ods have been widely used to transfer confidential 
medical, military, agricultural, and other data. The SS 
has been most commonly used for concealing textual 
data securely that hide a specific text in one of the me-
dia, making them imperceptible [8] to others, except 
those who have the key to solving the algorithm. Until 
the secret data transmitted by the sender are received 
at the authorized recipient end, it remains hidden in-
side the medium [9]. Several daily life applications on 
the Internet use digital images, thus offering a suitable 
environment for data hiding. One can define the SS ei-
ther perceptibly or imperceptibly through a high de-
gree of security [10]. Any SS is very complex because it 
manipulates imperceptibly and efficiently the data of 
the transmission media. Consequently, the data hiding 
process suffers from various limitations related to the 
image size and the accuracy of transmitted informa-
tion.

Despite the invisibility of hidden data, they are some-
how visible to observers; however, useful information 
remains undisclosed without a key [11]. The major 
component of data concealment in the SS is called 
cryptography. It ensures that the information hidden in 

the digital medium cannot be perceived by the human 
eye, which is why the observer cannot detect the mes-
sage included in the medium [12]. The main goal of any 
SS is to improve the security of data transmitted from 
the sender to the receiver. The purpose of using the SS 
is to hide confidential data from the public and make 
the transmitted image free of any information. Water-
marking is the second part of the data hiding process 
[13], where by simple changes, the hidden data are 
often presented in the form of simple images. Cryp-
tography [14] is a process of encrypting data (images 
or written text), whereby the data pose a challenge to 
the observer and cannot be decrypted. (Fig. 1) shows a 
classification scheme of information hiding.

Fig. 1. Classification scheme of information hiding

Although each type of information hiding systems 
has its advantages and disadvantages, most research-
ers attempt to overcome the shortcomings of the SS. 
The main idea behind the improvement of the SS is to 
transmit information with high capacity, high security, 
and low imperceptibility. Table 1 gives a comparison of 
three types of information hiding schemes in terms of 
their main characteristics.

Table 1. Comparison of three types of information 
hiding schemes.

Attributes Watermark Cryptography Steganography

Media
Image is 

popular, maybe 
text and video

Mostly text, 
sometimes 

image

Digital form of 
images, video, 

and audio

Imperceptibility No Yes No

Visibility Medium High Less

Key Yes No Yes

Criteria Capacity and 
imperceptibility Security

Security, 
capacity, and 

imperceptibility

Results Watermark Cipher Stego

Application Authentication Commerce Many applications

Readability Simi Full Full with 
extraction

Any information hiding system is composed of two 
components, a sender and a recipient [15]. The secret 
message (text) is embedded into the medium (a stego 
image) and then transmitted by the sender. Then, the 
message from the medium (a stego image) is extracted 
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by the recipient. The stego image embedded in the mes-
sage is identical with the original image. The process of 
embedding and extracting requires specific algorithms 
that contain a key called a stego key. In short, by em-
bedding, the sender generates a stego image and a key, 
while the recipient extracts the desired information (a 
secret message, and produces the original image) from 
the stego image by using the stego key (Fig. 2).

Fig. 2. Basic SS architecture

Most of the previous contributions related to the pro-
cess of distributing secret data in the image. In this pa-
per, we propose a method based on one of the artificial 
intelligence algorithms, i.e., deep learning. The cover 
image is initially divided into small images based on 
the color contrast of the image. After that the location 
of the secret bit is obtained by applying the neural net-
work algorithm, and then we can use the weight factor 
to select the best pixel to embed the secret bit among 
more than one pixel.

One of the most important stages in steganogra-
phy is the selection of the pixel to embed the secret 
bit, which must be done in such a way as to preserve 
imperceptibility. Therefore, the deep learning method 
was used to find the best pixel for embedding and thus 
to increase imperceptibility.

1.1. DEEp LEARNINg (DL)

By using artificial intelligence (AI) it is possible to 
combine various modern technologies. The main goal 
of such unification is to mimic through artificial systems 
the cognitive abilities of humans and their intelligent 
behavior for further exploitation, especially in terms of 
solving complex problems such as detection, object 
recognition and self-driving [16]. Machine learning sys-
tems (MLS) consist of two main procedures, including 
feature extraction, and are designed for training [17]. 
Developers design a feature extraction protocol to ex-
tract different features from the data input into the sys-
tem followed by their training to learn the system using 
the classifiers. This is performed to achieve a suitable 
function ensuring the absolute security of the private 
data transmitted by the sender and retrieved by the 
recipient. Despite the effectiveness of MLS in solving 
complex problems, they suffer from various limitations 
[18]. Many methods in the literature use deep learning 

techniques to solve different problems [19, 20]. In or-
der to overcome these shortcomings, it is necessary to 
develop a suitable feature extractor. Creating a proper 
feature extractor is challenging because it requires ex-
perience and in-depth knowledge of the problem de-
velopers face. In addition, a particular feature cannot 
be generalized to another problem. In order to over-
come this problem, DL has been recently widely used 
as part of ML. Fig. 3 illustrates a typical AI architecture.

Fig. 3. General framework of AI

DL based on an improved artificial neural network 
(ANN) model is used in this paper. The ANN model 
is used to input the data into the neural system, and 
then the received output is fed back as an input, creat-
ing an experience for the system. Weight vectors such 
as w=(w1,w2,..,wm), with wi∈R, can be manipulated at 
the neural system to produce the input vector such as 
x=(xw1, xw2,.., xwm), and applied as the following non-
linear function to obtain the output:

(1)

where y is the output, which is the sum of weight (wi) 
times the input vectors (xi) plus bias (b). 

2. RELATED WORK

Intensive studies have been conducted on the prin-
ciple of hiding data as text in images or other media. 
Researchers have developed various modern tech-
nologies and linked them to data hiding or the SS 
[21], which used an inverted bit stream to increase 
imperceptibility, but the capacity was very low. Here, 
DL played a considerable role in data steganography 
advancement, especially for data in JPEG image format 
and other types of text [22] considering the number of 
attacks in terms of security to avoid secret data manip-
ulation. Attempts were made to create a new paradigm 
of data steganography analysis using the concept of 
feature learning, a novel CNN-based method for fea-
ture extraction and classification, as well as techniques 
to improve imperceptibility [23]. One of the most im-
portant advantages of this method is the reliability of 
more than one type of image, but this method suffers 
from its inability to account for hacker attacks. The DL-
based SS [24, 25] was implemented to improve the NN 
classifier, which achieves improved security and data 
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hiding capacity in the network. The information hiding 
method is good and effective, and it cannot embed a 
large amount of data, which most traditional methods 
suffer from. A new model [26] based on training the 
embedded images and an AI-assisted classifier could 
attain an embedding ratio of 70% in the training stage 
and of 30% in the examination stage, indicating an ex-
cellent outcome. The management of the training and 
the testing mode with the compatibility process be-
tween them were successful and the reason for increas-
ing the security of embedding secret data with limited 
embedding data, which is the basis of the steganogra-
phy system. A convolutional NN model was proposed 
[27] that consisted of three main stages, including 
calculation and data analysis, extraction of significant 
features, and classification of the extracted features in 
the digital image in order to embed hidden data into 
them, Although extracting important features from a 
cover image improves data security, it does not help 
to increase the imperceptibility of the stego image. A 
comprehensive review of the most recent existing re-
ports in the literature related to data hiding (especially 
steganography) showed the use of diverse methods 
that mostly depend on the DL algorithms based on 
the celebrated ANN algorithms [28, 29]. DL algorithms 
[30] have been used to cover a digital image that in-
clude object border pixels within digital images, thus 
accurately classifying these pixels according to feature 
weights for further embedding. In all cases, embed-
ding in a section or part of the cover image reduces 
the image capacity for secret data, which is important 
to sign for the method used to be feasible. Moreover, 
DL was directly applied [9] to the SS for the purpose of 
constructing an encoder and a decoder, enabling the 
learning of reversible steganography by distributing 
data according to the NN algorithm. However, it still 
needs to be improved in terms of security and robust-
ness, which are the disadvantages of this method.

From the above, we can propose a method that takes 
advantage of existing methods and at the same time 
avoids the problems associated with the steganogra-
phy system. The method depends on the method of 
selecting the hiding data position in the image (pixels) 
through deep learning (impact of a smart variable) to 
avoid the classical distribution and increase the imper-
ceptibility. Furthermore, dividing the image into sub-
images helps to avoid statistical attacks faced by the 
steganography system, thereby maintaining the secu-
rity of the transmitted data.

3. pROpOSED STEgANOgRApHY METHOD 

An image steganography system processes a specific 
image enclosed by pixels, where each pixel has a deci-
mal value consisting of one byte or 8 bits. Human eyes 
can easily recognize grey in four bits called the most 
significant bits (MSB) and cannot recognize the other 
four bits called the least significant bits (LSB). (Fig. 4) 
displays the process of hiding a secret message.

Fig. 4. Image recognition by human eyes

Hiding text in a given image involves two steps: in 
the first step, the text is converted into a series of bi-
nary bits from 0 and 1, while in the second step, these 
bits are embedded in the digital data of image pixels. 
Each pixel consists of 8 bits, which can contain one to 
two bits of a text message. Most of the existing meth-
ods take into account the embedding place, but with 
the same technique.

Feature selection is the most significant step in ML that 
works together with the NN algorithm. The candidate 
pixels act as NN inputs for embedding, where only those 
pixels that satisfy the condition Pcon.=P1-P2=16 (decimal 
value) can be added to the LSB. Therefore, the number 
of pixels can be stored in the form of a vector (called the 
input layer) for input into the NN code (Fig. 5).

Fig. 5. The structure of the NN with the cover image

The image (Fig. 5) is comprised of pixels represented by 
their decimal values (act as an input layer of the NN). The 
NN has three major layers including the input, hidden, 
and output layers. Pixel values in the proposed NN are in-
serted into the input layer, producing a filter from the can-
didate pixels for embedding, where information is saved 
in the stego key. The output vector is delivered again to 
the image by maintaining the coordinate of the pixel (x, y) 
as the address. The cover image at the start is divided into 
several sub-images each having a definite size depending 
on the generated random function. The image is divided 
into sub-images so that the data are in multiple vectors. In 
this way several neural networks are achieved according 
to the number of vectors or images. Inputs x and corre-
sponding weighs (w) are related by the following:

where ŷ=g(z) is the output layer. V is considered as a 
vector of weight w and pixel data x.

(2)

(3)

(4)
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Many sub-images imply various NNs, and each sub-image can be handled by a single NN. However, as shown in 
(Fig. 6), DL can deal with multiple NNs.

Fig. 6. DLNN system for the entire cover image

A convolutional layer with NNs considers the main is-
sue, representing the main elements in the system, as 
well as the features, i.e., a set of features given by each 
NN is produced during the processing of the hidden lay-
er. Convolution selects the pixel value of I(x,y) with the 
assumed weight derived from the adjacent pixels called 
kernel K∈R(2kf+1)×(2ks+1) such that kf and ks are sub-images 
of dimension (3x3). The stego pixel takes the form:

(5)

where K is the kernel of the corresponding coordinate 
of cover pixel (u,v) aimed at producing stego pixel S(i,j).

The number of hidden layers inside the system can 
be controlled, providing several feedback inputs until 
the appropriate stego pixels are due to the manipula-
tion of cover pixels achieved under the corresponding 
weights. Fig. 7 displays a typical procedure for getting 
the secret text. 

The proposed system first reads the cover or original 
image and then divides it into sub-images following a 
specific condition before being fed to each individual 
NN. First, the NN is selected under the features derived 
from sub-image pixels. Next, each NN contributes to a 
deep neural system with the submission of new fea-
tures improved during the processing.

4. RESULTS AND DISCUSSION

Fig. 8 shows cover images used by the proposed 
DLSS together with the corresponding stego images. 
Numerous images of size (256 × 256) and (512 × 512) 
pixels from the standard dataset were used for perfor-
mance evaluation.

Fig. 7. General overview of the system
Fig. 8. Standard cover and stego images used in the 

proposed DLSS
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Images like Lena, Baboon, Peppers, and Jet with dif-
ferent payload capacities were tested. The stego image 
is defined as the secret message inside the original 
image that remains indistinguishable from anything, 
meeting the purpose of steganography. The efficiency 
of the system was evaluated in terms of imperceptibil-
ity, payload capacity, secret bits embedded in the im-
perceptible part of the pixel (LSB) of the cover image, 
the peak signal-to-noise ratio (PSNR), and the mean 
square error (MSE).

As already mentioned (Fig. 7), human eyes cannot 
differentiate the cover from the stego image, which 
makes it difficult to observe the inner secret. For this 
reason, hackers or intruders use a statistical technique 
to figure out the secret message included in the stego 
image. Over the years, numerous image steganography 
techniques have been developed to obtain an optimal 
algorithm that can achieve the best results. However, 
specific benchmark criteria are needed to compare 
the performance of the proposed DLSS with the exist-
ing state-of-the-art methods. Although most existing 
SS can successfully hide private information, making 
it indistinguishable to human eyes, these techniques 
suffer from various statistical issues that need to be 

overcome. So, to properly validate the results obtained 
from the proposed DLSS, it is important to determine 
payload capacity of the secret message, indicating the 
robustness of the stego image (carrying data without 
distortion) against various attacks. In this study, PSNR 
and MSE parameters were used for validation.

4.1 pSNR

In terms of MSE of the proposed DLSS, PSNR values 
(in dB) were evaluated as follows:

(6)

where max indicates the maximum pixel intensity 
value of 255, and PSNR is a measure of image resolu-
tion and distortion derived from the mean square er-
ror (MSE). For both greyscale and color images, PSNR as 
high as 70 dB and above is considered to be very good, 
in the range of 30 to 50 dB is acceptable, and below 30 
dB is unacceptable. Table 2 summarizes the obtained 
imperceptibility and payload capacity results for differ-
ent images in both greyscale and color images. Table 3 
shows PSNR values for various standard images of dif-
ferent pixel sizes achieved by the proposed DLSS.

Table 2. Performance evaluation of the proposed DLSS.

Image Image resolution 
payload 
capacity 
(bytes)

Embedding 
ratio pixel representation pSNR 

(dB)

Lena

256 × 256 (pixel) 32765 6.25% 1 0 1 1 0 1 0 ½ 76

256 × 256 (pixel) 53743 12.5% 1 0 1 1 0 1 0 1 61

256 × 256 (pixel) 64752 18.75% 1 0 1 1 0 1 1 0 42

Lena

512 × 512 (pixel) 32765 6.25% 1 0 1 1 0 1 0 ½ 84

512 × 512 (pixel) 53743 12.5% 1 0 1 1 0 1 0 1 70

512 × 512 (pixel) 64752 18.75% 1 0 1 1 0 1 1 0 54

In the first NN iteration, when a 3K secret message 
was embedded, the secret bit appeared in the first bit 
of the LSB with every two pixels getting a one-pixel 
candidate. The neural system could present pixels with 
the ability to embed secret bits within the cover image. 
For an embedding ratio of 12.5%, all candidate pixels 
could replace the LSB (first bit) with the secret bit that 
appeared from the text message. In contrast, for an em-
bedding ratio of 18.75%, the system made it possible to 
occupy two pixels from the LSB for embedding secret 
bits (Table 3).

Image Image size (pixels) pSNR (dB)

Baboon 256 × 256 79

Peppers 256 × 256 78

Jet 256 × 256 75

Baboon 512× 512 88

Peppers 512× 512 86

Jet 512× 512 83

Table 3. Results of images used in the proposed 
method with their sizes.

One of the most important features of steganogra-
phy results is imperceptibility, which is measured by 
PSNR. This factor depends on the strength of the dis-
tribution of secret data by image pixels, which results 
in the deep learning method in a smart distribution of 
data within the image.

PSNR values are found to depend on image informa-
tion, e.g., a baboon image includes several pixel varia-
tions thus nominating the neural system to embed 
multiple pixels. One of the significant features used by 
a deep neural network (DNN) is the difference between 
certain pixels and adjacent pixels (4 or 8 neighbors). 
Thus, the Lena image achieved a lower PSNR value be-
cause of the uniform pixel values and the embedding 
ratio of 18% of the image. In contrast, the Baboon im-
age had too many pixels variations, allowing a large 
number of pixels to be selected to store secret bits. In 
this study, the DNN was used to increase payload ca-
pacity while keeping the imperceptibility (image qual-
ity) of greyscale images (one channel represented by a 
one-pixel value) intact. The same strategy was used for 
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color images where the process included three chan-
nels according to red, green, and blue (RGB), indicating 
that each pixel consists of 24 bits (8 bits for each chan-
nel). In addition, as illustrated in (Fig. 9), PSNR values in 
color images were higher than in grey images. It was 
asserted that the training system containing different 
images over 205 is worth improving the variable hid-
den layer with the neural system, thereby improving 
image imperceptibility.

PSNR = 78 PSNR = 89

PSNR = 84 PSNR = 81

Fig. 9. PSNR of (256 × 256) color images with a 
6.25% embedding ratio

4.2.  MSE

The MSE values of the proposed DLSS were evaluat-
ed based on the difference between the original image 
(prior to embedding) and the stego image (carrying a 
secret message) by the expression: 

(7)

where M and N are the row and the column of the im-
age, and G1 and G2 are the cover and the stego image 
pixels, respectively, representing the ith  row and the 
jth column. The obtained MSE value for the greyscale 
image was 100.0 (worst), and reduced to 0 (better). 
A 10-bit image with a corresponding pixel value of 
[0,1023] became undetectable, which indicates the ex-
cellent performance of the DLSS because the main pur-
pose of any steganography system is to reduce the MSE 
value as much as possible. The achieved MSE value of 
0 clearly indicates that there is no difference between 
the cover image and the stego image. 

Table 4 compares the present results with results 
obtained in other studies described earlier in the lit-
erature.  In order to demonstrate the superior nature 
of the proposed DLSS compared to the existing state-
of-the-art SS, the achieved results were additionally 
compared with the most significant findings published 

in the literature. Different steganography techniques 
have shown different performances in terms of pay-
load capacity and PSNR values, indicating that the best 
one is the current DLSS. The obtained improvement 
in payload capacity and PSNR values was attributed 
to the excellent embedding ratio by the DLNN. The 
PSNR value with an embedding ratio of 6.25% (green 
bar) was higher due to fewer secret messages or less 
information being embedded into the image, causing 
a smaller image degradation or distortion effect. In ad-
dition, the blue bar represented a higher embedding 
ratio to obtain a low PSNR. It is important to note that 
some studies did not evaluate all capacities, hence the 
missing bars. The high imperceptibility achieved by the 
proposed DLSS was mainly due to the use of a large 
number of iterations and new features such as pixel 
variations and differences between pixel values. In con-
ventional methods, pixel values are limited such that 
the difference is fixed in advance (for example, differ-
ence = pix1(value) - pix2(value) = 40). In the proposed 
DLSS with a DNN, all variables were changed through 
system training by increasing and decreasing the num-
ber of hidden layers and nodes.

Table 4. Comparison of the present results with 
results obtained in other studies described earlier 

in the literature, using the USC-SIPI database with a 
6.25% embedding ratio.

Authors Year Image used Method pSNR

[31] Diar D. 
et al. 2021 Lena LSB+CRT+PVD 73.0

[32] U. 
Pilania & P. 

Gupta
2020 Lena 

&Baboon IWT-SVD Scheme 54.1

[33] M. 
Oudah 

et al.
2020 Lena DWT Transform 70.5

[34] Q. Li 
et al. 2020 Baboon Chaos 

Encryption 61.2

[35] M. 
Kumar, & H. 

Nagar
2021 Lena Hybrid LSB+ AES 

cryptography 75.2

[36] A. 
Hindi, et al. 2019 Baboon Index XOR LSB 74.4

[37] S. 
Almutairi, 

et al.
2019 Baboon 2 bits LSB 79.3

proposed Lena 
+Baboon

DNN + region 
segmentation 84.3

5. CONCLUSION 

In this paper, a robust DLSS is proposed for extract-
ing different significant features from the cover image 
using DL combined with a NN in a hierarchical form. In 
this way, candidate pixels are selected for embedding. 
The use of DL in steganography has made the hiding 
process more secure, allowing more payload capacity 
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to be embedded for digital images. By this method, DL 
as an AI algorithm could extract features that are later 
processed according to weight and importance. Steg-
anography consisted of the cover and stego images, 
where the cover image was used to extract significant 
features of the images. Here, pixel position provided 
the basis for work in addition to image weight and 
imperceptibility. The NN was used to determine the 
suitability of embedding sites, resulting in high imper-
ceptibility (84.3 dB for a 512 ×512 image) of the stego 
image. The results revealed that it is possible to embed 
huge amounts of information instead of the previously 
approved random embedding. Performance evalua-
tion showed that the proposed DLSS outperformed 
the existing steganography in terms of PSNR, MSE, and 
imperceptibility values, indicating high data security 
against attacks with capacities of a 12.5% and 18.75% 
embedding ratio. It is worth taking a valuable part of 
the image or dividing the image into several parts to 
further improve the DLSS. Furthermore, it may be inter-
esting to adopt the NN algorithm by selecting a section 
and hierarchical division.
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Abstract – The Brain Computer Interface (BCI) has a great impact on mankind. Many researchers have been trying to employ different 
classifiers to figure out the human brain's thoughts accurately. In order to overcome the poor performance of a single classifier, some 
researchers used a combined classifier. Others delete redundant information in some channels before applying the classifier as they 
thought it might reduce the accuracy of the classifier. BCI helps clinicians to learn more about brain problems and disabilities such as 
stroke to use in recovery. The main objective of this paper is to propose an optimized High-Performance Support Vector Machines (SVM) 
based classifier (HPSVM-BCI) using the SelectKBest (SKB). In the proposed HPSVM-BCI, the SKB algorithm is used to select the features 
of the BCI competition III Dataset IVa subjects. Then, to classify the prepared data from the previous phase, SVM with Quadratic kernel 
(QSVM) were used in the second phase. As well as enhancing the mean accuracy of the dataset, HPSVM-BCI reduces the computational 
cost and computational time. A major objective of this research is to improve the classification of the BCI dataset. Furthermore, decreased 
feature count translates to fewer electrodes, a factor that reduces the risk to the human brain. Comparative studies have been conducted 
with recent models using the same dataset. The results obtained from the study show that HPSVM-BCI has the highest average accuracy, 
with 99.24% for each subject with 40 channels only.

Keywords: brain computer interface, classification, quadratic support vector machine, feature selection, SelectKBest.

1. INTRODUCTION

Brain Computer Interface (BCI) is a computerized sys-
tem that can cooperate between the signals created 
by the human brain's thoughts and the computer [1]. 
The incorporating signals developed into actions. BCI 
collects and transmits electrical signals used in con-
trolling electrical wheel cheers for disabled people; it 
also helps clinicians learn more about brain problems 
and illnesses such as stroke to use in recovery [2]. BCI 
comes in three types; Invasive, which injects electrodes 
into the grey matter; partially Invasive, in which elec-
trodes are implanted in the brain surface. Non-Invasive 
one comes in a wearable device full of external sensors 

and electrodes and eases to communicate with com-
puters. Many Competitions have appeared in this field, 
and all aim to find out the human brain's thoughts with 
high accuracy [3]. BCI competition III dataset IVa is one 
of the most common datasets subjected to extensive 
study by researchers recently. 

Many recent studies have been applied in the BCI field. 
Amin Hekmatmanesh et al.[4] present a literature re-
view that discusses brain-controlled vehicles. The study 
shows that electroencephalogram (EEG) signals are used 
to detect brain signals from the motor cortex area. Dif-
ferent Artificial Intelligence (AI) optimization algorithms 
are applied then to classify EEG signals. The biomedical 

Volume 14, Number 1, 2023
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signals are then used to control vehicles. R. Agarwal et 
al.[5] present a literature review that discusses human 
emotions and how to classify them using EEG signals 
and different datasets. The study discusses different clas-
sification accuracies according to different brain regions. 
S. Sodagudi et al.[6] proposed a new hybrid method to 
classify EEG signal data. The hybrid method consists of 
two stages. First, the Kernel Extreme Learning-based 
Multi-Layer Perceptron (KEL MLP) was used to extract 
brain activity features. Then Bayesian Quadratic Dis-
criminant Transfer Neural Network (BQDTNN) was used 
as a classification technique. W. Al-Salman et al.[7]  Con-
structing a new method to classify the six sleep stages 
using EEG signals. The method consists of using Discrete 
Wavelet Transform (DWT) to analyze EEG signals and ex-
tract brain wave features. Then, the extracted features 
were applied to Least Square Support Vector Machine 
LS-SVM to classify sleep stages.   C. Wang et al.[8] Ap-
plied a new method to enhance classification accuracy 
by using Shannon Complex Wavelets (SCW) with Convo-
lutional Neural Networks (CNN). The method consists of 
three stages. First, EEG signals have been recorded. Then 
SCW is used to calculate the time-frequency matrix. Fi-
nally, CNN was used to classify the BCI data.  

The feature selection algorithm filters out unneces-
sary data or redundant features and chooses a sub-
set of specific features or variables that lead to better 
performance in classification accuracy and training 
time. Feature selection methods are divided into three 
main categories: filter method, wrapper method, and 
embedded method [9], [10]. The filter methods are 
known to be the quickest in execution but imprecise. 
The wrapper method uses a computational model that 
rates subsets based on the miss classification rate. Em-
bedded methods figure out which features contribute 
best to the model during the construction process. Se-
lectKBest (SKB) feature selection algorithm is univari-
ate. It uses different univariate statistical tests such as 
(Analysis Of Variance (ANOVA) F-value, Chi-square, and 
mutual information methods) to select the best fea-
tures from the dataset [11].

Classification algorithms are accustomed to catego-
rizing data into a class or category. Classification comes 
into three types: binary classification, multiclass classi-
fication, and multilabel classification. Binary classifica-
tion algorithms are used to classify datasets that have 
only two classes, the normal state usually called “class 
0” and the abnormal state usually called “class 1”. Multi-
class classification algorithms are used to classify data-
sets that have more than two classes. Many algorithms 
used for binary classification can be used for multiclass 
classification. Multilabel classification algorithms are 
used to classify datasets that have two or more classes, 
where each input might have one or more class labels 
predicted. SVM is one of the most common binary clas-
sifiers and it was proposed first by Vapnik [12]. It aims 
to find the best separable line that can divide the data 
into two groups. SVM work very well with linear data 

[13]. However, if the data is non-linear; a kernel func-
tion must be added to SVM such as a Quadratic kernel, 
Cubic kernel, and Gaussian kernel. 

The main contribution of this paper is summarized 
in applying a modern feature selection method (SKB) 
on the dataset to reduce the unnecessary channels, 
Then, training selected features with a Quadratic SVM 
(QSVM) classifier. The proposed approach decreases 
the computational cost and time needed to train BCI 
datasets and predict the class. This paper has been or-
ganized as follows: Section 2 covers the literature stud-
ies related to this work. Section 3 declares the used 
dataset, and illustrates the presented feature selection, 
classification algorithms, the structure of the proposed 
approach, and the utilized performance metrics. Sec-
tion 4 contains simulation results for the experiment as 
well as conducting a comparative analysis. Finally, Sec-
tion 5 introduces the conclusions.

2. RELATED WORK 

Before presenting the proposed approach, a group 
of previous studies that use different algorithms to 
classify BCI competition III dataset IVa has been sum-
marized.

Sahar Selim et al. [14] proposed a method consist-
ing of Common Spatial Pattern as feature extraction, 
Attractor Metagene (AM) with Bat optimization Algo-
rithm (BA) as feature selection, and SVM has been used 
as a classifier (CSP\AM-BA-SVM). Finally, This hybrid al-
gorithm obtains average classification accuracy of 85% 
with few EEG channels, but that requires large compu-
tational time.

Amardeep Singh et al. [15] proposed a Symmetric 
Positive Definite (SPD) as matrices based on the mo-
tor imagery classification method. SPD performed very 
well with a small sample set. Their method was applied 
to BCI Competition III dataset IVa and obtained an av-
erage accuracy of 87.21% of the subjects. However, 
this method obtained better ac-curacy just in a small 
sample set.

Yongkoo Park et al. [16] proposed a method that ex-
tracts features using Filter Bank CSP (FBCSP) and then 
selects the optimal channels which include the best fea-
tures. Finally, the selected features were classified by LS-
SVM. Their method was applied to BCI competition III da-
taset IVa and the average accuracy of the 5-subjects was 
86.73%. However, one of the limitations of this method 
was badly performing with multiclass data.

Kais Belwafi et al. [17] proposed an algorithm Dy-
namic Self-Adaptive Algorithm (DSAA), which depends 
on the LS method. The study applied to BCI competi-
tion III dataset IVa with an average of 81.95%. The filter-
ing method performed well only with online systems.

Amin Hekmatmanesh et al. [18] proposed an improved 
CSP  algorithm to recognize and classify BCI Competition 
III dataset IVa data by aggregating four algorithms. The 
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algorithms are Discriminative FBCSP with the Discrimi-
native Sensitive Learning Vector Quantization (DFBCSP-
DSLVQ), the Soft margin SVM (SSVM) classifier, and the 
Generalized Radial Bases Functions (GRBF) to create a 
method called DFBCSP DSLVQ SSVM GRBF with an aver-
age accuracy of 92.70%. However, for multi-classes, the 
error ratio rises when using this method. 

Considering the feasibility of classifying datasets 
through efficient evaluation, we can see several serious 
limitations of the results. These problems can be sum-

marized as; high computational time for the algorithm 
to be executed, and choosing bad channels when it 
contains a large amount of common noise. Moreover, 
feature selection algorithms may not perform well with 
multiclass motor imagery tasks. However, the hybrid al-
gorithm successfully overcomes two of these challenges 
by classifying the dataset with high performance in an 
adequate training time. (Table 1) summarizes previously 
discussed algorithms focusing on various pros and limi-
tations.

Author Mean accuracy Pros Limitations

Sahar Selim et al. [14] 85% Use only 0.1 of EEG channels with 
high accuracy

Requires considerable 
computational time

Amardeep Singh et al. [15] 87.21% Performs well with small a sample 
set Performs badly with large sets

Yongkoo Park et al. [16] 86.73% Performs well with binary classes Badly performing with multiclass 
data

Kais Belwafi et al. [17] 81.95% The filtering method performs well 
with online systems.

The filtering method performs 
badly only with offline systems.

Amin Hekmatmanesh et al. [18] 92.70% Performs well with binary classes For multi-classes, the error ratio 
rises when using this method.

Table 1. Related work pros and Limitations summary

3. MATERIALS AND METHODS

Facing the previous difficulties of classifying datasets 
led to considering alternatives to achieve more accu-
racy with acceptable computational time. Therefore, by 
combining two algorithms, we found out that, after all, 
creating a union can boost both processes’ strengths 
and overcome both weaknesses. The two main compo-
nents of this union are QSVM and SKB algorithms.

3.1. BCI COMPETITION III DATASET IVA

BCI Competition III Dataset IVa has been collected 
from five healthy subjects. Those subjects were sat in 
a comfortable chair with arms placed on comfortable 
armrests [19]. The Data set include data from the four 
initial sessions with no feedback. The subject sat with 
open eyes opposite a screen that presents a letter for 
3.5 seconds, as declared in (Fig. 1). 

Three letters equal three motor imageries the sub-
ject must perform [20]. For example, where, (L, R) left or 
Right hand and (F) foot. The subject relaxed for (1.75-
2.25) seconds randomly between performed tasks. The 

Fig. 1. Dataset timeline

dataset consists of continuous signals of 118 EEG chan-
nels according to the 10/20 system as shown in (Fig. 2) 
and markers that indicate the time points of 280 cues 
for each of the 5 subjects (aa, al, av, aw, ay). The data 
was recorded using Ag/AgCl electrode cap.

Fig. 2. 118 EEG channels

3.2. ALgORITHMS INVOLVED

This section discussed the paper's algorithms from a 
theoretical view. The algorithms that have been used 
in the hybrid approach are SKB as a feature selection 
algorithm and QSVM as a classifier.
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3.2.1. Feature selection algorithm 

Ag/AgCl electrode cap covers 118 channels in the 
human brain as declared in (Figure 2). While using 
BCI Competition III Dataset IVa, we noticed that some 
channels contain redundant information and others 
have only noisy information. SKB algorithm has been 
used to remove redundant and noisy channels accord-
ing to the chi-square value. SKB keeps only 40-channel 
for each subject.

SKB Algorithm is a modern algorithm used in the 
20th century. SKB chooses the powerful features by 
ranking the whole features according to statistical tests 
such as (ANOVA) F-value, Chi-square,…etc.) [21], [22]. 
Then select the best features that represent the data. 
This study used the chi-square test-based method to 
select the best features. Chi-square is given by:

(1)

Where n is the number of features, c is the freedom 
degree, Oi is the observed values and Ei is the expected 
values if there is no association between the two events 
[23]. The Chi-square test is used to test how much two 
events depend on each other. From (Equation 1), we 
can conclude that if there are two independent fea-
tures, the observed count and expected count is very 
close values, leading to a small Chi-square value. The 
greater the correlation of features, the higher the value 
of Chi-square in promoting the selection of these fea-
tures. (Algorithm 1) declare SKB steps in brief.

Algorithm 1: SKB

1   for each Subject 

2    Select the Score Function SF // SF = Chi-square

3       Apply Chi-square statistical equation

          

4       Rank All Features due to Chi-square value   

5       Select the number of K                         

6       Select only the Best features according to K-value

7   end

3.2.2. Classification algorithm 

Classification algorithms are accustomed to cat-
egorizing data into a class or category. SVM is one of 
the most common classifiers. SVM Separates the two 
classes based on the distance between the objects and 
the hyperplane (Distance Margin). SVM works with a 
technique called the kernel functions that convert low 
dimensional input space to a higher dimensional space 
[12]. Linear SVM can classify linear data only, but if we 
have non-linear data, we should add a kernel with SVM. 
The results show that the quadratic kernel is the best 
one with BCI competition III dataset IVa. 

QSVM classifies the data into two groups with hyper-
plane equation as declared in (Equation 2).

(2)

Where W is a weight vector, X is the input vector, b 
is bias and T is the transpose. As shown in (Figure 3), 
QSVM has three decision boundaries [24]; the group 
of nodes lies on the hyper-plane described in (Equa-
tion 3), the group of nodes lies in the positive class de-
scribed in (Equation 4) and the group of nodes lies in 
the negative class described with (Equation 5).

Fig. 3. Quadratic surface taxonomy

(4)

(5)

(6)

Where W is a weight vector, X is the input vector, b 
is the bias, T is a transpose, and (-h, +h) represents the 
hyper-plane of the inner and outer quadratic surface.

Cross-validation is commonly used to improve model 
prediction in machine learning. With this technique, we 
start dividing each subject in the BCI dataset randomly 
into k parts (k-fold cross-validation) [25]. In this study, we 
use 5-fold cross-validation. Four parts were used as train-
ing sets and the left one was used as a testing set. This 
process repeats five times with different sets each time.

3.2.3. HPSVM-BCI Approach

This section discusses High-Performance SVM-BCI 
(HPSVM-BCI) framework and the following method to 
implement the HPSVM-BCI approach. HPSVM-BCI frame-
work contains the dataset subjects as we described be-
fore and its dimensions. The framework contains the 
classification algorithms that have been applied to the 
dataset subjects using 5-fold cross-validation such as 
Linear Discriminant (LD), Quadratic Discriminant (QD), 
Logistic Regression (LR), Naïve Byes (NB), Linear SVM 
(LSVM), QSVM, Cubic SVM (CSVM), and Deep Neural Net-
work (DNN) as shown in (Fig. 4). Finally, the framework 
illustrates the performance metrics that have been used 
to evaluate classification algorithms and the feature se-
lection algorithm that has been applied to the winner.
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Fig. 4. HPSVM-BCI mechanism.

The proposed approach is a combination of both the 
feature selection algorithm (SKB) and the winner classi-
fication algorithm (QSVM). The HPSVM-BCI Process flow 
diagram is declared in (Fig. 5). SKB has been applied to 
the original dataset to evaluate the importance of each 
feature according to the Chi-square equation. The best 
features are selected then and a prepared dataset has 
been created. The prepared dataset has been subject to 
the classification stage. QSVM separates the prepared 

dataset into 5-fold cross-validation. Four parts randomly 
have been used as input to QSVM as training data. The 
last part has been used as testing data to evaluate the 
classifier. The classification stage has been repeated five 
times each with random training and testing data and 
prepares the data for the classification stage. The whole 
operation repeated for each subject on BCI competition 
III dataset IVa.

Fig. 5. HPSVM-BCI mechanism
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3.3. PERFORMANCE METRICS 

The computer results for this research have been 
evaluated according to different metrics; confusion 
matrix, F1 score, training time, and prediction speed.

3.3.1. Confusion matrix

The confusion matrix describes the effects of a fore-
cast over a classification problem. Confusion metrics 
are very important metrics in evaluating classifier per-
formance [26]. The accuracy equation is described in 
(Equation 6):

(6)

Where TP is a True Positive, TN is a True Negative, FP is 
a False Positive and FN is a False Negative. 

3.3.2. Precision and Recall

Precision is defined as the ratio between the TP and 
all the Positives. It also helps to measure the relevant 
data points. The recall is defined as the fraction of re-
trieved instances among all relevant instances.

(7)

(8)

3.3.3. F1 Score

F1 Score aims for a balance between Precision and 
Recall [27], and there are many negative classified cases.

 The Precision and Recall equations were described in 
(Equations 7, and 8). F1 Score equation:

(9)

3.3.4. Training Time

It is the whole time that the model needs to be 
trained.

3.3.5 Prediction Speed

It is the number of observations that the AI model 
can deliver every second.

4. COMPUTER SIMULATIONS AND RESULTS   

This section consists of three parts; first, displays the 
results of applying several algorithms on the dataset 
and obtains the winner. Second, the winner algorithm 
has been compared with the suggested approach HPS-
VM-BCI. Finally, a comparison between the proposed 
approach against the related work.

This experiment discusses several algorithms that 
have been executed with 5k-fold cross-validation on 
BCI Competition III Dataset Iva as illustrated in (Table 
2). Performance metrics have been calculated 50 times 
and the average value is calculated for each metric. 
Standard deviation (SD) was also calculated for classifi-
cation accuracy to show the algorithm's stability.

QSVM proved its ability in dealing with high-com-
plexity data, such as Electroencephalography datasets, 
but it takes a huge training time. Accordingly, we sug-
gest adding SKB to select the most relevant features 
of datasets. (Table 3) shows that HPSVM-BCI achieved 
higher average accuracy and average F1-Score than 
QSVM except 

with subject “al” and reduces the average training 
time from (127,341 to 49,642) sec as shown in (Figure 6. 
a) this means that training time decreases by 250%. The 
mean prediction speed increases as well from (8,536 to 
16,024.6) obs/sec as shown in (Fig. 6. b).

Method Performance Metrics
Subjects

Mean
aa al av aw ay

LD

Accuracy (%) 78.82 76.21 83.87 87.20 89 83

F1 Score (%) 74.63 76 76.52 87.56 90.50 81.99

Training Time (sec) 54 65 12 17 4 30.40

Prediction Speed (obs/sec) 75000 84000 130000 62000 110000 92200

SD (±%) 0.16 0.18 0.15 0.19 0.15 0.17

QD

Accuracy (%) 87.77 88.92 87.91 91 90.88 89.29

F1 Score (%) 87.14 88.66 85.52 91.13 91.25 88.74

Training Time (sec) 53 64 9 16 4 29.20

Prediction Speed (obs/sec) 75000 81000 140000 62000 110000 93600

SD (±%) 0.12 0.12 0.11 0.11 0.11 0.12

LR

Accuracy (%) 79.12 76.11 87.83 92.65 97.09 86.56

F1 Score (%) 74.86 76.12 82.41 92.91 97.90 84.84

Training Time (sec) 278 324 177 75 16 174

Prediction Speed (obs/sec) 110000 100000 99000 100000 170000 115800

SD (±%) 0.23 0.22 0.21 0.23 0.20 0.22

Table 2. The average values of performance metrics for several algorithms



89Volume 14, Number 1, 2023

NB

Accuracy (%) 50.92 51.83 45.72 55.55 48.08 50.42

F1 Score (%) 60.31 36.62 55.80 63.80 47.23 52.75

Training Time (sec) 78 92 33 20 3 45.20

Prediction Speed (obs/sec) 110000 130000 150000 110000 180000 136000

SD (±%) 0.14 0.15 0.14 0.15 0.14 0.14

LSVM 

Accuracy (%) 80 77 87.42 92.51 96.37 86.66

F1 Score (%) 76.1 76.5 81.2 92.8 97.4 84.8

Training Time (sec) 35510 67507 8322 925 83 22469

Prediction Speed (obs/sec) 210 96 450 1600 9500 2371

SD (±%) 0.078 0.09 0.087 0.087 0.127 0.094

QSVM

Accuracy (%) 99.12 98.91 99.30 99. 41 99.41 99.20

F1 Score (%) 98.88 99 98.91 99.44 99.68 99.18

Training Time (sec) 35291 86898 4086 991 75 25468

Prediction Speed (obs/sec) 1200 580 1900 11000 28000 8536

SD (±%) 0.06 0.06 0.09 0.11 0.11 0.09

CSVM

Accuracy (%) 51.32 99.61 59.27 99.52 99.72 81.88

F1 Score (%) 41.21 99.61 25.83 99.46 99.82 73.18

Training Time (sec) 16722 85728 7936 1362 93 22368

Prediction Speed (obs/sec) 180000 1700 120000 18000 34000 70740

SD (±%) 0.12 0.08 0.12 0.24 0.19 0.15

DNN

Accuracy (%) 76.24 92.36 64.57 87.68 90.83 82.34

F1 Score (%) 78.24 92.42 67.57 89.62 91.83 83.94

Training Time (sec) 1199 990 115 244 212 552

Prediction Speed (obs/sec) 115400 125200 139300 118500 145100 128700

SD (±%) 0.06 0.06 0.08 0.07 0.07 0.07

Subject
QSVM Prediction Speed 

(obs/sec)Precision (%) Recall (%) F1-Score (%) Accuracy (%) Training Time (sec)

aa 98.90 98.90 98.9 99.12 35291 1200

al 99.58 98.33 99.01 98.91 86898 580

av 99.11 98.70 98.90 99.30 4086 1900

aw 99.52 99.31 99.34 99.41 991 11000

ay 99.52 99.71 99.60 99.41 75 28000

Subject
HPSVM-BCI Prediction Speed 

(obs/sec)Precision (%) Recall (%) F1-Score (%) Accuracy (%) Training Time (sec)

aa 98.83 99.12 90.00 99.20 17104 2190

al 98.31 99.19 98.71 98.70 30017 1302

av 99.30 98.81 99 99.41 2042 3781

aw 99.40 99.60 99.50 99.39 439 20350

ay 99.77 99.52 99.71 99.50 40 52500

Table 3. The average values of performance metrics for QSVM vs HPSVM-BCI

Fig. 6. QSVM vs HPSVM-BCI: (a) Training time (b) prediction speed
(a) (b)
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The suggested method HPSVM-BCI has been com-
pared with literature studies that execute different 
types of classifiers at BCI Competition III dataset IVa. 
(Table 4) displays that HPSVM-BCI overwhelms the en-
tire literature studies for aa, av, aw, and ay subjects by 

5.60%, 17.43%, 5.73%, and 3.43, respectively. However, 
in the ‘al’ subject, SPD and CSP\AM-BA-SVM overcome 
the proposed method by only 1.30%. Accordingly, the 
mean accuracy for HPSVM-BCI is the best accuracy with 
99.18%.

Author Method
Subjects' average accuracy 

Mean
aa al av aw ay

Amin Hekmatmanesh et al. [18] DFBCSP DSLVQ 
SSVM GRBF 93.51% 98.59% 81.82% 93.63% 96.14% 92.72%

Amardeep Singh et al. [15] SPD 81.31% 100% 76.46% 87.13% 91.29% 87.22%

Yongkoo Park et al. [16] FBCSP + LS-SVM 92.92% 89.27% 71.39% 83% 94.14% 86.71%

Kais Belwafi et al. [17] DSAA 69 .55% 96.38% 60.52% 70.53% 78.60% 82%

Sahar Selim et al. [14] CSP\AM-BA-SVM 86.63% 100% 66.78% 90.60% 81% 85%

Proposed Method 99.20% 98.70% 99.41% 99. 39% 99.50% 99.24%

Table 4. The average values of performance metrics for QSVM vs HPSVM-BCI

5. CONCLUSIONS 

The goal of BCI is to integrate machine intelligence 
with the brain via electrodes. The field is now flooded 
with competitions that aim to uncover the human 
brain's thinking with high accuracy. One of the most 
widely used datasets for BCI competition III Dataset IVa 
has been extensively investigated by researchers. We 
aim to improve the classifications of the BCI dataset in 
this study. This can be achieved by developing a new 
approach HPSVM-BCI, which features two steps; select-
ing the best features and classifying the data. In SKB, 
in the first step, the features are sorted by Chi-square 
value, and then the best features are selected for clas-
sification by QSVM. After that, the quadratic function 
is used to determine the best surface for splitting into 
two classes. This improves the mean accuracy of data 
and reduces computational time, training time, and 
prediction time for HPSVM-BCI. As a result, the number 
of electrodes that reduce the risk of human brain injury 
is also decreasing.
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Abstract – Nowadays, COVID-19 is a life-threatening virus for human beings, and the reason behind it is its attack on the respiratory 
system. A large number of cases of infection were reported with minor to no symptoms. So, detection of the disease at an earlier stage 
can decrease the death rate in the patients. Chest X-Rays scans can be used primarily for analyzing the infection. X-ray technology is 
chosen over CT scans because its equipment is readily available, results can be obtained quickly, and the process is quite affordable 
in terms of cost. This paper proposed a solution using a deep learning approach to detect COVID-19 infection in human lungs using 
Chest X-Ray scans. Here, we have used CLAHE (Contrast Limited Adaptive Histogram Equalization) to enhance the contrast of X-ray 
images and then Convolutional Neural Network on CLAHE processed images to improve the accuracy of the overall model.
Further, these scans are classified using machine learning classifiers among COVID-19 infected and normal. The proposed model is 
trained and validated on a publicly available COVID-19 X-ray dataset containing 15917 X-ray Images. Confusion matrices and ROC 
curves have been generated to analyze the model's efficiency. Training and validation graphs are developed to calculate the other 
parameters like validation accuracy and training Accuracy. The model's accuracy is 99.8%, which is better than its existing state-
of-the-art approaches. These results show that this model is promising for physicians to classify the chest X-Rays scans of infected 
patients with COVID-19.  

Keywords: Deep Learning, Medical Images, COVID-19 Detection, X-Ray Images

1. INTRODUCTION

COVID-19 is a lethal disease caused by a newly con-
firmed Coronavirus infection. In December 2019, it was 
first transmitted to humans, and it would be transmit-
ted from person to person through droplets that form 
when a person speaks, coughs, or sneezes [1-6]. This vi-
rus primarily attacks the lungs and can harm the mus-
cles of an infected human being.

Because of global climate change, there are so many 
diseases from which people are already suffering, and 
at the same time, the impact of coronavirus is immense. 
Healthcare professionals and researchers in different 
regions across the globe are working to find a stable 
solution and improve testing capacity by employing 
multifunctional tests to control the spread of contami-
nation and protect themselves from the same.

Recently, RT-PCR (reverse transcriptase-polymerase 
chain reaction) diagnostics have proved effective in 
detecting infection. Though, this method has the dis-

advantages of a longer detection time and a slower vi-
rus detection speed. [7, 8]. Many scholars are working 
globally to overcome the limits of RT-PCR tests and ex-
pand the diagnosis process of COVID-19. Deep learning 
algorithms with CNN are also used to diagnose viruses 
through image classification techniques. According to 
the WHO recommendations, chest X-rays effectively di-
agnose the clinical symptoms of infected people who 
have been improved [9]. 

Recent studies show that CNNs are very useful and 
have a perfect effect in identifying COVID-19 through 
image processing. CNN can be a multi-layer neural net-
work that recognizes image patterns with the help of 
different image pre-processing tools. Some CNN Mod-
els like Resnet50 [10], AlexNet [11], VGG16 [12], and 
VGG19 are also available and perform well in classify-
ing COVID-19 chest X-Rays scans.

Here we have proposed a fusion of CLAHE (Contrast 
Limited Adaptive Histogram Equalization) along with 
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the CNN (Convolutional Neural Network) to increase 
the model's accuracy. CLAHE is the developed version 
of the adaptive histogram equation used to improve 
the contrast of the images by performing a stretching-
out mechanism on frequent intensity values of the im-
age. In the proposed method, we have used CLAHE to 
pre-process the medical images, and then processed 
images are provided to the CNN network for classifica-
tion. A detailed explanation of CLAHE and the CNN net-
work is provided in the upcoming sections. The main 
contributions of the work are:

•	 The work presented here provides an improved 
Deep learning model trained to spot COVID-19 
contamination using chest X-Ray images and clas-
sify them into infected and normal subjects. This 
method proposes a new fusion of the CLAHE (Con-
trast Limited Adaptive Histogram Equalization) 
CNN classification. In addition, the coloring of in-
dexed images is used in pre-processing to enhance 
the accuracy of this model. 

•	 We have used data augmentation strategies for 
COVID-19 discovery to avoid overfitting issues. 

•	 A publicly available large X-ray image dataset is 
used in this work, showing better accuracy and 
other metrics than existing methods.

2. RELATED LITERATURE

Over the past few months, many researchers have ex-
amined and analyzed chest X-rays using machine learn-
ing algorithms to detect the infection. Several AI learn-
ing-based approaches are available for COVID-19 de-
tection using X-ray scans. In the healthcare area, deep 
learning [DL], a sub-branch of artificial intelligence, is 
a current and increasingly evolving CAD (Computer-
Aided Design) tool to help clinicians/radiologists better 
predict disease. DL methods can guide practitioners in 
advancing the quality of COVID-19 detection.

Chowdhury et al. [13] worked on breast X-rays and 
created a framework, PDCOVIDNet, based on dilated 
parallel conventional neural network. The proposed 
method used small convolution in a similar stack to 
capture and stretch the required properties to obtain 
an accuracy of 96.58%.

Khan et al. [14] presented a new X-ray analytical ar-
chitecture such as COVID-19 with pre-charged ma-
chine learning models such as VGG16, ResNet50, Den-
sNet121, and VGG19, in which VGG16 and 19 have 
shown the best accuracy. This proposed model consists 
of 2 phases, such as pre-processing and data dissemi-
nation and learning transfer, and lastly indicates an ac-
curacy of around 99.3%.

Minae et al. [15] reported wide-ranging research 
showing COVID-19 infection in chest X-ray imaging 
using four integrated models: SqueezeNet, ResNet18, 
ResNet50, and DensNet-121. This plan used the data 
expansion to create an altered variety of the COVID-19 

image to raise the number of testers and ultimately 
achieve 90% specificity and 98% sensitivity.

Sekeroglu et al. [16] designed a prototype using dif-
ferent machine-learning techniques that performed 38 
experiments to identify infection using high-precision 
X-ray imaging. Of these, he served ten experiments, 
five various deep learning algorithms, and 14 trials with 
hi-tech pre-trained systems for educational exchange. 
These procedures found an accuracy of 98.50%, an ac-
curacy of 99.18%, and a sensitivity of 93.84%. They con-
clude that the process developed by CNN can comple-
ment the detection of COVID-19 in low-resolution im-
ages with minimal processing and no pre-processing.

Khalifa et al. [17] introduced a method of classifying 
coronavirus cure goals in the human brain grounded on 
handling type and therapeutic level by using deep learn-
ing (DL) and machine learning (ML). The processing distri-
bution accuracy obtained by the model reaches 98.05% 
in comparison with other ML models, such as SVM and DT. 
The DCNN model lacked an accuracy rate (98.2%) com-
pared with the DT (98.5%) for estimating the clinical trials. 
Broadcast models (e.g., Alexnet) were used in the study.

School et al. [18] reported a possible development of 
hybrid delivery methods using CNN and marine hunt-
ers for COVID-19 imaging obtained by international 
chest radiologists. They used the CNN design model to 
extract features and the competitive marine predator 
algorithm to select the most important images. How-
ever, scientific research has yet to determine the fusion 
pathway to improve the distribution and presentation 
of the COVID-19 image.

Mohammad Marufur Rahman et al. [19] proposed a 
HOG (histogram of oriented gradient) and CNN-based 
model for the classification of COVID-19 and Pneumo-
nia from X-ray images and achieved an accuracy of 
96.74% in image classification.

Most reports have used X-ray scanning to spot the 
contamination, highlighting the significance of chest 
X-ray scans as an accurate means for physicians and 
electrotherapists. Though, in some cases, the distribu-
tions do not provide the desired results due to incon-
sistencies in the control data and the inability to qualify 
from the image. To eliminate these limitations, in this 
research, we have proposed a combination of CLAHE 
and CNN to improve the system's overall accuracy.

3. PROPOSED METHODOLOGY

Over the past few years, multiple classifier systems 
have gained everybody's consideration in the domain 
of artificial intelligence. These systems are proved very 
effective in resolving many existing complications, like 
health care and computer vision difficulties. These sys-
tems combine different features from different models 
to boost the system's overall efficiency. In this proposed 
system, we combine CLAHE with CNN to increase the 
accuracy of the entire system.
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3.1. SYSTEM ARCHITECTURE

Fig.1. Flow chart of the Proposed Model

Fig. 1 above shows the flow chart of the proposed 
model. This proposed system takes X-ray scans as in-
put. The first step is to resize the images and convert 
indexed images to RGB, as CLAHE works much better 
on Colored images than any other format. Then this 
colored converted image is sent to the CLAHE for con-
trast enhancement; then, we applied the CNN model 
to the same image. These two features were merged 
and used as strategies to form a distribution model. A 
detailed explanation of the whole procedure is given in 
the following sections. Fig 2. below shows the architec-
ture of the proposed system.

Fig. 2. Proposed System Architecture 3.4. CLAHE (CONTRAST LIMITED ADAPTIVE 
 HISTOGRAM EqUALIzATION)

CLAHE is a variant of Adaptive Histogram Equaliza-
tion (AHE) that deals with contrast over-enhancement. 
CLAHE works with small zones of the image, termed 
mosaics. Adjacent tiles are then joined using bilinear in-
terpolation to eliminate artificial boundaries. This algo-
rithm can be used to enhance the contrast of images. 

As we can see in Fig. 2 above, firstly input image goes 
to the resizing block and then to the RGB block for con-
version; after conversion, the same image goes to the 
CLAHE block for contrast enhancement so the power-
ful CNN layers can perform their necessary actions on 
it. Then data is fed to the CNN network, where images 
are classified as positive or negative for COVID-19.

3.2. DATASET USED

The dataset used in the process is publicly available 
on Kaggle, named COVID-19 X-Ray dataset. This data-
set contains 15917 X-Ray scans of infected and non-
infected patients, 2186 and 13731, respectively. The 
files contain images of various sizes that range from 
512×512 to 657×657 pixels.

3.3.  DATA PRE-PROCESSING

Firstly the dataset is normalized, resizing the images 
to 70 × 70 is done, and then the images are mixed and 
divided into training and test data. The training data 
contains 11142 images, which are divided into two 
folders named COVID and NONCOVID. The COVID fold-
er under training data contains 1530 images, and the 
NONCOVID folder contains 9612 images. Similarly, test 
data contains 4775 images and two subfolders, COVID 
and NONCOVID, which include 656 and 4119 images, 
respectively. It can be precisely seen in Table 1 below.

Table 1. Number of images in different categories 
used in the training process

Dataset COVID NONCOVID Total

Train 1530 9612 11142

Test 656 4119 1800

Training and test dataset images were selected by 
excruciating the complete dataset of images (i.e., train-
ing and test dataset combined). If multiple images are 
present for the same patient, we have ensured that im-
ages are marked as either training or test data so results 
can be manageable because of patient overlap. Then 
we converted the indexed images into color images us-
ing the MATLAB function ind2rgb(X, map). After all, this 
dataset is ready for the training of the model.

Fig. 3. Some Sample Indexed  
and Converted Color Images
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Fig. 5. Architecture CNN

We can also use CLAHE on color images, which gen-
erally works on the luminance channel. The results are 
much better after fitting to just the luminance channel 
of an HSV image. The standard architecture of CLAHE is 
shown in Fig. 4 below.

Fig. 4. Architecture of CLAHE

3.5. CNN (CONVOLUTIONAL NEURAL  
 NETwORk)

A Convolutional neural network, generally called 
ConvNet or CNN, tends to be a deep learning algorithm 
that can take an input image and classify it among 
other images. One main thing differentiating CNN 
from other algorithms is that it requires much lower 

pre-processing than different algorithms; additionally, 
ConvNet has self-learning capabilities. 

The general architecture of ConvNet is shown in Fig. 
5 below. Here we have an RGB image as input. The ele-
ment that performs the convolution operation at the 
very first is called the kernel; in the image, the kernel 
is shown with red color. The kernel will have the same 
depth as the input image if the image has multiple 
channels. The kernel will move all over the image to 
extract the high-level features. Then we have pool-
ing layers, the same as the convolution layers pooling 
layers are responsible for reducing the spatial size of 
the convolved features. It reduces the computational 
power requirements to process extensive data. At last, 
fully connected layers are used to learn the non-linear 
combinations of features represented by the output of 
the convolutional layer.

3.6.  ExPERIMENTAL ENVIRONMENT 

All experimental simulations are carried out on a sys-
tem with Intel i7 Processor, 8 GB RAM, and NVIDIA G-
force 2 GB Graphic card. The simulation software used 
for all this is MATLAB 2020a. While the training process, 
we resized all images to 70 × 70, so all the illustrations 
should be constant according to size.

3.7. PERFORMANCE METRICS

The performance of the planned system is demon-
strated in the form of a confusion matrix. Classification 
and validation accuracy is also used to calculate the 
projected model's performance. 

Classification Accuracy is the most vital recital eval-
uation metric. One can calculate it as a (true positive + 
true negative) ratio with the total length.

Specificity is the ratio of true negatives with the sum 
of true negatives and false positives. Mathematically it 
can be represented as

Precision is the ratio of true positives with the sum of 
true positives and false positives. Mathematically it can 
be represented as

The Recall is the ratio of true positives with the sum 
of true positives and false negatives. Mathematically it 
can be represented as
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F1 Score is the function of Precision and Recall. 
Mathematically it can be represented as

Where TP = True Positive (How many times did the 
model correctly classify a Positive sample as Positive?)

FP = False Positive (How many times did the model in-
correctly classify a Negative sample as Positive?)

TN = True Negative (How many times did the model 
correctly classify a Negative sample as Negative?)

FN = False Negative (How many times did the model 
incorrectly classify a Positive sample as Negative?)

N = Total Length = (TP+TN+FP+FN)

In the confusion matrix, correctly classified COVID-19 
positive cases by the model are represented as TP, and 
those incorrectly classified as COVID-19 negative are 
represented as FP. Similarly, adequately categorized 
COVID-19 negative cases are categorized as TN, and 
wrongly classified as COVID-19 positive are termed FN.

4. ExPERIMENTAL RESULTS 

This section provides a performance analysis of the 
planned system to categorize the COVID-19 infected X-
ray scans. The model is trained for 50 epochs. The pro-
posed method achieved an average accuracy of 99.8%, 
Precision of 92.6%, Recall of 99.81%, and F1 Score of 
99.32% while determining the COVID-19 contamina-
tion among X-ray scans. To analyze the given model's 
effectiveness, some plots have been generated. The 
figures below show the confusion matrix ROC curve 
and the training and validation graph obtained. In the 
training and validation graph, spikes in blue show the 
obtained classification accuracy of the proposed sys-
tem, and the markers in black are the validation lines.

Fig. 6. Confusion Matrix

Fig. 7. ROC Curve

Fig. 8. Training and validation graph
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4.1. k-FOLD CROSS VALIDATION

Additionally, the given model is tested with K-fold 
cross-validation. It is a statistical practice to analyze 
the performance of machine learning algorithms. This 
entire dataset is divided into k no of folds, and the per-
formance is analyzed when new data is given. Here 
we have chosen three as the value of K to perform the 

analysis. We also tried with the values 4 and 5, but the 
results are almost similar, so we have decided to go 
with the minimum value of 3. The results obtained from 
k-fold validation are as follows. Where the three folds 
have given the accuracy of 99.7%, 99.8%, and 99.9%, 
respectively, if we take the mean of these values, we 
will get the same result as our model, which is 99.80% 
accuracy. 

Fig. 9. Confusion matrix (K-Fold cross-validation)

As we can see from fig. 9 above, If we take the mean 
of these values, the three folds have given the accuracy 
of 99.7%, 99.8%, and 99.9%, respectively.

As we can see, the final result is the same as the ob-
tained result from a proposed model in terms of accu-
racy; now, we can say the proposed model is validated 
through k fold validation process.

4.2. COMPARISON wITH OTHER MODELS 

In this section, we compare the proposed model with 
other existing models. The table below shows the com-
parison of different algorithms, such as PDCOVIDNET 
[10], VGG16 [18], ResNet50 [21], and HOG+CNN, with 
the proposed algorithm in terms of accuracy.

Table 2. Comparison with other existing algorithms

Method Accuracy Specificity Precision Recall F1

PDCCOVIDNet 96.58 NE 96.58 96.59 96.58

VGG 16 93.8 NE 93.84 93.86 93.83

ResNet50 94.74 NE 92.67 92.15 92.12

HOG+CNN[20] 99.49 95.7 NE NE NE

Proposed 
CLAHE+CNN 99.81 99.81 98.83 99.81 99.32

*Where NE is not evaluated

PDCOVIDNET [13] in Dec 2020 used small convolu-
tion in a similar stack to capture and stretch the required 
properties to obtain a recognition accuracy of 96.58%, a 

precision of 96.58%, and a recall of 96.59%, and F1 Score 
of 96.58%. VGG16 [12] model as consisting of two stages, 
one is pre-processing, and the second is data dissemina-
tion and learning transfer, and lastly shows an accuracy 
of around 99.8%, Precision of 93.84%, Recall of 93.86%, 
and the F1 Score of 93.83%. ResNet50 [10] has the lowest 
parameters compared to all other models, with an accu-
racy of 94.74%, Precision of 92.6%, Recall of 92.15%, and 
the F1 Score of 92.12%. HOG+CNN [20] by Noor-A-Alam 
achieved an accuracy of 99.49% and a Specificity of 
95.7%. The proposed system CLAHE+CNN has achieved 
the highest Accuracy of 99.81%, Precision of 92.6%, Re-
call of 99.81%, and F1 Score of 99.32%.

4.3. LIMITATIONS

Although the proposed algorithm has achieved a 
very high accuracy of 99.81%, every technique has 
some limitations. The proposed system works only on 
indexed images that can be converted into RGB color 
format. This was challenging for authors to find a large 
image dataset with all the images with the same graph-
ical properties. The proposed technique is a promising 
tool in healthcare to classify COVID-19 infection. 

5. CONCLUSION 

We have presented a deep learning model by combin-
ing CLAHE and CNN to detect COVID-19 infection using 
chest X-ray images. CLAHE is used before CNN to en-
hance the contrast of X-ray images so the CNN model can 
classify the X-ray images more precisely. This research 
developed an intelligent system to identify COVID-19 
infection using chest X-rays Images with great accuracy 
of 99.8% and low complexity. This is very encouraging 
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that X-ray images are used to detect COVID-19 contami-
nation at this level. This proposed system was more ac-
curate than the results obtained from personal isolation 
techniques like HOG and CNN. Additionally, the given 
approach is validated with the same accuracy by using 
the k-fold authentication procedures. For future work, 
we will develop contactless image-capturing methods 
for front-end healthcare workers.
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Abstract – Photovoltaic panels use the sun’s radiation on their surface to convert solar energy into electricity. This process is 
dependent on the temperature of the surface and the intensity of the sun's radiation. To escalate the energy transformation, the 
solar system must be functioned at its maximum power point (MPP). Every maximum power point tracking (MPPT) technique has 
a distinct mechanism for tracking maximum power point (MPP). The support vector machine (SVM) regression algorithm is used in 
this work to develop a novel method for tracking the MPP of a PV panel. The solar panel technical parameters were used to prepare 
the data for training and testing the SVM model. The SVM algorithm predicts the PV panel's maximum power and relevant voltage 
for specific irradiation and temperature. The duty cycle of the boost converter corresponding to the maximum power was evaluated 
using the predicted values. The result of the simulation shows that the proposed control strategy forces the solar panel to work near 
the predicted MPP. The SVM regression control strategy gives the MPP tracking efficiency of more than 94% for the solar PV system 
despite variable climatic conditions during its stable state operation. In addition, a comparative analysis of the proposed method 
was carried out with the existing approaches to confirm the effective tracking of the proposed technique. 

Keywords: Boost converter, MPPT, Photovoltaic system, Regression machine learning, Support vector machine

1. INTRODUCTION

The environmental harm produced by conventional 
power sources may be mitigated using solar energy. 
Photovoltaic generation systems (PVGS) convert solar 
energy into electricity. However, since the PVGS is not 
worked at maximum power point (MPP), it is strongly 
advised to drive the system at its MPP to enhance the 
energy conversion efficiency. This is achieved through 
a process known as maximum power point track-
ing (MPPT). The MPPT uses an algorithm to compel 
the PVGS to work at MPP. There are several MPPT ap-
proaches published in the literature. Each technique 

has its own set of strengths and weaknesses and its 
own method of tracking the MPP. The conventional 
methods are the Perturb and Observe (P&O) [1] and in-
cremental conductance (IC) [2] methods, mathematical 
methods such as curve fitting [3] and beta MPPT [4], 
measurement-based methods such as look-up table [5] 
and current sweep [6], constant parameter methods 
such as fractional open circuit voltage [7] and fractional 
short circuit current [8] methods, trial and error meth-
ods such as gradient descent method [9] and variable 
inductance method [10], optimization techniques like 
genetic algorithm [11], ant colony optimization [12], 
practical swarm optimization [13], gray wolf optimiza-

Volume 14, Number 1, 2023
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tion [14], and cuckoo search optimization [15], intel-
lectual methods like an artificial neural network [16], 
fuzzy logic control [1], and ANFIS [1,9] are listed in the 
literature.

The need for clean, affordable, and sustainable energy 
is expanding rapidly, and technology is actively seeking 
methods to meet this need [17, 18]. The maximum pow-
er extraction from solar PV system is challenging task 
under partial shading conditions [19-21]. Artificial intel-
ligence (AI) and machine learning (ML) have emerged as 
significant technological solutions. These cutting-edge 
technologies can forecast the future, enhance the pres-
ent, and examine the past. This indicates that most of the 
current problems may be resolved using AI and ML [22]. 
Machine learning for MPPT typically eliminates the need 
for a controller. MPPT was implemented in the literature 
utilizing support vector machine learning in conjunction 
with a Proportional Integral Derivative (PID) controller 
[23], reinforcement learning [24], and a random forest 
technique [25]. The ML algorithm (MLA) may predict 
the unknown information if the model is trained, tested, 
and validated using existing information. Typically, the 
data for training, testing, and validating the machine 
learning model are chosen in the ratios of 60:20:20. Sum 
squared error (SSE), root mean square error (RMSE), and 
R2 are three metrics that may use to assess the prepared 
model's prediction ability. For the calculation of RMSE, 
SSE, and R2, the following equations Eq. (1), (2), and (3) 
[26, 27] are used.

(1)

(2)

(3)

where, YA is the real data, YP is the data predicted, the 
total samples number is ns, and the real values average 
is YAvg. The R2 is between 0 and 1 which gives the model 
prediction potential, and for the best suited model, the 
R2 is near to 1. Similarly, the SSE and RMSE quantifies 
the error among YP and YA. The model with the stron-
gest ability to predict is therefore represented by RMSE 
and SSE that are close to zero.

A power electronic converter is necessary to trans-
mit the maximum amount of power from PVGS to the 
load. In literature, DC-DC converters such as the boost 
[2-6], buck-boost [7, 8], buck [10], and SEPIC [14] are 
employed. In addition, an inverter [9] can also be used 
to drive the ac loads or to supply the grid. This study 
proposes a unique method for tracking the MPP  of a 
solar module using support vector machine regression 
learning. The suggested approach's efficacy was evalu-
ated in contrast to classic MPPT algorithms such as P&O, 
IC methods, and intelligent control techniques such as 
ANN, FLC. The comparison has been done by consider-
ing time domain specifications of power response such 
as tracking speed, settling value, and overshoot, etc.

The rest of  paper is organized as follows, the system 
description, which includes the PV module with tech-
nical parameters, boost converter, and support vector 
machine regression algorithm, is provided in Section-2; 
the methodology comprises collecting data, preparing 
the model, and PV panel working with support vector 
machine regression control approach have been pro-
vided in Section-3; simulation result with discussions 
of the proposed method are provided in Section-4, the 
proposed approach is compared with the existing P&O, 
IC, ANN and FLC methods in Section-5. The paper is 
concluded in Section-6.

2. DESCRIPTION OF SYSTEM

2.1. PV MODULE AND bOOST CONVERTER

Solar cells convert sunlight into electrical energy 
through photoelectric effect. Multiple solar cells con-
nected to form a solar PV module. From the solar cell's 
single diode equivalent [28, 29] model the mathemati-
cal representation of solar module is in Eq.(4).

(4)

where the solar module current is Im and IPH indicates 
the light generated current. The saturation current of the 
diode is I0, V is the module voltage, the ideal factor of pn-
diode is n (1 ≤ n ≤ 2), the thermal voltage is VT, and Ns is 
number of series cells. The resistances Rsh and Rs are the 
module shunt and series resistances respectively.

A 10W solar panel with 21.50V open circuit voltage, 
0.62A short circuit current, 0.57A current and 17.50V 
voltage at MPP is used in this work. The current-voltage 
(I-V) and power-voltage (P-V) characteristics are pro-
vided in Fig.1.

Fig. 1. I-V and P-V Characteristics of solar module at 
1000w/m2 and 25 ˚C

A dc-dc boost converter with pulse width modula-
tion (PWM) control [29, 30] shown in Fig.2 is employed 
in this work. The power transferred to load from input 
source was controlled by using the duty cycle (D) of the 
switch. The inductor (L) enhances the input voltage to 
the necessary output value.
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The input and output capacitors (Ci & Co) both help to 
lower the voltage ripple content.

Fig. 2. DC-DC boost converter [29]

2.2. SUPPORT VECTOR MAChINE  
 REgRESSION ALgORIThM

Support vector machines (SVM) were initially built to 
classify binary issues and were expanded to include the 
classification and regression of multiclass problems. In 
the training data set, by estimating the linear or nonlin-
ear relationship between a given input and its associated 
output, the support vector machine regression (SVMR) 
technique [31] predicts the output based on the input. 
As a result, the developed SVMR model may be used to 
predict outcomes based on supplied inputs. The goal of 
support vector regression with ε-intense loss function 
is to determine the optimal hyperplane with the short-
est distance between all data points. Suppose a training 
data set with N samples are denoted as (xi, yi), i = 1, 2,…, 
N, where xi represents the input and yi represents the 
output. The optimal hyperplane approximates the train-
ing points as closely as possible while reducing the pre-
diction error. The linear hyperplane function is defined 
as f(x) = βx+b, where x denotes a point on the plane, β 
specifies the hyperplane's inclination in space, and b is 
the bias that determines the distance of the hyperplane 
from the origin, as shown in Fig. 3.

(5)

(6)

 In the specified ε-insensitive loss function, SVMR looks 
for an ideal hyperplane that can predict y without errors. 

Fig. 3. SVM for linear regression problem on two 
dimensional space [31]

In other terms, the distance between any data point and 
the ideal hyperplane is smaller than ε. Where ε repre-
sents the radius of the tube. SVMR uses a ε- intensive loss 
function to compute linear regression in a high-dimen-
sional feature space while minimizing model complex-
ity by reducing the value of ||β||2. The ε- intensive loss 
function is a function that is used to optimize general-
ization boundaries that are close to actual value and are 
located at a particular distance by ignoring errors. As a 
result, SVMR is defined as the solution to the optimiza-
tion problem [31] given in Eq.(5) and Eq.(6).

The slack variables ξi and ξi
* (i =1, 2,…, N) will mea-

sure the deviation of the training samples outside the 
ε-insensitive zone, and the penalty parameter or the reg-
ularization constant is C which determines the trade-off 
between the model complexity and the training error. If 
the data has a non-linear shape, SVMR uses a non-linear 
transformation function (K(xi, x)=ϕ(xi).ϕ(x)) called a ker-
nel function. This kernel is for mapping the input pattern 
to a high-dimensional feature space to identify the ideal 
hyperplane that minimizes discriminating errors in the 
training data. Next, a linear model is constructed in this 
feature space. As a result, the SVMR function for approxi-
mating nonlinear training data is as follows,

(7)

(8)

(9)

The kernel function in linear form is given by Eq.(9).

The complementarity constraints by Karush Kuhn 
Tucker are optimization boundaries required to find 
the optimal solutions. These conditions are in Eq.(10) 
for Linear SVMR.

(10)

These circumstances address all perceptions rigor-
ously inside the epsilon edge team having αi=0 and 
αi

*=0. An observation is called a support vector if either 
αi or αi

* is not zero. The difference between two sup-
port vectors Lagrange multipliers (αi - αi

*) is stored by 
the parameter α for a trained SVM model. The support 
vector's properties and bias store xi and b, respectively.  
The type of kernel function and its parameters will de-
cide the prediction performance of SVMR. The kernel 
functions are linear, radial basis, polynomial, and sig-
moid [32]. Here, a linear kernel function is preferred 
as the data is almost linearly separable and is faster in 
training with fewer parameters to optimize.
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3. METhODOLOgY

There are two phases in the proposed strategy. Ob-
taining data from the PV module specifications and 
creating the SVMR model comes in primary phase. The 
secondary is to employ the prepared SVMR model for 
MPPT. The power at MPP (Pmp) and the corresponding 
voltage at maximum power (Vmp) depends on irradi-
ance (Ir) and temperature (T), so the T and Ir are used as 
input features in the prediction of Pmp and Vmp. The pre-
pared SVMR models predict the Pmp and Vmp of the PV 
panel. The predicted Pmp and Vmp are used to compute 
the converter's duty cycle (D) such that the PV module 
works at the predicted MPP.

3.1. COLLECTINg ThE DATA &  
 PREPARINg ThE MODEL

Ir, T, Pmp, and Vmp are the data needed for training and 
testing of the model. Solar panel parameters were used 
to gather the data. Matlab/Simulink software used to 
train the SVMR models. The flowchart in Fig. 4 depicts 
the process for gathering data and building a machine 
learning (ML) model.

3.2. SVMR MPPT CONTROL STRATEgY

For the input features Ir and T, the trained ML model 
predicts the Pmp and Vmp. The Rmp resistance, which cor-
responds to MPP, is evaluated using the predicted val-
ues Pmp and Vmp as in Eq.(11) [30]. In Fig. 5, Rmp will be 
replicated across node-p and node-q by controlling D 
of the boost converter. According to Figs. 4 and 7, the 
resistance (Rpq) between nodes p and q is zero when D 
is zero. As D grows, Rpq rises and will reach R0 when D is 
one. The parameter D in Rmp and load resistance (R0) is 
in Eq.(12) [30].

(11)

(12)

The extreme and least values for load resistance 
are calculated using the method recommended by 
Razman Ayop et al. in [30]. The boost converter's design 
procedure is explained by Muhammad H. Rashid [33]. 
Equation (13) gives the boost converter inductance, 
and Eq.(14) provides the capacitance, respectively [33].

(13)

(14)

where Vip denotes input voltage, Vop denotes output 
voltage, fsw indicates frequency of switching, ΔI repre-
sents current ripple, and ΔV represents voltage ripple. 
The control strategy diagram for the solar PV module 
with the SVM regression ML is shown in Fig. 5.

Fig. 4. Data collecting and ML model building 
procedure as a flowchart

Fig. 5. Control strategy block diagram with SVM 
regression ML & dc-dc boost converter

4. SIMULATION RESULTS OF PROPOSED SVMR 
MPPT CONTROL STRATEgY

With the aid of solar panel technical parameters, the 
data from the PV panel has been collected in the sug-
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gested method specified in section-3. The pairwise re-
lation and correlation among the data is given in [29]. 
To test the tracking performance of the proposed tech-
nique in the presence of variables Ir and T, the simula-
tion was run in four intervals of 0.5 seconds. For each 
interval either Ir or T are changed while keeping the 
other fixed. This variation is shown in Table -1.

Table 1. Input parameters of the PV panel for 
various intervals

Parameter Interval-1 Interval-2 Interval-3 Interval-4

Time (sec) 0 to 0.5 0.5 to 1 1 to 1.5 1.5 to 2

Ir (W/m2) 450 450 950 950

T (oC) 25 35 35 25

The simulation values used here in study are, PV 
power (P) = 10W, fsw = 5 kHz, ripple voltage allowed (ΔV) 
= 1 %, ripple current allowed (ΔI) = 5 %, L = 34 mH, Co = 
68 μF, R0 = 300 Ω, and Ci = 1000 μF.

Table 2. Parameters of created the SVMR models 
with linear kernel

Parameter SVMR-1 (Pmp plane) SVMR-2 (Vmp plane)

Bias 0.4568 19.1963

ɛ 0.4224 0.0397

β [0.0091 -9.4161×10-4] [4.2608×10-4 -0.0802]

No. of support 
vectors 3 30

No. of 
iterations 9 1×106

The SVMR models (SVMR-1 and SVMR-2) are created 
with Ir and T input features. The output predicted re-
sponse for SVMR-1 is Pmp and for SVMR-2 is Vmp. The 
parameters of the created models are in Table-2. The 
actual and predicted data by the developed SVMR 
models are given in Fig. 6. Fig. 6a shows a small residual 
in prediction on the Pmp plane. On the other side Fig. 6b 
shows that for low Ir and T, the prediction error is high, 
and for the rest is minor on the Vmp plane.

(a)

(b)

Fig. 6. Predicted and actual data by a) SVMR-1 on 
Pmp plane b) SVMR-2 on Vmp plane

Fig. 7 indicates the solar panel and load V, I, and 
power (P) responses with the developed SVMR models. 
These results illustrate a small oscillation in the tran-
sient response if there is a variation in T and fluctua-
tions with large amplitude if Ir is varied. Figure 8 shows 
the tracking efficiency and comparison of the predict-
ed and working PV power. It can be observed that the 
proposed methodology tracks the accurate MPP in the 
stable state.

Fig. 7. The load and solar panel V, I and P responses 
with SVMR models

Fig. 8. Mean efficiency (%), Pmp and Ppv waveforms 
with SVMR models
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5. PERFORMANCE COMPARISON PROPOSED 
METhOD WITh EXISTINg METhODS

In this section, the results of the proposed control 
strategy are compared with the classical methods like 
perturb and observe (P&O) and incremental conduc-
tance (IC) and intelligent methods like artificial neural 
network (ANN) and fuzzy logic control (FLC).

5.1. WITh P&O METhOD

The P&O algorithm [1] controls the duty cycle (D) of 
the converter depending on the PV panel's present volt-
age and power values. The predicted maximum power 
Pmp by the SVMR model, proposed SVMR strategy (Psvmr), 
and P&O method responses are compared in Fig. 9. The 
Pp&o response has continuous oscillations near the MPP. 
In contrast, the proposed SVMR methodology response 
is not having any oscillations in the steady state. There-
fore, the SVMR method operates the solar panel almost 
nearer to MPP, even in variable Ir and T presence.

Fig. 9. Comparative plot for Pmp, Psvmr and Pp&o

5.2. WITh IC METhOD

The IC method [2] controls the converter's D depend-
ing on the voltage and current values of the PV panel. 
The predicted Pmp by the SVMR model, IC algorithm 
(PIC), and proposed SVMR strategy (Psvmr) responses are 
compared in Fig. 10. The PIC response has continuous 
oscillations near the MPP. On the other hand, the pro-
posed SVMR methodology operates the solar panel 
nearer to MPP with no fluctuations under variable cli-
matic conditions in the steady state.

Fig. 10. Comparative plot for Pmp, Psvmr and PIC

5.3. WITh ANN METhOD

The proposed control strategy results are compared 
with the perceptron type ANN MPPT [26, 29]. The ANN 
was trained with the same data used for SVMR model 
training. The ANN model’s inputs are Ir, T, and outputs 
are Pmp, Vmp. Ten hidden layer and two output layer neu-
rons make up the ANN architecture [29]. The data were 
decomposed to training data, validating data, and test-
ing data for the ANN model in 60%, 20%, and 20%, re-
spectively. 

In Fig. 5, the SVMR ML model is replaced with the trained 
ANN model for MPPT. The Pmp predicted by the SVMR 
model, ANN algorithm (Pnn), and proposed SVMR strategy 
(Psvmr) are compared in Fig. 11. The ANN algorithm works 
at MPP for low values of Ir. But if there is a huge change 
in the value of Ir the ANN algorithm has large magnitude 
continuous oscillations, and for high values of Ir, the pow-
er response has small fluctuations near MPP in the steady 
state. The proposed SVMR approach provides the opera-
tion of the PV panel nearly at MPP with a small residual 
value under variable Ir and T in the steady state.

Fig. 11. Comparative plot for Pmp, Psvmr and Pnn

5.4. WITh FLC METhOD

Fuzzy logic control (FLC) [1, 27] handles the system's 
nonlinearities in a better way, no need a precise math-
ematical model and also works with defective inputs. 
The variation in D (ΔD) is FLC output. The duty ratio for 
the converter is determined by Eq.(18). Fig. 12 shows 
the triangular membership functions of FLC. The vari-
ables negative big & small (NB & NS), zero (ZE), and 
positive big & small (PB & PS) are allotted to member-
ship functions with fuzzy subsets. Table-3 provides the 
rule base of FLC.

D(k+1)=D(k)+ΔD (18)
The predicted Pmp by the SVMR model, Psvmr, and FLC 

method (Pflc), are compared in Fig. 13. The FLC response 
is similar to that of the SVMR method. But the FLC per-
formance is based on the designed rule base, which 
needs humanoid experience and expertise. In Fig.13 
(the portion in zoom) it is seen that if there is a huge 
increment in the Ir, there is a short duration overshoot 
with the FLC method. On the other hand, the SVMR 
method does not have it.
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Fig. 12. ΔPpv, ΔVpv, and ΔD membership functions

Output 
ΔD

Input-2 
ΔVpv

PB PS ZE NS NB

In
pu

t-
1 

 
ΔP
pv

NB NS NB NB PB PS

NS NS NS NS PS PS

ZE ZE ZE ZE ZE ZE

PS PS PS PS NS NS

PB PB PS PS NB NS

Table 3. Fuzzy rule base

Fig.13. Comparative plot for Pmp, Psvmr and Pflc

The predicted Pmp by the SVMR model, Psvmr, and FLC 
method (Pflc), are compared in Fig. 13. The FLC response 
is similar to that of the SVMR method. But the FLC per-
formance is based on the designed rule base, which 
needs humanoid experience and expertise. In Fig.13 
(the portion in zoom) it is seen that if there is a huge 
increment in the Ir, there is a short duration overshoot 
with the FLC method. On the other hand, the SVMR 
method does not have it.

5.5.  POWER RESPONSE COMPARISON DURINg 
 0 TO 0.5 SEC (INTERVAL-1)

The SVMR model dynamic power response was com-
pared with a few models in literature as a graphical in 

Fig. 14 and numerically as time-domain values in Ta-
ble-4 during the time interval-1. Fig. 14 demonstrates 
that, in the steady state, the IC and P&O techniques 
have oscillatory responses while the other methods do 
not exhibit them.

Fig. 14. PV power response comparison for various 
methods (interval-1)

Table-4 shows that, as compared to P&O, the pro-
posed SVMR model response has settled approximate-
ly half as fast with a superior settling power of 3.8960 W 
and no overshoot. Compared to incremental conduc-
tance method, the SVMR model response has settled 
almost in half time with a better final value and with 
no overshoot. Regarding settling time, final value, and 
overshoot, the SVMR model response beats the P&O 
and IC techniques. The SVMR model power response 
numerical values are nearly similar to the intellectual 
method ANN. The FLC model power response is su-
perior in numerical during 0 to 0.5 sec, but the FLC 
response depends on the strength of the rule base, 
which requires human experience and expertise. This 
comparative analysis shows that the proposed SVMR 
control strategy is good at chasing the MPP for PV sys-
tems under variable weather situations.

Table 4. MPP tracking response numerical 
comparison for various approaches

Parameter SVMR P & O I C A N N F L C

Rise Time 
(sec) 0.1558 0.0519 0.0470 0.1541 0.0690

Peak Time 
(sec) 0.5 0.4989 0.1327 0.5 0.5

Peak value 
(W) 4.3288 4.5211 4.5211 4.4195 4.5512

Settling Min.
(W) 3.8960 3.3161 2.1899 3.9777 4.1186

Settling Time 
(sec) 0.2846 0.5 0.4992 0.2762 0.0868

Undershoot 
(%) 0 0 0 0 0

Overshoot (%) 0 9.1727 18.8405 0 0
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6. CONCLUSION

In this work, a new SVMR machine learning-based 
approach for MPPT of the solar panel is used in asso-
ciation with a PWM control boost converter. The mean 
efficiency value was determined to be greater than 94 
per cent in steady state to confirm the efficacy of the 
SVMR algorithm. The SVMR approach has produced 
better MPPT outcomes than traditional perturb and 
observe and incremental conductance algorithms, in-
tellectual prediction artificial neural network and fuzzy 
logic control algorithms, and even under dynamic cli-
mate. Furthermore, the simulation results demonstrate 
greater accuracy in tracking and working the system at 
MPP with the proposed SVMR control strategy in the 
steady state.
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Abstract – The fault location problem is one of the most important issues in power system operation and control. To obtain an 
experimental system for teaching and training electrical engineering students, this paper performed a study to design and implement 
a real-time fault location laboratory-scale model from practical hardware components. The impedance-based fault location method 
is embedded in the system to determine the distance to fault in the transmission line. Furthermore, the monitoring and controlling 
program is designed by the Matlab App Designer – A new professional app to create the graphical user interface and use the 
integrated editor quickly. Several fault types including three-phase fault, phase-to-phase fault, phase-to-ground fault are created 
to evaluate the performance of the fault location experimental system. The real-time measurement results which are acquired and 
observed on the user guide interface of the program confirm the effectiveness of the experimental system; therefore, the system can 
be considered a powerful tool for electrical engineering students.
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1. INTRODUCTION

Power transmission lines play a crucial role in a pow-
er system. They are used to connect power stations and 
substations, and for connections between substations 
as well. They aim to efficiently transmit large amounts 
of power energy at high voltages [1-3]. Depending on 
the voltage level, the transmission line has different 
characteristics, i.e., long distances. Although a short 
circuit rarely occurs during a power system operation 
process, it is one of the most extremely serious errors. 
A short circuit is caused by many different sources and 
has a lot of effect on the power system [4-6], such as 
blackout, instability, interruption, etc.

Several methods have been developed to locate the 
fault in transmission and distribution lines [7-11]. The 
method based on reactance measurement has been 
proposed to locate a fault on overhead transmission 
lines of alternating current electrified railway [12]. Ref. 
[13] proposed the least-square method based on im-

pedance to locate a fault in the ungrounded grids. In 
Ref. [14], the impedance-based method was modified 
for estimating the distance to the fault in transmis-
sion lines in the presence of the fault current limiting. 
On the other hand, the travelling-based fault location 
methods have been proposed for estimating the fault 
location in the distribution network, such as the unsyn-
chronized- and synchronized-based methods [15-19], 
the adaptive convolution neural network-based meth-
od [20, 21], and the single-end traveling wave fault lo-
cation method [17, 22, 23]. For hybrid distribution lines, 
the authors in [24] proposed the single-ended fault lo-
cation method based on the characteristic distribution 
of traveling wave along the transmission line.

For universities, electrical engineering students 
need to improve their knowledge about the fault loca-
tion system for power transmission lines. Due to cost 
and space requirements as well as the complexity of a 
practical power system, the university students have 
less chance to interact with a practical power system 
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to study and verify the theory that they learned in the 
lectures. Therefore, laboratory experiments are one of 
the best approaches to link the theory with the hands-
on skills of the students. For most students, laboratories 
are their first practical experiences and their excellent 
chances for not only achieving optimum learning expe-
riences, but also developing valuable skills for future em-
ployment. Besides, the university can improve the qual-
ity of training of future electrical engineers by promot-
ing their creativity and self-learning. One of the most 
important subjects for electrical engineering students 
is the relay protection in power system. The lessons of 
this subject are designed to help the students answer-
ing the following questions: “Which main components 
are included in a fault location system on transmission 
line?”, “Which signals from the measurement devices are 
applied for locating fault?”, “How does the fault location 
system respone when a fault occurs in the transmission 
line?”, “How can the system detect and identify accu-
rately the fault location on the transmission line?”, etc. 
These above teaching questions can be answerred via 
the simulation programs such as: EMTP, Matlab/Simu-
link programs, etc.; however, the biggest limited issue 
of these simulation programs is the measurement data 
and control signals not in real-time. To help student get 
more theoretical and practical knowledge about the 
fault location system, the main objective of this paper 
is to design and implement a real-time fault location 
laboratory-scale system for a power transmission line 
supplying a load via only one source. This experimental 
system is built using hardware devices of the authors’ 
smart grid laboratory for university students. In addition, 
its software is programmed on the Matlab platform for 
detecting, identifying, and locating faults which occur in 
a power transmission line.

2. DESIGN AND IMPLEMENTATION OF 
EXPERIMENTAL SYSTEM

2.1. HARDwARE UNIT

In a laboratory range, with a safety low voltage 
380/220 V, the paper designs an experimental sys-
tem based on the hardware components for locating 
faults in a power transmission line as shown in Fig. 1. 
The hardware devices in Fig. 1a consist of an adjustable 
three-phase power supply, a type-Pi transmission line 
module, a load module, two circuit breakers, two pow-
er quality meters, a switch unit. These devices are avail-
able in the authors’ smart grid laboratory, so students 
can easily access them to carry out various experiments 
for the designed system. Moreover, the personal com-
puter, which is communicated to the devices (the two 
meters and two circuit breakers) via the Ethernet proto-
col, is used to represent the monitoring and controlling 
center. The algorithm for detecting, identifying, and 
locating faults on the transmission line is implement-
ed on this computer and is run in real-time. The main 
specifications of the other hardware components in 
the experimental system are described as follows:

Firstly, the adjustable three-phase power supply is a 
voltage source which can adjust its output voltage in 
a range from 0 to 450V line-to-line voltage. This device 
is manufactured by Lucas Nuller, Germany. Its current 
rating is 5A and it is integrated with an overcurrent pro-
tection relay. In the fault location experimental system, 
this power supply is utilized to supply an appropriate 
voltage setpoint for several experiments. Secondly, the 
two solid-state switch modules are used to replace two 
circuit breakers in the system. These modules are also 
manufactured by Lucas Nuller, Germany. They are lo-
cated at the two ends to protect when a fault occurs in 
the line. Besides, they can communicate with the control 
center via the Ethernet interface; therefore, their IP ad-
dress will be set before they can receive the commands 
from the monitoring and controlling center. Thirdly, to 
measure, monitor, and control the experimental system, 
two PAC4200 power quality meters are also connected 
at the two ends of the line. These meters can measure 
all power quality parameters such as the frequency, volt-
age, current, power, etc. In addition, they can be commu-
nicated with the monitoring and controlling center via 
the Ethernet communication protocol, so every meter is 
also set to an appropriate IP address. In this experimen-
tal system, the two power quality meters continuously 
measure the parameters in real-time and send these 
parameters to the monitoring and controlling center to 
detect, identify, and locate accurately faults in the power 
transmission line. Observing Fig. 1, the current and volt-
age transformers are depicted to create the second-
ary measurement signals as the inputs of the PAC4200 
power quality meters; however, all the hardware devices 
selected to establish this experimental system are in the 
laboratory range having the voltage and current ratings 
of 400V and 5A, respectively.

Fig. 1. a) The schematic diagram of the real-time 
fault location experimental system, b) The detail 

model of the transmission line

(a)

(b)

The three-phase power transmission line utilized in 
this experimental system is a module which is manu-
factured by Lucas Nuller, Germany. 
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This module is also designed for applications in the 
smart grid laboratory, and it is based on the type-Pi 
transmission line model as shown in Fig. 1b. The specifi-
cations of this module consist of the line length 300km, 
the resistance 7.2Ω, the inductance 230mH, the capaci-
tance between phase to ground 1.1μF, and the capaci-
tance between phase-to-phase 300ηF. The real-time 
fault location experimental system is shown in Fig. 2.

Fig. 2. The hardware unit of the real-time fault 
location experimental system

2.2. SOFTwARE UNIT

In this paper, the 2021a version of Matlab software 
was applied to design the fault location program on 
the transmission line. In this version, Matlab sofware is 
equipmented some advanced packages such as Mod-
bus Explorer, App Designer, etc. Using the packages to 
test easily the connection between the hardware plat-
forms and the software program. In addition, they can 
be used to design the friendly user guide for monitor-
ing and controlling the fault location system. Moreover, 
the students can easily use the commands of Matlab 
to create a private program to test and record the re-
sponses of the hardware components in real-time.

The Modbus Communication toolbox of Matlab sup-
ports Modbus interaction via the TCP/IP or Serial RTU 
protocol. It can be used to communicate with the Mod-
bus servers such as PLC, DSP, etc. as well as for read-
ing data from a measurement device, controlling, and 
monitoring the temperature and humidity from the 
sensors. Besides, the coils and registers can be read by 
using the Modbus Explore toolbox that has a friendly 
user guide interface. Therefore, the Modbus Explorer 
was used to check the read and write commands from 
the hardware units including: the PAC4200 power qual-
ity meters and circuit breaker modules via the Ethernet 
network. The user guide interface of Modbus Explorer 
is shown in Fig. 3. The command syntaxes in Modbus 
Communication are used to declare, read, and write as 
shown in Table 1.

Fig. 3. The Modbus Explorer application to check 
the read and write commands

Table 1. The commands of Modbus Communication

Syntax Function

modbus Create Modbus object

read Read data from a Modbus server

write Perform a write operation 
to the connected Modbus server

writeRead Perform a write then read operation on groups of 
holding registers in a single Modbus transaction

maskWrite Perform mask write operation on a holding register

instrhwinfo Information about available hardware

clear Remove instrument objects from Matlab workspace

2.3. IMPLEMENTED ALGORITHM

The signal processing technique applied in the 
PAC4200 power quality meters is Discrete Fourier 
Transform (DFT). The voltage and current signals are 
sampled and processed to calculate the parameters for 
identifying and locating faults on the transmission line. 
The background of the DFT is briefed as follows [25]:

The continuous-time voltage and current signals as 
the inputs of the power quality meters can be defined 
with Fourier series representation. In addition, these 
discrete-time signals can be represented within finite 
duration in practice. An alternative transformation is 
called DFT for a finite-length signal, which is discretized 
in frequency. The frequency range of discrete-time sig-
nals is defined over the interval between –π to π. A peri-
odic digital signal consisted of N samples is to separate 
the frequency components into 2π/N radians intervals 
by dividing the frequency-domain. Then, Fourier series 
representation of the discrete-time signal will consist of 
N frequency components [25]. The general Fourier series 
representation of a periodic signal (x(n)) is expressed as:

(1)

where N is the harmonic index related with the expo-
nentials function (ejk(2n/N)n) for k = 0, 1,…, N-1, ck is the 
coefficients of the Fourier series.
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The coefficients ck are calculated as:

(2)

The coefficients ck of Fourier series are the form of a 
periodic sequence of fundamental period N. The tim-
edomain spectrum of a periodic signal can be repre-
sented as periodic sequence with DFT. The frequency 
analysis of discrete-time periodic signals (sin(nt) and 
cos(nt)) involves Fourier transform of the time-domain 
signal. DFT is defined as multiplication of N samples 
x(n) with N discrete frequencies. These samples are 
taken at discrete frequencies (ωk = 2πk/N), where k = 
0, 1, ..., N-1, between 0 ≤ ω ≤ 2π. This means that X(ω) is 
evaluated at the successive samples by equally spaced 
frequencies. X(ω) is given in the following.

(3)

DFT is a mapping between N samples x(n) of the tim-
edomain into N samples X(ω) of the frequency-domain. 
This gives the opportunity to compute DFT of the peri-
odic and the finite-length signals. The frequency-domain 
spectrum of a periodic sequence can be re-obtained as 
the periodic signal by using inverse discrete-time Fourier 
transform (IDFT). IDFT can be defined by using the fre-
quency samples of X(k). It is given in the following.

(4)

IDFT shows that there is no loss information by trans-
forming the frequency spectrum of X(k) back into the 
original time sequence of x(n).

a) The button START

When the button START is pressed, the program will 
perform to get the IP addresses of the two PAC4200 me-
ters. The program then initiates the Modbus communica-
tion, reads measurement data from the registers of the 
two meters via the Ethernet network, sets the read val-
ues to the user guide interface of the program. If a short 
circuit occurs, the current at the beginning of the line 
will be compared with the pickup value to send the trip 
command to the two circuit breakers. When the button 
START is pressed, the program will perform the function 
STARTButtonValueChanged(app, event) as follows:

function STARTButtonValueChanged(app, event)
value = app.STARTButton.Value;
            if value == 1
                app.STARTButton.Text = 'STOP';
            else
                app.STARTButton.Text = 'START';
            end
            Add_1 = app.Address1.Value;
            m1 = modbus('tcpip', Add_1, 502);
            Add_2 = app.Address2.Value;

            m2 = modbus('tcpip', Add_2, 502);
            ok = 1;
            while ok == 1
Data1 = read(m1, 'holdingregs', 2, 18, 'single');
Data2 = read(m2, 'holdingregs', 2, 18, 'single');
app.Ua1.Value = Data1(1);
app.Ub1.Value = Data1(2);
app.Uc1.Value = Data1(3);
app.Ia1.Value = Data1(7);
app.Ib1.Value = Data1(8);
app.Ic1.Value = Data1(9);
app.Sa1.Value = Data1(10);
app.Sb1.Value = Data1(11);
app.Sc1.Value = Data1(12);
app.Pa1.Value = Data1(13);
app.Pb1.Value = Data1(14);
app.Pc1.Value = Data1(15);
app.Qa1.Value = Data1(16);
app.Qb1.Value = Data1(17);
app.Qc1.Value = Data1(18);  
app.Ua2.Value = Data2(1);
app.Ub2.Value = Data2(2);
app.Uc2.Value = Data2(3);  
app.Ia2.Value = Data2(7);
app.Ib2.Value = Data2(8);
app.Ic2.Value = Data2(9);
app.Sa2.Value = Data2(10);
app.Sb2.Value = Data2(11);
app.Sc2.Value = Data2(12);
app.Pa2.Value = Data2(13);
app.Pb2.Value = Data2(14);
app.Pc2.Value = Data2(15);
app.Qa2.Value = Data2(16);
app.Qb2.Value = Data2(17);
app.Qc2.Value = Data2(18);
value = app.STARTButton.Value;
if value == 0
ok = 0;
app.Notification.Text = '';
clear m1 m2;
end
mode = app.Faultlocation.Value;
if (max(Data1(7:9)) >= 0.35) & (mode == 1)
ok = 0;
app.Notification.Text = '';
clear m1 m2;
app.m1.Value = Data1(1)/Data1(7);
app.STARTButton.Text = 'START';
app.STARTButton.Value = 0;
OffCB1ButtonPushed(app, event);
OffCB2ButtonPushed(app, event);
end
end

end
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b) The button STOP
The buttons STOP and START are designed by a button 

on the user guide interface. If the button STOP is pressed, 
the program will stop the while loop that is running.

c) The button RESET

The function of the button RESET is to reset all values 
on the user guide interface to the initial values.

d) The button for closing the CB1

When pressing the button ON above the circuit break-
er CB1, the program will initialize the Modbus commu-
nication with the IP address of the CB1: 192.168.168.15. 
The program will then perform the commands to write 
the value 1 on the coils 1 and 5; other coils will be written 
with the value 0. Therefore, the circuit breaker CB1 will be 
closed to supply the transmission line. At that time, the 
color of the circuit breaker CB1 will be changed to the 
green color. The function OnCB1ButtonPushed(app, 
event) to close the circuit breaker CB1 at the beginning 
of the line as follows:

function OnCB1ButtonPushed(app, event)
 m_cb = modbus('tcpip', '192.168.168.15', 502);
 write(m_cb, 'coils', 1, 1)
 write(m_cb, 'coils', 2, 0)
 write(m_cb, 'coils', 3, 0)
 write(m_cb, 'coils', 4, 0)
 write(m_cb, 'coils', 5, 1)
 write(m_cb, 'coils', 6, 0)
 app.LabelCB1.BackgroundColor = 'Blue';
end

e) The button for tripping the CB1

When pressing the button OFF above the circuit 
breaker CB1, the program will initialize the Mod-
bus communication with the IP address of the CB1: 
192.168.168.15. The program will then perform the 
commands to write the value 1 on the coils 1 and 6; 
other coils will be written with the value 0. Therefore, 
the circuit breaker CB1 will be tripped. At that time, 
the color of the circuit breaker CB1 will be changed to 
the red color. The function OffCB1ButtonPushed(app, 
event) to trip the circuit breaker CB1 at the beginning 
of the line as follows:

function OffCB1ButtonPushed(app, event)
 m_cb = modbus('tcpip', '192.168.168.15', 502);
 write(m_cb, 'coils', 1, 1)
 write(m_cb, 'coils', 2, 0)
 write(m_cb, 'coils', 3, 0)
 write(m_cb, 'coils', 4, 0)
 write(m_cb, 'coils', 5, 0)
 write(m_cb, 'coils', 6, 1)
 app.LabelCB1.BackgroundColor = 'Red';
end

f) The button for closing the circuit breaker CB2

When pressing the button ON above the circuit break-
er CB2, the program will initialize the Modbus commu-
nication with the IP address of the CB2: 192.168.168.16. 
The program will then perform the commands to write 
the value 1 on the coils 1 and 5; other coils will be writ-
ten by the value 0. Therefore, the circuit breaker CB2 
will be closed to supply the load. At that time, the color 
of the circuit breaker CB2 will be changed to the green 
color. The function OnCB2ButtonPushed(app, event) to 
close the circuit breaker CB2 at the ending of the line 
as follows:

function OnCB2ButtonPushed(app, event)
 m_cb = modbus('tcpip', '192.168.168.16', 502);
 write(m_cb, 'coils', 1, 1)
 write(m_cb, 'coils', 2, 0)
 write(m_cb, 'coils', 3, 0)
 write(m_cb, 'coils', 4, 0)
 write(m_cb, 'coils', 5, 1)
 write(m_cb, 'coils', 6, 0)
 app.LabelCB2.BackgroundColor = 'Blue';
end

g) The button for tripping the CB2

When pressing the button OFF above the circuit break-
er CB2, the program will initialize the Modbus commu-
nication with the IP address of the CB2: 192.168.168.16. 
The program will then perform the commands to write 
the value 1 on the coils 1 and 6, other coils will be writ-
ten by the value 0. Therefore, the circuit breaker CB2 
will be tripped. At that time, the color of the circuit 
breaker CB2 will be changed to the red color. The func-
tion OffCB2ButtonPushed(app, event) to trip the circuit 
breaker CB2 at the ending of the line as follows:

function OffCB2ButtonPushed(app, event)
 m_cb = modbus('tcpip', '192.168.168.16', 502);
 write(m_cb, 'coils', 1, 1)
 write(m_cb, 'coils', 2, 0)
 write(m_cb, 'coils', 3, 0)
 write(m_cb, 'coils', 4, 0)
 write(m_cb, 'coils', 5, 0)
 write(m_cb, 'coils', 6, 1)
 app.LabelCB2.BackgroundColor = 'Red';
end

The above codes are programmed in Matlab sofware 
to design and implement the fault location experimen-
tal system via the algorithm as shown in Fig. 4. All mea-
surement data from the power meters are continuously 
read to calculate the fault location results when a fault 
occurs on the transmission line. In addition, the con-
trol buttons on the user guide are programmed by the 
codes in each function to run the program.
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Fig. 4. The algorithm of the real-time fault focation 
experimental system

The Matlab App Designer is used to design the user 
guide interface of the fault location program on the 
transmission line. After all hardware devices are cor-
rectly connected according to the diagram schematic 
in Fig. 1, a computer is used as a center unit to acquire 
and process all the signals from the hardware devices. 
The user guide interface of the fault location program 
is designed as shown in Fig. 5. The upper side of the 
user guide interface shows the diagram schematic and 
the buttons ON and OFF for closing/tripping the two 
circuit breakers of the transmission line. To correctly 
connect the program to the hardware devices of the 
experimental system via the Ethernet protocol, the IP 
addresses of the two PAC4200 power quality meters 
must be exactly declared on the user guide interface. 
In addition, the IP addresses of the two circuit breakers 
are established in this program. The IP addresses of the 
hardware devices are connected via the Ethernet pro-
tocol as shown in Table 2.

Table 2. The IP addresses of the hardware devices

No. Hardware device IP address

1 The PAC4200 power quality meter  
at the beginning of the line 192.168.168.11

2 The PAC4200 power quality meter  
at the ending of the line 192.168.168.12

3 The circuit breaker  
at the beginning of the line 192.168.168.15

4 The circuit breaker at the ending of the line 192.168.168.16

On the user guide interface, the open and closed sta-
tuses of the circuit breakers are remotely controlled via 
the On and Off. Moreover, the off and on statuses are 
represented by the red and green colors, respectively. 
The measurement data including voltage, current, ac-
tive power, reactive power, and apparent power from 
the two PAC4200 power quality meters are continuous-
ly read in real time to display on the user guide inter-
face. Therefore, the user can easily monitor the opera-
tion of the transmission line. In the fault mode, the cen-
ter processing unit will detect and send the trip com-
mand to trip simultaneously the two circuit breakers of 
the line. At the same time, the fault location methods 
will use the measurement data from the PAC4200 me-
ters to determine the fault location and to display the 
experimental results on the user guide interface.

Fig. 5. The user guide of the program

3. EXPERIMENTAL RESULTS AND DISCUSSION

To carry out experiments, the hardware devices are 
connected according to the schematic diagram as 
shown in Fig. 1. The IP addresses of these power quality 
meters, and circuit breakers are established and com-
municated with the monitoring and controlling center 
via the Ethernet communication protocol.

3.1.  NORMAL OPERATION MODE 
 wITHOUT LOAD

Controlling the circuit breakers remotely at two ends 
of the transmission line is performed via the buttons 
ON and OFF on the user guide interface. When the 
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program is started, the circuits is at the open status; 
therefore, the user allows to close the circuit breaker 
CB1 to supply power for the transmission line. The line 
is working without load and all measurement data in 
this case is monitored and displayed on the user guide 
interface as shown in Fig. 6. Observing on Fig. 6, it can 
be clearly seen that the currents at the PAC4200 power 
quality meter at the beginning of the line are IA = 0.07 
A, IB = 0.07 A, and IC = 0.07 A for the phases A, B, and 
C respectively. These currents of three phases are due 
to the pi-model of the line, the reactive power of the 
line is injected into the system. As a result, the voltages, 
the currents, active powers, reactive powers, and appar-
ent powers at the beginning of the line are shown in Fig. 
6. Moreover, as the reactive power injected by the line, 
the voltages at the ending of the line are UA = 53.92 V, 
UB = 53.09 V, and UC = 54.58 V for the phases A, B, and 
C, respectively while the voltages at the beginning of 
the line are UA = 50.71 V, UB = 49.89 V, and UC = 51.29 V 
for the phase A, B, and C, respectively. Therefore, in this 
case the voltages at the ending of the line are higher 
than the voltages at the beginning of the line.

Fig. 6. The operation mode of the line without load

3.2. NORMAL OPERATION MODE wITH LOAD

In this mode, the circuit breaker at the ending of the 
line is closed to supply power to the resistance load. 
The load is represented by three 220 V, 60 W bulbs. The 
experimental results of this mode are presented in Fig. 
7. It is clear that the currents at the beginning of the 
line (IA = 0.13 A, IB = 0.13 A, and IC = 0.13 A) and at the 
ending of line (IA = 0.13 A, IB = 0.12 A, and IC = 0.12 A). In 
addition, the active, reactive, and apparent powers are 
also shown in Fig. 7.

To supply the load at the ending of the transmis-
sion line, the user must close the circuit breaker CB2 at 
the ending of the line. The resistance loads in this case 
study are three 220 V, 60 W bulbs. The currents will be 
increased depending on the resistance loads. As a result, 
the monitoring results in this case are displayed in Fig. 7. 
From Fig. 7, the currents at the beginning of the line are 

IA = 0.13 A, IB = 0.13 A, and IC = 0.13 A for the phases A, B, 
and C, respectively and the currents at the ending of the 
line are IA = 0.13 A, IB = 0.12 A, and IC = 0.12 A. Besides, 
the active powers, reactive powers, and apparent pow-
ers are also shown on the user guide interface. For the 
voltages, it can be clearly seen that the voltages at the 
beginning of the line (UA = 50.07 V, UB = 49.20 V, and UC 
= 50.65 V) are higher than the voltages at the ending of 
the line (UA = 50.10 V, UB = 49.43 V, and UB = 51.05 V).

Fig. 7. The operation mode of the line with load

3.3. FAULT MODE

To establish faults in the experimental system, one 
side of a circuit breaker is connected to the ending of the 
line and the other side of the circuit breaker is connected 
to obtain several fault types including: ABCG, AB, AC, BC, 
AG, BG, and CG. As shown in Fig. 1, the schematic dia-
gram of the real-time fault location experimental system 
consists of a type-Pi transmission line model. The limita-
tion of this experimental system is only one transmission 
line model; therefore, the end of the line can be only ap-
plied to investigate the performance of this system. In 
addition, it is assumed that the faults are solid faults with 
the fault resistance of RF = 0Ω. The experimental results 
for these faults are shown in the figures below.

Fig. 8 shows the monitoring, identifying, and locating 
experimental results when the three-phase fault ABCG 
at the ending of the line with the fault resistance of RF 
= 0Ω. It can be clearly seen that all measurements at the 
ending of the line are zero because the voltages and 
currents equal zero. However, the currents at the begin-
ning of the line are the three-phase fault currents (IA = 
0.59 A, IB = 0.59 A, and IC = 0.59 A). These current values 
are higher than the pickup value Iset = 0.25 A; therefore, 
the program detects the fault and then sends the sig-
nal to trip two circuit breakers of the line (CB1 and CB2 
are changed to the open status). In addition, the three-
phase fault ABCG is clearly shown in the frames of fault 
identification and the fault location results on the user 
guide interface are at the location with m = 99.82%, L = 
299.45 km, and Error = -0.18%.
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In this paper, two unbalanced faults including the 
BC fault and AG fault are created and shown in Fig. 9 
and Fig. 10, respectively. The fault location results are 
97.32% for the BC fault and 100.09% for the AG fault. 
On the other hand, the identification results and the 
status of the circuit breakers are displayed accurately 
on the user guide interface for each fault.

Fig. 8. The experimental result of the ABCG fault

Fig. 9. The experimental result of the BC fault

Fig. 10. The experimental result of the AG fault

The fault location results for the different fault types 
are also carried out in this paper and they are shown in 
Table 3. These experimental results confirm that the de-
signed system can help electrical engineering students 
to practice with all fault types.

Table 3. The results for the different fault types

Fault type Z (Ω) m% L (km) Error (%)

ABCG 84.85 99.82 299.45 -0.18

AB 85.02 100.02 300.07 0.02

BC 82.72 97.32 291.97 -2.68

AC 85.49 100.57 301.71 0.57

AG 85.07 100.09 300.26 0.09

BG 84.45 99.36 298.07 -0.64

CG 84.85 99.83 299.48 -0.17

4. CONCLUSION

The paper presented an idea to design and imple-
ment a real-time fault location experimental system 
in a laboratory range. The hardware devices are con-
nected to build an experimental system in which the 
type-pi three-phase power transmission line is a main 
device. Furthermore, the real-time measurement data 
is continuously monitored at the monitoring and con-
trolling center via the Ethernet communication proto-
col. The software program with the friendly user guide 
interface is designed to detect, identify, and locate 
faults that occur in the power transmission line. The 
main function of the experimental system is to train the 
electrical engineering students in how to understand 
the fault location issue in real power systems.

For future works, the authors will develop the experi-
mental system by additional functions such as varying 
the fault locations as well as the fault resistances along the 
line. Machine learning and artificial intelligence methods 
will be applied in the software unit of the experimental 
system to help students approach these methods.

5. REFERENCES:

[1] S. Das, S. Santoso, A. Gaikwad, M. Patel, “Imped-
ance-based fault location in transmission net-
works: theory and application”, IEEE Access, Vol. 2, 
2017, pp. 537-557.

[2] Y. J. Deng, C. M. Wang, S. Zhang, W. Z. Han, “A fault 
location algorithm for shunt-compensated lines 
under dynamic conditions”, International Journal 
of Electrical Power & Energy Systems, Vol. 143, 
2022, pp. 108387.

[3] R. Fan, Y. Liu, R. Huang, R. Diao, S. Wang, “Precise 
Fault Location on Transmission Lines Using En-
semble Kalman Filter”, IEEE Transactions on Power 
Delivery, Vol. 33, No. 6, 2018, pp. 3252-3255.



117Volume 14, Number 1, 2023

[4] F. V. Lopes, E. J. S. Leite Jr, J. P. G. Ribeiro, A. B. Piardi, 

A. V. Scheid, G. Zat, R. G.F. Espinoza, “Single-ended 

multi-method phasor-based approach for opti-

mized fault location on transmission lines”, Elec-

tric Power Systems Research, Vol. 212, 2022, p. 

108361.

[5] C. M. Furse, M. Kafal, R. Razzaghi, Y.-J. Shin, “Fault 

diagnosis for electrical systems and power net-

works: A review”, IEEE Sensors Journal, Vol. 21, No. 

2, 2020, pp. 888-906.

[6] A. N. Sheta, G. M. Abdulsalam, A. A. Eladl, “Online 

tracking of fault location in distribution systems 

based on PMUs data and iterative support detec-

tion”, International Journal of Electrical Power & 

Energy Systems, Vol. 128, 2021, p. 106793.

[7] A. Gopalakrishnan, M. Kezunovic, S. M. McKenna, 

D. M. Hamai, “Fault location using the distributed 

parameter transmission line model”, IEEE Transac-

tions on Power Delivery, Vol. 15, No. 4, 2000, pp. 

1169-1174.

[8] S. S. Gururajapathy, H. Mokhlis, H. A. Illias, “Fault 

location and detection techniques in power dis-

tribution systems with distributed generation: A 

review”, Renewable and Sustainable Energy Re-

views, Vol. 74, 2017, pp. 949-958.

[9] Y. Jia, Y. Liu, B. Wang, D. Lu, Y. Lin, “Power Network 

Fault Location with Exact Distributed Parameter 

Line Model and Sparse Estimation”, Electric Power 

Systems Research, 2022, p. 108137. (in press)

[10] S. M. Saad, N. El Naily, F. A. Mohamed, “Investigat-

ing the effect of DG infeed on the effective cover 

of distance protection scheme in mixed-MV distri-

bution network”, International Journal of Renew-

able Energy Development, Vol. 7, No. 3, 2018, pp. 

223-231.

[11] A. Swetapadma, S. Chakrabarti, A. Y. Abdelaziz, 

“Feasibility study of intelligent fault location esti-

mation methods for double-circuit transmission 

lines”, International Transactions on Electrical En-

ergy Systems, Vol. 31, No. 12, 2021, p. e13198.

[12] Z. Han, S. Li, S. Liu, S. Gao, “A reactance-based fault 

location method for overhead lines of AC electri-

fied railway”, IEEE Transactions on Power Delivery, 

Vol. 35, No. 5, 2020, pp. 2558-2560.

[13] T. Namas, I. Džafić, “Least square method for im-

pedance based fault location in ungrounded net-

works”, Proceedings of the 2nd Global Power, Ener-

gy and Communication Conference, Izmir, Turkey, 

20-23 October 2020, pp. 274-278.

[14] J. Barati, A. Doroudi, “Novel modified impedance-

based methods for fault location in the presence 

of a fault current limiter”, Turkish Journal of Electri-

cal Engineering & Computer Sciences, Vol. 26, No. 

4, 2018, pp. 1881-1893.

[15] K. Kalita, S. Anand, S. K. Parida, “A novel non-iterative 

fault location algorithm for transmission line with 

unsynchronized terminal”, IEEE Transactions on Pow-

er Delivery, Vol. 36, No. 3, 2021, pp. 1917-1920.

[16] C. A. Apostolopoulos, C. G. Arsoniadis, P. S. Geor-

gilakis, V. C. Nikolaidis, “Fault location algorithms 

for active distribution systems utilizing two-point 

synchronized or unsynchronized measurements”, 

Sustainable Energy, Grids and Networks, Vol. 32, 

2022, p. 100798.

[17] F. Xu, X. Dong, “A novel single-ended traveling 

wave fault location method based on reflected 

wave-head of adjacent bus”, Proceedings of the 

12th IET International Conference on Develop-

ments in Power System Protection, Copenhagen, 

Denmark, 31 March - 03 April 2014, pp. 1-5.

[18] J. Xie, G. Jin, Y. Wang, X. Ni, X. Liu, “New Algorithm 

for 2-terminal Transmission Line Fault Location In-

tegrating Voltage Phasor Feature and Phase Angle 

Jump Checking”, Electric Power Systems Research, 

Vol. 209, 2022, p. 10797.

[19] M. Majidi, M. Etezadi-Amoli, “A new fault location 

technique in smart distribution networks using 

synchronized/ nonsynchronized measurements”, 

IEEE Transactions on Power Delivery, Vol. 33, No. 3, 

2017, pp. 1358-1368.

[20] J. Liang, T. Jing, H. Niu, J. Wang, “Two-terminal fault 

location method of distribution network based 

on adaptive convolution neural network”, IEEE Ac-

cess, Vol. 8, 2020, pp. 54035-54043.

[21] M.-R. Mosavi, A. Tabatabaei, “Traveling-wave fault 

location techniques in power system based on 

wavelet analysis and neural network using GPS 

timing”, Wireless Personal Communications, Vol. 

86, No. 2, 2016, pp. 835-850.



118

[22] R. L. A. Reis, F. V. Lopes, W. L. A. Neves, D. Fernandes 

Jr., C. M. S. Ribeiro, G. A. Cunha, “An improved sin-

gle-ended correlation-based fault location tech-

nique using traveling waves”, International Jour-

nal of Electrical Power & Energy Systems, Vol. 132, 

2021, p. 107167.

[23] S. Sawai, R. N. Gore, O. D. Naidu, “Novel traveling 

wave phase component-based fault location of 

transmission lines”, Proceedings of the IEEE Inter-

national Conference on Power Electronics, Drives 

and Energy Systems, Jaipur, India, 16-19 Decem-

ber 2020, pp. 1-5.

[24] H. Shu, X. Liu, X. Tian, “Single-Ended Fault Location 

for Hybrid Feeders Based on Characteristic Distri-

bution of Traveling Wave Along a Line”, IEEE Trans-

actions on Power Delivery, Vol. 36, No. 1, 2021, pp. 

339-350.

[25] S. M. Kuo, B. H. Lee, “Real-time digital signal process-

ing implementations applications and experiments 

with the TMS320C55x”, John Wiley & Sons, 2001.

International Journal of Electrical and Computer Engineering Systems



International Journal of Electrical and Computer Engineering Systems

INTERNATIONAL JOURNAL OF ELECTRICAL AND
COMPUTER ENGINEERING SYSTEMS

Published by Faculty of Electrical Engineering, Computer Science and Information Technology Osijek,
Josip Juraj Strossmayer University of Osijek, Croatia.

About this Journal
The International Journal of Electrical and Computer Engineering Systems publishes original research in the form of full papers, case studies, reviews and

surveys. It covers theory and application of electrical and computer engineering, synergy of computer systems and computational methods with electrical and
electronic systems, as well as interdisciplinary research.

• Power systems
• Renewable electricity production
• Power electronics
• Electrical drives
• Industrial electronics
• Communication systems
• Advanced modulation techniques
• RFID devices and systems
• Signal and data processing
• Image processing
• Multimedia systems
• Microelectronics

• Instrumentation and measurement
• Control systems
• Robotics
• Modeling and simulation
• Modern computer architectures
• Computer networks
• Embedded systems
• High-performance computing
• Parallel and distributed computer sys-

tems
• Human-computer systems
• Intelligent systems

• Multi-agent and holonic systems
• Real-time systems
• Software engineering
• Internet and web applications and sys-

tems
• Applications of computer systems in en-

gineering and related disciplines
• Mathematical models of engineering

systems
• Engineering management
• Engineering education

Topics of interest include, but arenot limited to:

Paper Submission
Authors are invited to submit original, unpublished research papers

that are not being considered by another journal or any other publish-
er. Manuscripts must be submitted in doc, docx, rtf or pdf format, and
limited to 30 one-column double-spaced pages. All figures and tables
must be cited and placed in the body of the paper. Provide contact in-
formation of all authors and designate the corresponding author who
should submit themanuscript to https://ijeces.ferit.hr.The correspond-
ing author is responsible for ensuring that the article’s publication has
been approvedby all coauthors andby the institutions of the authors if
required. All enquiries concerning the publication of accepted papers
should be sent to ijeces@ferit.hr.

The following information should be included in the submission:

• paper title;
• full name of each author;
• full institutional mailing addresses;
• e-mail addresses of each author;
• abstract (should be self-contained and not exceed 150 words). In-

troduction should have no subheadings;
• manuscript should contain one to five alphabetically ordered

keywords;
• all abbreviations used in the manuscript should be explained by

first appearance;
• all acknowledgments should be included at the end of the pa-

per:
• authors are responsible for ensuring that the information ineach

reference is complete and accurate. All references must be num-
bered consecutively and citations of references in text should
be identified using numbers in square brackets. All references
should be cited within the text;

• each figure should be integrated in the text and cited in a con-
secutive order.Upon acceptanceof thepaper, eachfigure should
be ofhigh quality in oneof the following formats:EPS,WMF,BMP
and TIFF;

• corrected proofs mustbe returned to the publisher within7 days
of receipt.

Peer Review
All manuscripts are subject to peer review and must meet aca-

demic standards. Submissions will be first considered by an editor-

in-chief and if not rejected right away, then they will be reviewed by
anonymous reviewers. The submitting author will be asked to pro-
vide the names of 5 proposed reviewers including their e-mail ad-
dresses. Theproposed reviewers should be in the research fieldof the
manuscript. They should not be affiliated to the same institution of
the manuscript author(s) and should not have had any collaboration
with any of the authors during the last 3 years.

Author Benefits
The corresponding author will be provided with a .pdf file of the

article or alternatively one hardcopy of the journal free of charge.

Units of Measurement

Units of measurement should be presented simply and concisely
using System International (SI) units.

Bibliographic Information
Commenced in 2010.
ISSN: 1847-6996
e-ISSN: 1847-7003

Published: semiannually

Copyright
Authors of the International Journal of Electrical and Computer

Engineering Systemsmust transfer copyright to the publisher in writ-
ten form.

Subscription Information
The annual subscription rate is 50€ for individuals, 25€ for students

and 150€ for libraries.

Postal Address
Faculty of Electrical Engineering,
Computer Science and Information Technology Osijek,
Josip Juraj Strossmayer University of Osijek, Croatia
Kneza Trpimira 2b
31000 Osijek, Croatia



IJECES Copyright Transfer Form
(Please, read this carefully)

This form is intended for all accepted material submitted to the IJECES journal and must accompany any such 
material before publication.

TITLE OF ARTICLE (hereinafter referred to as “the Work”):

COMPLETE LIST OF AUTHORS:

The undersigned hereby assigns to the IJECES all rights under copyright that may exist in and to the above Work, and any 
revised or expanded works submitted to the IJECES by the undersigned based on the Work. The undersigned hereby warrants 
that the Work is original and that he/she is the author of the complete Work and all incorporated parts of the Work. Otherwise 
he/she warrants that necessary permissions have been obtained for those parts of works originating from other authors or 
publishers.

Authors retain all proprietary rights in any process or procedure described in the Work. Authors may reproduce or authorize 
others to reproduce the Work or derivative works for the author’s personal use or for company use, provided that the source and 
the IJECES copyright notice are indicated, the copies are not used in any way that implies IJECES endorsement of a product or 
service of any author, and the copies themselves are not offered for sale. In the case of a Work performed under a special gov-
ernment contract or grant, the IJECES recognizes that the government has royalty-free permission to reproduce all or portions 
of the Work, and to authorize others to do so, for official government purposes only, if the contract/grant so requires. For all 
uses not covered previously, authors must ask for permission from the IJECES to reproduce or authorize the reproduction of the 
Work or material extracted from the Work. Although authors are permitted to re-use all or portions of the Work in other works, 
this excludes granting third-party requests for reprinting, republishing, or other types of re-use. The IJECES must handle all such 
third-party requests. The IJECES distributes its publication by various means and media. It also abstracts and may translate its 
publications, and articles contained therein, for inclusion in various collections, databases and other publications. The IJECES 
publisher requires that the consent of the first-named author be sought as a condition to granting reprint or republication 
rights to others or for permitting use of a Work for promotion or marketing purposes. If you are employed and prepared the 
Work on a subject within the scope of your employment, the copyright in the Work belongs to your employer as a work-for-hire. 
In that case, the IJECES publisher assumes that when you sign this Form, you are authorized to do so by your employer and that 
your employer has consented to the transfer of copyright, to the representation and warranty of publication rights, and to all 
other terms and conditions of this Form. If such authorization and consent has not been given to you, an authorized representa-
tive of your employer should sign this Form as the Author.

Authors of IJECES journal articles and other material must ensure that their Work meets originality, authorship, author re-
sponsibilities and author misconduct requirements. It is the responsibility of the authors, not the IJECES publisher, to determine 
whether disclosure of their material requires the prior consent of other parties and, if so, to obtain it.

•	 The undersigned represents that he/she has the authority to make and execute this assignment.
•	 For jointly authored Works, all joint authors should sign, or one of the authors should sign as 

authorized agent for the others.
•	 The undersigned agrees to indemnify and hold harmless the IJECES publisher from any damage or expense that may 

arise in the event of a breach of any of the warranties set forth above.

CONTACT
International Journal of Electrical and Computer Engineering Systems (IJECES)

Faculty of Electrical Engineering, Computer Science and Information Technology Osijek
Josip Juraj Strossmayer University of Osijek

Kneza Trpimira 2b
31000 Osijek, Croatia

Phone: +38531224600,
Fax: +38531224605,

e-mail: ijeces@ferit.hr

DateAuthor/Authorized Agent




