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Abstract – With the development of Video on Demand applications due to the availability of high-speed internet access, adaptive 
streaming algorithms have been developing and improving. The focus is on improving the user’s Quality of Experience (QoE) and 
taking it into account as one of the parameters for the adaptation algorithm. Users often experience changing network conditions, so 
the goal is to ensure stable video playback with a satisfying QoE level. Although subjective Video Quality Assessment (VQA) methods 
provide more accurate results regarding user’s QoE, objective VQA methods cost less and are less time-consuming. In this article, 
nine different objective VQA methods are compared on a large set of video sequences with various spatial and temporal activities. 
VQA methods used in this analysis are: Peak Signal-to-Noise Ratio (PSNR), Structural Similarity Index (SSIM), MultiScale Structural 
Similarity Index (MS-SSIM), Video Quality Metric (VQM), Mean Sum of Differences (DELTA), Mean Sum of Absolute Differences (MSAD), 
Mean Squared Error (MSE), Netflix Video Multimethod Assessment Fusion (Netflix VMAF) and Visual Signal-to-Noise Ratio (VSNR). 
The video sequences used for testing purposes were encoded according to H.264/AVC with twelve different target coding bitrates, 
at three different spatial resolutions (resulting in a total of 190 sequences). In addition to objective quality assessment, subjective 
quality assessment was performed for these sequences. All results acquired by objective VQA methods have been compared with 
subjective Mean Opinion Score (MOS) results using Pearson Linear Correlation Coefficient (PLCC). Measurement results obtained 
on a large set of video sequences with different spatial resolutions show that VQA methods like SSIM and VQM correlate better with 
MOS results compared to PSNR, SSIM, VSNR, DELTA, MSE, VMAF and MSAD. However, the PLCC results for SSIM and VQM are too low 
(0.7799 and 0.7734, respectively), for the usage of these methods in streaming services instead of subjective testing. These results 
suggest that more efficient VQA methods should be developed to be used in streaming testing procedures as well as to support the 
video segmentation process. Furthermore, when comparing results obtained for different spatial resolutions, it can be concluded that 
the quality of video sequences encoded at lower spatial resolutions in cases of lower target coding bitrate is higher compared to the 
quality of video sequences encoded at higher spatial resolutions at the same target coding bitrate, particularly when video sequences 
with higher spatial and temporal information are used.

Keywords – spatial activity, spatial resolution, temporal activity, video streaming, video quality assessment

1. INTRODUCTION

The major increase in Internet accessibility over the 
last decade has resulted in high demand of differ-
ent multimedia content availability that is subject to 
changing network conditions. The prediction is that In-

ternet video traffic will increase from the current 105 EB 
per month to 240 EB per month by 2022 and consumer 
Video on Demand (VoD) traffic will nearly double by 
2022 [1]. Various VoD applications and adaptive bitrate 
(ABR) streaming algorithms have been developed, 
which has solved some of the problems with adapt-
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ing to changing network conditions, but there is still 
room for improvement. Nowadays ABR algorithms take 
into account various parameters to adapt to chang-
ing network conditions like variations in bandwidth, 
video segment size, and buffer fullness. Quality of vid-
eo sequences that are played back to the user should 
be tested so that the amelioration of ABR algorithms 
could be verified. 

Regardless of the network conditions, users request 
the highest possible Quality of Experience (QoE), which 
is still a challenging task. As opposed to QoE, the pa-
rameters in the Quality of Service (QoS) specification 
are selected depending on the type of application and 
are related to technical aspects. QoS was used to quan-
tify the quality in multimedia services for many years, 
but the question arose whether the technical param-
eters of the network correspond to the user’s percep-
tion of video quality, because QoS does not take into 
account user’s subjectivity. Currently a large amount of 
video streaming services, including social media, use 
objective Video Quality Assessment (VQA) methods to 
measure and control the video quality they deliver to 
end-users. Objective VQA methods can be also used as 
inputs to QoE predictors [2-3]. Still the correlation be-
tween objective and subjective VQA methods should 
be more thoroughly analyzed. 

Human-Computer Interaction (HCI) researchers were 
first to point out that QoE takes into account emotions, 
relationships, context, and expectations [4]. The QoE 
is defined by ITU-T as the user’s subjective acceptance 
of service [5]. The QoE is also defined as a measure of 
user’s satisfaction or bother with the service [6] which 
differs from subjective VQA, which is focused on pre-
dicting user’s responses to visible distortions. Authors 
in [7] state that QoE is a multidisciplinary area based 
on engineering and cognitive science, economics, and 
social psychology. The QoE is affected by various fac-
tors that can be divided into human, context and sys-
tem. Human factors include user preferences, different 
sensorial and cognitive processes. Context factors are 
economic and social aspects, as well as time and space 
in which a service is used.  System factors are software 
(SW) and hardware (HW) limitations of electronic de-
vices that are being used [8]. To ensure the highest pos-
sible QoE level, the playback of video content should 
be seamless, without delays and rebuffering events.

Developers of novel services are taking into account 
subjective and objective VQA methods that are used 
to quantify user’s QoE [9]. The reliability of an objective 
VQA method is usually verified and quantified by com-
paring its results to the results of subjective testing. 
Objective VQA methods are still a vital part of service 
testing because subjective testing is time-consuming, 
expensive and cannot provide the measurement of 
video quality fast enough [10]. Thus, analysis of objec-
tive VQA methods on various video sequences with dif-
ferent spatial and temporal activity and with different 
spatial and temporal resolution is important to further 

optimize ABR algorithms testing procedures. The serv-
er side in streaming services stores video sequences in 
segments encoded with various target coding bitrates 
and with different spatial resolutions. The client side in 
streaming services connects the received video seg-
ments and prepares the video sequence for playback. 
Depending on the playback device, spatial resolutions 
of all video segments have to be adjusted. The idea of 
this article is to analyze the efficiency of VQA methods 
on the server side, in order to improve the selection of 
proper target coding bitrates and spatial resolutions 
with respect to network conditions, but also the spatial 
and temporal activity of a given video sequence.

For this article ten different video sequences with dif-
ferent spatial and temporal activity were encoded with 
various parameters regarding target coding bitrates 
and spatial resolutions. Nine VQA methods have been 
tested on encoded video sequences after they were 
scaled to Full HD spatial resolution. All results were then 
compared to results acquired from subjective testing. 

This article is constructed as follows: related work is 
given in section 2. Section 3 gives information about 
test setup, selected coding parameters, target coding 
bitrates and calculated values of spatial and temporal 
information of selected video sequences. Section 4 
that includes results and discussion is followed by the 
conclusion.

2. INTRODUCTION

Based on the final video quality score of distorted 
video sequence which can be determined by a com-
puter or a user, VQA methods can be divided into ob-
jective and subjective methods. Objective VQA meth-
ods can further be divided into: 

•	 full-reference (FR) objective VQA methods: require 
full reference video sequence for analysis [10]

•	 reduced-reference (RR) objective VQA methods: 
require only a number of features from reference 
video sequence for evaluation of distorted video 
sequence quality [11, 12],

•	 no-reference (NR) objective VQA methods: pre-
dict quality without using any reference infor-
mation and do not need any information about 
the original video [13, 14].

In this article several FR objective VQA methods are 
analyzed: Mean Sum of Differences (DELTA), Mean Sum 
of Absolute Differences (MSAD), Mean Squared Error 
(MSE), Peak Signal-to-Noise Ratio (PSNR) [15], Struc-
tural Similarity index (SSIM) [16], MultiScale Structural 
Similarity Index (MS-SSIM) index [17], Visual Signal-to 
-noise Ratio (VSNR) [18], Netflix Video Multimethod As-
sessment Fusion (Netflix VMAF) [15], RR metric Video 
Quality Metric (VQM) [19]. 

DELTA uses the mean difference of the color compo-
nents in the correspondent points of image for quality 
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assessment. MSAD uses the mean absolute difference 
of the color components in the correspondent points 
of image for quality assessment [20]. 

MSE, DELTA, MSAD and PSNR are VQA metrics that 
do not take into account Human Visual System (HVS) 
characteristics. MSE and PSNR are based on statistical 
processing of the mean value of the square of the pixel 
difference, thus they do not achieve a high correlation 
with subjective VQA scores. Metrics that achieve bet-
ter correlation with subjective VQA scores are SSIM and 
MS-SSIM because they take into account HVS which is 
suitable for acquiring structural information. MS-SSIM 
uses structural distortion calculation but on multiple 
scales. SSIM and MS-SSIM compare structural features 
extracted from the video sequences as opposed to 
comparing the pixel values, [15, 16,18]. 

VSNR uses low-level properties of HVS of contrast sen-
sitivity and visual masking and mid-level properties of 
global precedence in the decision-making process. It 
takes into account the near-threshold and supra-thresh-
old properties of HVS to determine the visual accuracy 
of the analyzed video. Both the near-threshold and 
supra-threshold properties are presented as Euclidean 
distances. VSNR is the linear sum of those distances. The 
characteristic of VSNR are efficiency regarding the mem-
ory requirements and computational complexity [18]. 

Netflix VMAF is a metric that correlates well with 
Mean Opinion Score (MOS) due to the fact that it com-
bines multiple elementary video quality features. The 
estimation model was trained using a large MOS data-
set. VMAF focuses on quality degradation resulted from 
rescaling and compression. The perceived quality score 
is calculated by computing scores from various VQA al-
gorithms and combining them using a support vector 
machine [15].

VQM metric uses the Discrete Cosine Transform (DCT) 
to calculate the distortion in the video sequences. The 
value of VQM increases with the level of degradation in 
the analyzed video sequence [19].

Before analyzing the correlation between different 
objective and subjective VQA methods, it is necessary 
to investigate what affects the QoE of end-users the 
most. The QoS used for analyzing various multimedia 
services depends on the type of service for which the 
parameters are analyzed. Nowadays it is well known 
that user’s expectation of delivered video quality often 
do not meet the information acquired from measured 
network parameters. It is useful to gather information 
about network parameters to get the knowledge of 
certain events in the network, but that information will 
not present the user’s experience of those events [21].

Video sequence processing procedure consists of 
recording or generating the video sequence, coding, 
compression, transferring, decoding, and reproducing. 
During those processing procedures different factors 
can influence both the QoE and the QoS and vary the 
user’s experience. Considering that various technical 

and non-technical factors influence the user’s experi-
ence, optimization and measurement of video quality 
is an elaborate task [22]. 

As previously mentioned, there are different techni-
cal factors that can decrease the quality of the video 
sequence in processing procedure. Users generally per-
ceive high contrast video sequences as video sequenc-
es with better video quality, whereas video sequences 
with low brightness, contrast and sharpness as video 
sequences with low video quality [23].  ITU-T states that 
subjective testing conducted with a group of at least 
15 individuals is the most precise VQA method [24]. 
For researchers to conduct such testing, ITU-T provides 
regulation concerning viewing conditions, evaluation 
procedures, criteria for selecting users and materials 
and methods of data analysis [25].

Taking into account that subjective VQA methods 
give more accurate results, it is important to state that 
the QoE is lower if there is substantial initial delay or 
there is deterioration in the first temporal segment of 
the video sequence. Also the QoE is lower in the cases 
of up-switching between successive video quality lev-
els compared to instantaneous up-switching between 
quality levels by more than one step. Authors in [26] 
state that quality level switching among video se-
quences with different spatial resolutions affects the 
QoE more than switching among video sequences with 
different temporal resolutions. Nevertheless, some au-
thors point out the drawbacks of subjective testing like 
the fact that previous experiences of the participants 
can compromise the test results [27]. Also, subjective 
VQA results can be affected by the participants’ prefer-
ences [28]. 

Authors in [26] state that results acquired by subjec-
tive VQA metric like PSNR do not always correlate with 
the results acquired from the subjective VQA methods. 

Although authors in [18] state that objective VQA 
metrics like MSE and PSNR have low correlation with 
subjective testing because they do not take into ac-
count the properties of HVS, authors in [29] state that 
PSNR and SSIM have good correlation with subjective 
testing. 

Authors in [30] compared PSNR and SSIM to MS-SSIM 
and VMAF. They state that PSNR has the worst results 
due to the fact that it does not consider perceptual 
information. SSIM performed somewhat better com-
pared to PSNR especially in cases of images with vari-
ous supra-threshold distortions. Considering the MS-
SSIM has multiscale properties, it performed better 
than SSIM. VMAF performed the best, but only if Netflix 
dataset is used because it captures scaling compres-
sion artifacts and does not perform well with unseen 
distortions. Authors in [31, 32] state that MS-SSIM and 
VQM achieve roughly the same results. 

Compared to related work, this article compares re-
sults of nine full reference VQA methods to the results 
of subjective testing using ten video sequences with 

Volume 12, Number 1, 2021
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different spatial and temporal information encoded on 
three spatial resolutions and various target coding bi-
trates. The idea is to use a larger set of video sequences 
to identify the best VQA method to be used in the fu-
ture for optimizing video segmentation procedures at 
server side as well as testing ABR algorithms that use 
scaling of spatial resolutions.

3. TEST SETUP

Testing conducted for this article was done in order 
to compare different VQA methods and determine 
which of them gives the most similar results to those 
obtained by subjective testing when using video se-
quences with different spatial and temporal informa-
tion encoded on different spatial resolutions, scenario 
often seen in streaming services. Ten various video 
sequences (often used in testing of ABR algorithms) 
were selected for testing purposes based on their spa-
tial and temporal activity. All sequences were encod-
ed at three spatial resolutions and various target cod-
ing bitrates, from 600 kbps to 12600 kbps. The VQA 
methods analyzed in this article are MSE, PSNR, VSNR, 
SSIM, MS-SSIM, DELTA, MSAD, VQM and Netflix VMAF. 

Results were acquired using MSU Quality Measure-
ment Tool [20]. All selected video sequences are avail-
able in FullHD spatial resolution with 25 fps. The core 
sequences used in this article are titled: BlueSky (BS), 
Chimera1102353 (C53), Station2 (S2), PedestrianArea 
(PA), Chimera1102347 (C47), CosmosLaundromat 
(CL), ElFuenteDance (ED), MeridianConversation (MC), 
Skateboarding (SK) and Soccer (SO). BS, S2, PA were 
obtained from the dataset published in [33]. Other 
video sequences were obtained from the dataset 
published in [34].

a) b)

c) d)

e) f )

g) h)

i) j)

Fig.1. Frames from video sequences: a)Blue Sky 
(BS) b) Chimera1102353 (C53) c) PedestrianArea 
(PA) d) Station2 (S2) e) Chimera1102347 (C47) f ) 

CosmosLaundromat (CL) g) ElFuenteDance (ED) h) 
MeridianConversation (MC) i) Skateboarding (SK) 

 j) Soccer (SO)

Temporal and spatial activity parameters titled Tem-
poral Perceptual Information (TI) and Spatial Perceptual 
Information (SI) were calculated based on [35] for Y color 
component of video sequences in YUV format. TI and 
SI values for all sequences are presented in Fig. 2. From  
Fig. 2. it can be seen that PA and S2 have similar SI but 
different TI. Sequences C53 and C47 have similar TI but 
different SI. The same stands for ED and SO. SO is the se-
quence with the highest SI, BS is the sequence with the 
highest TI, whereas C53 is the sequence with lowest SI, 
MC is the sequence with the lowest TI. This information 
of SI and TI shall be vital for the analysis of VQA methods.

All selected video sequences were encoded at three 
spatial resolutions: nHD (640x360), HD (1280x720) and 
FullHD (1920x1080), according to H.264/AVC video 
compression standard with coding parameters given in 
Tab.1, using open-source program called FFmpeg [36]. 
Spatial resolution downscaling was done using the me-
dium preset and CRF 0 (lossless). FFmpeg uses the scale 
filter that changes the output sample aspect ratio.

During the coding process, the preset was set to slow 
because it presents a compromise between time need-
ed for compression and its efficiency. When creating 
core video sequences, Constant Rate Factor (CRF) was 
set to zero because it ensures the best possible quality 
of the output video. 

Other sequences encoded from core sequences were 
encoded using CRF of 23, which is the default value in 
FFmpeg. Since the CRF was used, the achieved target 
coding bitrate can vary i.e. be higher or lower than tar-
get coding bitrate, because CRF focuses on delivering 
the requested quality level by using the bitrate close to 
target coding bitrate. Video sequences with high SI and 
TI are expected to have the highest achieved coding 
bitrate for equal target coding bitrate. 
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All selected target coding bitrates are given in Tab. 2. 
There are in total 19 different combinations of spatial 
resolution and target coding bitrate listed in Tab. 2. All 
ten video sequences with different SI and TI were en-
coded at those 19 different combinations, thus there 
are 190 encoded video sequences.

Fig.2. Spatial and temporal activity of video 
sequences used in our experiments

Tab.1. H.264/AVC coding parameters used in our 
experiments.

Coding parameter Value

overall encoding strategy 2-pass variable bitrate

profile high

coding CABAC entropy coding

level 4.0

peak rate 1080p Superbit

quantiziercurve compression 0.9

minimum quantization 3

Tab.2. Target coding bitrates.

Spatial resolution Target coding bitrate [kbps]

nHD 600; 800; 1000; 1400; 2400; 5400

HD 600; 1400; 2400; 3200; 4000; 5600; 9000

Full HD 600; 1400; 5400; 7200; 9000; 12600

In order to compare the quality of sequences with 
different spatial resolutions, before the objective and 
subjective quality evaluation, video sequences with 
nHD and HD resolution were up-scaled to Full HD. Bi-
linear interpolation was selected as scaling method 
due to its low complexity but overall satisfying results. 
The bilinear interpolation was also done using FFmpeg. 
In this way, we simulated conditions in which ABR may 
request from the server video segments with a lower 
resolution due to changes in network throughput, but 
the video sequence is always presented to a viewer 
with the same (the highest possible) resolution.

4. RESULTS AND DISCUSSION

Fig. 3. to Fig. 6. present test results for VQA methods 
PSNR, SSIM, VQM, and Netflix VMAF. All figures show mea-
surement results for ten video sequences encoded at Full 
HD spatial resolution with 600, 1400, 5400, 7200, 9000, 
12600 target coding bitrates. From Fig. 3 it can be seen 
that video sequences with higher SI and TI (Fig. 2.) have 
lower values of PSNR due to the fact that they are more 
complex to encode with the selected coding parameters. 
Furthermore, it can be concluded that video sequences 
with higher SI have lower PSNR values in cases when com-
paring two video sequences with similar TI like C53 and 
C47. Looking at values from S2 and PA video sequences, 
it can be concluded that in case of video sequences with 
similar SI, video sequence with higher TI has lower PSNR 
values. All video sequences have a value drop at the tar-
get coding bit rate of 600 kbps due to exceedingly low 
target coding bitrate for the analyzed spatial resolution. 
The lower the values of SI and TI are, the lower the drop in 
PSNR value is. Similar conclusions considering the relation 
of measurement results to SI and TI can be gathered from 
Fig. 4. to Fig. 6. The only main difference is the scale the 
VQA metric uses, thus the curves look more or less scat-
tered. In addition to objective quality testing, subjective 
testing was performed for all 190 video sequences. The 
subjective VQA measurement was done in a controlled 
environment with 26 inexperienced viewers [37]. After 
conducting the experiment, MOS was calculated as a 
mean value of gathered results for each video sequence. 

Fig.3. PSNR values for Full HD spatial resolution

Fig.4. SSIM values for Full HD spatial resolution

Volume 12, Number 1, 2021
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Fig.5. VQM values for Full HD spatial resolution

Fig.6. Netlix VMAF values for Full HD spatial 
resolution

Pearson Linear Coefficient (PLCC) was calculated to de-
termine the correlation between measurement results 
from all objective VQA methods and subjective test re-
sults [38]. PLCC results have been calculated for every spa-
tial resolution for every video sequence separately, then 
for all video sequences for certain spatial resolution, and 
for all video sequences for certain objective VQA method.

Results for PLCC for all video sequences at certain spa-
tial resolution and for all video sequences in total for 
each objective VQA method are given in Tab. 3. PLCC 
results for nHD and HD have been calculated for the up-
scaled video sequences. In total, 190 video sequences 
have been analyzed for each objective VQA method. The 
results showed that the correlation between measure-
ment results of subjective and objective VQA is, for most 
VQA methods, the lowest for video sequences encoded 
with HD resolution. This can be explained by the fact 
that the number of target coding bitrates used in the en-
coding process for this resolution was the largest. 

In general, none of the metrics used achieved a very 
high PLCC value for all video sequences. However, SSIM 
and VQM have the highest PLCC (0.7794 and 0.7734, 
respectively), and they achieve overall the best results 
when different spatial resolutions are used. Although 
SSIM has the highest PLCC for all sequences, VQM 
achieves the best results for HD resolution, i.e. when a 
larger number of target coding bitrates is used.

Considering that SSIM and VQM take into account 
some of the HVS characteristics, they outperform PSNR, 
DELTA, MSAD, MSE and VSNR as can be seen from Tab. 
3. The unexpectedly low PLCC results are obtained for 
Netflix VMAF, comparable to PSNR results, which has 
only a bit lower PLCC. Although Netflix VMAF combines 
multiple elementary video quality features and has 
been trained on streaming video sequences, it does 
not perform well on our experimental setup. Partially, 
this can be explained with different settings for subjec-
tive measurements used for VMAF development, i.e. 
model for VMAF is based on the assumption that the 
video sequences are presented in 1080p resolution TV 
display and that viewers are on the viewing distance of 
3x the screen height (3H).

Tab.3. PLCC results for video sequences at nHD, HD 
and Full HD spatial resolutions.

Objective metric Spatial resolution PLCC

PSNR

360p 0.685044

720p 0.644172

1080p 0.715153

All video sequences 0.708182

SSIM

360p 0.888921

720p 0.715210

1080p 0.831389

All video sequences 0.779926

MS-SSIM

360p 0.718876

720p 0.681271

1080p 0.769829

All video sequences 0.711381

VQM

360p 0.867630

720p 0.755780

1080p 0.831150

All video sequences 0.773982

DELTA

360p 0.823293

720p 0.634594

1080p 0.830959

All video sequences 0.649855

MSAD

360p 0.608980

720p 0.605221

1080p 0.684087

All video sequences 0.699860

MSE

360p 0.726784

720p 0.691223

1080p 0.697680

All video sequences 0.666198

Netflix VMAF

360p 0.670822

720p 0.585973

1080p 0.718319

All video sequences 0.718851

VSNR

360p 0.543860

720p 0.525684

1080p 0.712838

All video sequences 0.708905
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In our experiment, viewers watched video sequences 
on a computer monitor at a distance of less than 3H. When 
analyzing the results for each video sequence it can be 
concluded that objective VQA method results obtained 
for video sequences with higher spatial and temporal in-
formation have lower PLCC which states for all VQA meth-
ods (Tab. 4. presents SSIM results for C53, CL and SO, but 
similar results were obtained for all VQA methods).

The lower PLCC values for video sequences with high 
SITI (a product of SI and TI values, SITI=SI.TI), are a result 
of spatial and temporal masking of the errors that oc-
cur due to a large number of details and fast motions 
in video sequences with high SI and TI. Objective meth-
ods compare video sequences frame by frame (full ref-
erence metrics) and do not take properly the effects 
of spatial and temporal masking into account, so they 
generally rate the quality more rigorously compared to 
human viewers for these fast and complex sequences. 
That can cause the metrics to overestimate the visible 
impairments and give lower objective VQA scores com-
pared to subjective scores.

Taking into account that ABR algorithms use video 
segments with different spatial resolution, analysis has 
been done on results given for every spatial resolution 
separately. Fig.7. presents SSIM results for video se-
quences CL, C53 and SO for all three spatial resolutions. 
CL, C53 and SO are selected because C53 has the lowest 
SITI, SO has very high SITI and the highest SI, and SITI 
of CL is in the middle compared to C53 and SO (Fig. 2.). 
Although results are given for SSIM, all other metrics 
give similar results. From Fig. 7. it can be concluded that 
in general the SSIM values are higher when achieved 
bit rate is higher and that video sequences encoded at 
higher spatial resolution have higher SSIM values. Still, 
in cases when spatial and temporal activity of video se-
quence are too high to encode it on low target coding 
bitrate and with HD or Full HD spatial resolutions, SSIM 
values can be higher in the case of nHD spatial resolu-
tion. For example, in the case of the SO video sequence 
that has high spatial and temporal activity, SSIM values 
for the target bit rate of 600 kbps are lower for both HD 
and Full HD compared to nHD. In the case of CL that has 
a lower SI and TI at 600 kbps, SSIM value for HD spatial 
resolutions is higher than for Full HD spatial resolution. 
Taking into account SI and TI, it can be seen that the bit 
rate at which the overlap occurs is higher for video se-
quences with higher SI and TI. This conclusion can help 
with selecting the most suitable target coding bitrates 
for each spatial resolution, thus improving encoding and 
segmentation process when preparing video sequences 
for adaptive streaming. For the C53 sequence, which 
has the lowest SITI, there are no overlapping effects for 
nHD resolution. SSIM results for this resolution are lower 
than for HD and Full HD even for 600 kbps, because due 
low spatial and temporal activity of this video sequence, 
coder can successfully encode at higher spatial resolu-
tions. It can be expected that overlapping for sequences 
with such low SITI occurs at even lower target coding 

bitrates. The MOS results for video sequences C53, CL 
and SO, given in Fig. 8, confirm that the overlapping of 
curves occurs. For CL and SO video sequences it can be 
seen that at lower target coding bitrates, MOS as well as 
SSIM can be higher for lower spatial resolution. The C53 
sequence has much lower MOS results at nHD than at 
HD and Full HD resolutions, even at 600 kbps, because 
the loss of details caused by a decrease in spatial resolu-
tion cannot be masked due to the low spatial and tem-
poral activity of the video content.

Fig.7. SSIM values for three spatial resolutions 
for video sequences Chimera1102353 (C53), 

CosmosLaundromat (CL) and Soccer (SO)

Fig.8. MOS values for three spatial resolutions 
for video sequences Chimera1102353 (C53), 

CosmosLaundromat (CL) and Soccer (SO)

Tab. 4. PLCC results for SSIM and SITI for 
Chimera1102353 (C53), CosmosLaundromat (CL) 

and Soccer (SO) video sequences.

Objective 
metric Video sequence SITI PLCC

SSIM Chimera1102353 (C53) 75.066 0.921

CosmosLaundromat(CL) 470.342 0.842

Soccer (SO) 2200.608 0.821

Volume 12, Number 1, 2021
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5. CONCLUSION

In order to improve datasets and the segmentation 
process for video streaming purposes in the future, dif-
ferent variants of encoded video sequences were used. In 
this paper, nine subjective VQA methods were analyzed 
using ten video sequences with different SI and TI that 
were encoded at three spatial resolutions and various 
target coding bitrates. From our results, video sequences 
with higher SI and TI have lower values of PSNR. When 
comparing the sequences with similar TI, it can be con-
cluded that sequences with higher SI have lower PSNR 
values. Sequences with higher TI and similar SI have low-
er PSNR values. PSNR values drop considerably at cod-
ing bit rate of 600 kbps, especially for video sequences 
with higher SI and TI. Similar results are obtained for all 
analyzed objective VQA metrics. Results also show that 
in cases of higher SI and TI and low target coding bitrate, 
subjective VQA scores can be higher for lower spatial 
resolutions. The same conclusion can be made from 
MOS results. On selected dataset, SSIM achieves the best 
overall correlation to PLCC results calculated based on 
MOS thus it is the best in cases when video sequences 
are encoded with various spatial resolutions and various 
target coding bitrates. Video sequences with higher SI 
and TI have lower PLCC results due to spatial and tempo-
ral masking, which objective VQMs fail to capture well. 
VQM acquires the best results for HD resolution which 
was calculated for larger set of encoded sequences, 
though SSIM has the highest overall PLCC. Compared to 
PSNR, DELTA, MSAD, MSE and VSNR, SSIM and VQM have 
higher values of PLCC because they consider HVS char-
acteristics. From MOS results and results obtained with 
objective VQA methods it can also be concluded that 
when sequences with high SI and TI encoded at low tar-
get coding bitrate are used, video quality can be higher 
in case of nHD spatial resolution compared to HD and 
Full HD spatial resolutions. This situation does not occur 
when video sequences with low SI and TI are used. In the 
future work those conclusions shall be used to shape pa-
rameters for new adaptive streaming algorithm and to 
propose a new dataset for adaptive streaming purposes.
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Abstract – The need for assertive video classification has been increasingly in demand. Especially for detecting endangering 
situations, it is crucial to have a quick response to avoid triggering more serious problems. During this work, we target video 
classification concerning falls. Our study focuses on the use of high-level descriptors able to correctly characterize the event. These 
descriptor results will serve as inputs to a multi-stream architecture of VGG-16 networks. Therefore, our proposal is based on the 
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three known datasets, and has proven to yield similar results as other more consuming methods found in the literature.
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1. INTRODUCTION

Abnormal situations can be characterized as actions 
that fall outside the scope of a given context. Therefore, 
an example of such, can be the identification of endan-
gering situations. A condition that can be considered 
a risk, especially for older people, are falls. Due to the 
weakening of the body’s physical structures, an elderly 
person’s fall can lead to various other problems that 
can contribute to more severe outcomes. Accordingly, 
it is critical the fast and correct identification of these 
actions to avoid further complications.

A way of determining some of these abnormal ac-
tions is through the analysis of videos from surveillance 
cameras. Thus, the identification of these cases in vid-
eos is being facilitated by the use of computational re-
sources. The sole employment of a surveillance camera 
operator is not always as assertive as an on-going sur-
veillance algorithm. This can be observed since people 
can get easily distracted, unlike a machine.

The use of neural network approaches has been play-
ing an important role in action identification in videos. 

There are many branches considering these studies, 
one of them is video classification. Video classification 
is the verification of the existence of a given action, in a 
group of actions, in an analyzed input video.

This study, an extension of Carneiro et al. [1], still in-
fluenced by the identification of falls, focuses on the bi-
nary classification of videos. Since many works use in-
formation that is directly linked to the RGB information, 
such as the video frame itself, our proposal is based on 
the use of data only generated from a high-level de-
scriptor extraction. It is a concern of ours that the RGB 
can influence the classification behavior of the network 
when dealing with the generalization of cases.

The use of a specific dataset, that is influenced by cam-
era noise, actors, furniture and others, can make the net-
work not as assertive as expected if the frame informa-
tion is solely used. In addition, since high-level descrip-
tors might not be as assertive as an RGB information for 
a given dataset, we also focus on the merge of three of 
these descriptors: (i) optical flow; (ii) visual rhythm; and 
(iii) pose estimation. Although some of these features 
have already been used in other works, their combina-
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tion is a novel approach. This combination can provide 
us with complementary temporal, spatial and rhythmic 
(temporal-spatial) information of the video without hav-
ing to rely on the raw frame information itself.

This descriptor ensemble was thought of as a three-
stream VGG-16 [2] architecture known as a multi-
stream. With this multi-stream, we were able to verify 
the best complementary stream combination for a 
video classification concerning falls. Furthermore, by 
avoiding the use of RGB, we are able to conceal the 
identity of the people in the analyzed videos as well as 
to observe that the combination of lesser information 
descriptors can provide as good results as the features 
commonly used in the literature.

This text is organized as follows. In Section 2, we dis-
cuss some of the recent works associated with fall detec-
tion in videos. In Section 3, concepts used in this work 
are clarified. In Section 4, the proposed methodology 
is explained. In Section 5, we describe the experiments 
performed and compare the achieved results to other 
published methods. Finally, some concluding notes and 
suggestions for future work are presented in Section 6.

2. RELATED WORKS

Given the aging process, it is possible to notice a weak-
ening of various body structures. Associated with this, it is 
observable that as well as reflexes, balance can also be af-
fected. Therefore, these issues allied to a number of other 
factors can be responsible for the occurrence of falls. In 
addition, since recovery for this portion of the population 
might not be as fast, falling situations might lead to ag-
gravated injuries. Thus, it is imperative to have access as 
quickly as possible to aid. Hence, several researches asso-
ciated with computational resources, related to wearable 
sensors, video processing and machine learning, have 
been conducted to try to identify these falls faster.

A study associated with video information was con-
ducted by Lin et al. [3] regarding the extraction of mo-
tion vectors and DC+2AC images. This information is 
used as input to a Global Motion Estimator (GME) to 
cluster global and local motion. Based on this cluster-
ing, falls can be identified by the analysis of the per-
son’s centroid, the vertical projection histogram value, 
and the event duration. There is also research related to 
identifying falls based on silhouette recognition. These 
studies use this data as input to statistical models, such 
as Hidden Markov Model (HMMs), to determine the oc-
currence of falls [4][5].

 It has also become important for these studies to 
conceal the subject’s identity. Accordingly, privacy can 
be achieved by blurring, silhouetting, covering the ob-
ject with graphical shapes, among other strategies. A 
common element that is also associated with action 
detection is background subtraction. Thus, a subtrac-
tion method in conjunction to head tracking algo-
rithms was proposed by Yu et al. [6] to identify falls. As 
observed, head tracking is also useful in this scenario, 

Yu et al. [7] was able to correlate this data to density cal-
culation methods, with a mixture Gaussian model for 
fall detection. Similarly, with a Gaussian model, Rougier 
et al. [8] was able to use a feature of human body defor-
mity to cope with falling. Attempts for detection were 
also made by using a subject’s bounding box surround-
ing angulations to train a K-Nearest Neighbor (KNN) [9].

Depth information also started to be considered 
among detection studies. The RGB-D (RGB image and 
analogous depth image) were used to extract features, 
such as Histogram of Oriented Gradients (HOG), Opti-
cal Flow (OF) and target skeletons. These features were 
served to a Support Vector Machine (SVM) to be able 
to classify fall events [10]. It has also been a concern 
to determine whether a learning algorithm has a good 
performance associated with action detection. Thus, a 
comparative research was conducted to verify distinct 
learning structures associating them to falls [11].

Kwolek and Kepski [12] demonstrated that, in given 
circumstances, the KNN algorithm could provide bet-
ter results compared to the SVM algorithm. The optical 
flow is regularly associated with a VGG for classification 
scenarios. By using it, Nunez-Marcos et al. [13] classi-
fied falls with a three-stage transfer learning method. 
Naive-Bayes has also been used as an alternative for 
detection, employing as data Bag-of-Words from sil-
houette oriented volumes (SOV) strategy [14]. Alterna-
tive studies used a modified CNN AlexNet architecture 
allied to transfer learning applied to fall detection for 
surveillance videos [15]. The use of curvelet transforms 
and an SVM for the identification of human postures 
are also used with a hidden Markov model (HMM) to 
classify the existence of falls in videos [16].

3. THEorETiCAL BACkGrouND

In this section, we will clarify some of the basic knowl-
edge necessary for understanding this work.

3.1. optical Flow

The optical flow is a high level feature descriptor 
able to outline an approximation of a possible move-
ment between video frames (Figure 1). This identified 
movement can, for example, be caused by an object 
displacement or a camera shift. Therefore, the algo-
rithm’s objective is to highlight frame information that 
was relocated from a previous frame to its following. 
Hence, we are able to obtain only the moving object 
information in the image, thus, being able to discard 
every other extra static information in the frame.

Let I(x,y,t) be a pixel in a video’s first frame f1 and dT 
the elapsed time between the first frame and its next 
compared frame f2. Considering that the pixel I(x,y,t) 
was relocated by a distance (dx, dy), based on the condi-
tion that the pixels of f1 and f2 have equivalent static 
intensities, we are able to use Equation 1, where x, y 
reference the coordinate of a pixel at the  t positioned 
frame. Then, after applying a Taylor series approxima-
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tion, it is possible to calculate the optical flow with 
Equation 2 through 6. There are two possible ways to 
calculate the optical flow of a set of frames, by a sparse 
or a dense methodology.

Volume 12, Number 1, 2021

Fig. 1. Frame examples from the FDD dataset and 
their optical flow extraction example in y and x 

components, respectively.

A sparse application will generate the optical flow 
information for selected pixels that can be considered 
relevant for an object, for instance edges. The dense 
method, on the other hand, calculates the optical flow 
per pixel. Despite being a more expensive approach, 
our study used the Farnebäck [17] algorithm to gen-
erate the video’s optical flow filtered frames, which is 
a dense optical flow calculation. This means that the 
flow vectors are calculated for each pixel. However, 
this choice was made once we

(1)

(3)

(5)

(2)

(4)

(6)

3.2. Visual rhythm

The visual rhythm of a frame-set is a descriptor 
capable of providing spatio-temporal information about 
the video [18-20]. Although not visually intuitive, this 
descriptor, by gathering information of each individual 
video frame, is able to concatenate this information to 
generate an outcome that is composed of a single image 
capable of summarizing the video used as input.

This descriptor can be built based on a variety 
of methods. Therefore, different outcomes can be 
generated depending on the approach used. 

A first approach can be by using histograms. Consider 
a video V=(ft)t∈[0,T-1] in the 2D + t domain, D = {0,...,M-1} x 
{0,...,N-1}, where M and N are the width and height of the 

frame. The variable ft is a progression of frames and T is 
the total number of frames in V. A visual rhythm ϑ can 
be produced, for example, by assembling a sequence of 
histograms (Hft)t∈[0,T-1] calculated based on all the frames 
of a video. ϑ is defined in Equation 7, where Z∈[0,L-1] 
and t∈[0,T-1], such that T is the number of frames and L 
the number of histogram bins. Therefore, the result is a 
2D representation of the combination of all frame histo-
grams, where each column of ϑ represents a frame histo-
gram. This process is exemplified in Figure 3.

ϑ(t,z) =Hft  (z) (7)

Another technique that can be used to generate a 
visual rhythm is by sub-sampling [21][22]. Hence, the 
visual rhythm, in domain 1D+T, is a rendition of the 
video V=(ft)t∈[0,T-1] in which each frame ft has their pixels 
sampled into a column of ϑ (Equation 8). Accordingly, 
Z∈[0,....,hϑ-1] and k∈[0,....,wϑ-1], where z, k, rx and ry are 
the height and the width of ϑ, and the ratios of pixel 
sampled from ft respectively. In addition, A and B relate 
to the shifts on each frame, from where the algorithm 
can initiate the pixel sampling (Figure 3).

ϑ(k,z) =ft (rx × z + a, ry × z + b)

Although the output of these algorithms is a single 
image for a video, in the attempt of gathering more 
spatio-temporal information, we modified the algo-
rithm so that it could produce a visual rhythm for each 
frame. Thus, we are able to define how many frames we 
intend to use to create a visual rhythm that is associ-
ated with ft. Consequently, considering a window of 5 
frames, we use ft plus its 5 following frames to calculate 
a visual rhythm and associate it with ft, and so on until 
the last frame.

(8)

Fig. 2. First row: Frame examples from the URFD 
dataset Second row: The frame visual rhythm 

extraction examples.

Fig. 3. Visual rhythm algorithm example. 
The red arrow is demonstrating a possible way of 

pixel sampling of a frame. The information gathered 
is placed as a column of the visual rhythm output 

image.
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3.3. Pose Estimation

The pose estimator used during this work is a de-
scriptor able to detect a humanoid and determine its 
main joints. Similar to the optical flow, the pose estima-
tion will conceal unnecessary information for a classifi-
cation study (Figure 4).

For this descriptor, we used the algorithm proposed 
by Cao et al. [23]. The approach receives a video frame 
that is then used on a two-branch CNN feed-forward 
network, that is, networks that do not return the infor-
mation calculated by a layer to a previous one. Thus the 
information runs through the network until it reaches 
and becomes an output. An example is a multi-layer 
perceptron, that is able to predict sets of 2D confidence 
maps (S) of body member positioning (where might a 
body member be positioned in the frame) and 2D vec-
tor fields (L) (that calculates the degree of association 
between these members).

The set S = (S1,S2,...,SJ), where J is the number of body 
parts found, and L= (L1,L2,...,LC), where C is the number 
of limbs, are parsed by bipartite matching greedy infer-
ence so they can be associated. Lastly, the algorithm 
produces the 2D key-points indicating the posture of 
all human components of the frame.

Fig. 4. Frame examples from the Multicam dataset 
and their pose estimation examples.

3.4. Multi-Stream Architecture

The multi-stream architecture [28-30] is a learning 
algorithm based on the ensemble of individual learn-
ers, each learner is considered a stream (Figure 5). The 
ensemble can be made based on some different ap-
proaches, such as an average of the individual results, 
the use of a support vector machine (SVM), and oth-
ers [24]. The use of a multi-stream makes it possible for 
the network to learn each of the high-level descriptors 
without disregarding a descriptor as unimportant. An-
other feature is that, with multi-stream, we are able to 
evaluate the use of all descriptor combinations. In other 
words, considering the employment of three high-level 
descriptors, we can analyze the results of a combina-
tion one by one, two by two, and all three.

Fig. 5. Multi-stream architecture example.

4. MuLTi-STrEAM FALL DETECTioN APProACH

Since previous studies regarding abnormal action 
detection in videos have used standard descriptors 
for classification, our goal was to verify if the use of 
weaker feature descriptors could provide as satisfying 
classification results concerning fall detection. The 
purpose of this is based on the fact that, by discover-
ing good descriptors, we are able to manage poten-
tially faster or, even, more specialized descriptors for 
classifying each abnormal situation depending on its 
need.

The methodology proposed in this work is based on 
an ensemble of three VGG-16 streams. We acknowl-
edge that the use of the VGG-16 might be outdated, 
however, it is a classical method and have yielded satis-
fying results regarding classification in past studies. In 
addition, since the goal was to verify the relevance of 
feature combination rather than faster learning algo-
rithms we decided to keep this architecture for a pri-
mary result analysis. The features chosen for this study 
were the optical flow, the visual rhythm, and the sub-
ject’s pose estimation. Even though some of these fea-
tures have already been used in past literature works, 
the proposition of their combination is, to our knowl-
edge, novel.

4.1. High-Level Descriptor Extraction

In this work, we focused on three high-level descrip-
tors: (i) Optical Flow; (ii) Pose Estimation; (iii) Visual 
Rhythm. As an initial step of our method, the videos 
from each dataset needed to go through the investi-
gated descriptor algorithms. This pre-processing step 
guarantees the original frame information filtering 
according to our need of temporal, spatial or spatial-
temporal data. From each frame, these extractions 
generate other 2D image information (Figures 1, 2 and 
4). These images will then serve as inputs to what we 
acknowledge as a high-level feature extraction.

4.2. High-Level Feature Extraction

After obtaining the images provided by the descrip-
tors, each of these image groups (Optical Flow, Pose Es-
timation, Visual Rhythm) go through a modified VGG as 
it can be observed in Figure 6.  It should be noticed that 
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this modified CNN is not a part of the stream learning 
structure. It is mainly used to avoid explicit feature en-
gineering, since it is not intuitive or easy to determine 
which are the best features to extract and to ensure the 
method’s independence. The extracted feature vectors 
acquired by the modified VGG serve as weights for the 
following step, fine-tuning.

4.3. individual Streams

Our work was based on the feature extraction of three 
descriptors. Therefore, the learning model needed to 
have three individual streams. Each of these streams go 
through a three step learning process: (i) multi-stream 
pre-training; (ii) fine-tuning; and (iii) ensembling.

In this work, the falling data provided by the datasets 
did not optimally contribute with the information re-
quired by our network. Therefore, more data was need-
ed to train this learning model. Thus, the initial step 
was to train the first 14 layers of each of the VGG-16 
on ImageNet [25] and, later, the UCF101 dataset [26]. 
This makes it possible for the network to understand 
the image’s basic structures as well as to identify move-
ment and sequences.

To guarantee that the network would learn the fall-
ing action itself, as a second step, we then froze these 
pre-trained layers and fine-tuned the remaining two. 
This fine-tuning procedure was associated with the 
feature vectors extracted (in Section 4.2) from each of 
the previously presented descriptors. Hence, since we 
implemented three streams, each individual stream 
was linked to a specific descriptor. In other words, 
each stream was fine-tuned with only one of the cal-
culated feature vectors. The third and final step is the 
ensemble of the results of the individual classifica-
tions to combine their isolated outcomes regarding 
the best combination of features for fall classification.

4.4. Classification

To provide the final classification verdict, as men-
tioned in the previous section, we used ensembling 
techniques. To analyze which type of ensemble would 
provide the best results for our classification, we used 
three different techniques: (i) average and threshold; 
(ii) average and a support vector machine (SVM); and 
(iii) continuous values and SVM.

The first technique, average and threshold, com-
puted the average based on the sum of each stream 
output and compared it to an empirically defined 
class threshold. The second ensembling method, 
on the other hand, had this class threshold defined 
and adjusted based on the assistance of an SVM. Fi-
nally, the continuous values and SVM classified the 
input regarding a generated vector with each of the 
streams output so that an SVM could find its separa-
tion region.

Fig. 6. Multi-stream architecture for fall detection

To analyze the impact of features from high-level 
descriptors regarding falls, all possible combinations 
of streams were explored in this work. Therefore, we 
organized the stream ensembling considering single, 
two by two, and all three stream results (Figure 7).

Fig. 7. Feature stream combination.

5. ExPEriMENTS

In this section, we briefly describe the datasets used 
in our experiments, as well as the quantitative and 
qualitative results.

5.1. Dataset

Our method was evaluated on three well known falling 
sets throughout the literature: FDD, URFD [27] and Multi-
cam datasets. These datasets are focused on binary falling 
and not falling classes. The URFD dataset is composed of 
70 videos: (i) 30 videos of falls; and (ii) 40 videos displaying 
diverse activities. FDD disposes of 191 single camera sur-
veillance videos from both elderly home environments, 
and office rooms. The Multicam contains 24 scenarios, in 
which 22 have falling situations, recorded with 8 differ-
ently positioned video cameras around the room.
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5.2. Quantitative Results

Our quantitative analysis was based on sensitiv-
ity, specificity and accuracy metrics. They were cho-
sen since previous studies validated their works using 
them and we can better evaluate the outputs of our 
learner. Accuracy is a metric for the model performance 
evaluation that correlates both positive and negative 
classes and measures how accurate are the learning re-
sults (Equation 9). In Equations 9 to 11, variables TP, TN, 
FP, FN, P, N stand for true positives, true negatives, false 
positives, false negatives, total number of positive, and 
total of negative samples, respectively.

A=(TP+TN)/(P+N) (9)

Specificity is a metric that provides information re-
lated to, given a negative example, the probability 
of a result being negative (Equation 10). Sensitivity, 
also known as recall, is, given a positive example, the 
classification result being indeed positive (Equation 
11). These metrics were chosen since we did not use 
balanced accuracy to evaluate our method.

Specificity = TN/(TN+FP)  

Sensitivity=TP/(TP+FN)

(10)

(11)

To correctly train our network considering the ac-
tion of falling, since the entire positive video can con-
tain many other different actions, we cropped only the 
moment in which a fall occurred. Therefore, so that 
the network was not trained with what we consider 
a negative situation (walking, sitting, running, etc), 
we narrowed the training videos to only the period of 
frames containing a fall. This reduced the training set, 
however, it was a way to ensure that the training was 
not corrupted with false cases.

Considering that the training data was diminished 
and the not falling cases contained a lot more data, 
to try to balance this situation we applied a random 
downsampling of the dataset’s negative class to 
match the size of the positive class. Later on, experi-
ments were conducted considering an 80% training 
set and 20% testing set.

The results for our multi-stream for all of the descrip-
tor combinations for the FDD dataset concerning the 
different ensemble methods explained in Section 4.4 
can be seen in Tables 1, 2 and 3, respectively.

The best result obtained for the FDD dataset shown 
in Tables 1, 2 and 3 were yielded upon experiments 
with a five fold cross-validation, learning rate of 10-6, a 
mini-batch of 1024, 500 epochs and the batches were 
normalized. It was possible to see that the use of an 
SVM during the ensemble technique was beneficial for 
the classification of the FDD dataset. Considering the 
average and threshold (Table 1) as the baseline of our 
method, we are able to observe that the use of the SVM 

both with the average (Table 2) and continuous values 
(Table 3) had an improvement concerning the combi-
nation of weaker features such as the visual rhythm and 
the pose estimation. Both the results for Table 2 and 3 
were slightly similar, however, when using an SVM with 
the continuous values, the sensitivity was enhanced by 
almost 5% in a three stream combination.

Table 1. Results for the FDD dataset with the 
average and threshold.

FDD avg

Methods Sensitivity Specificity Accuracy

Multi-Stream 
(OF+PE+VR) 42.00% 92.00% 96.80%

Multi-Stream 
(OF+PE) 85.00% 99.00% 98.66%

Multi-Stream 
(OF+VR) 23.00% 100.00% 95.73%

Multi-Stream 
(PE+VR) 29.00% 100.00% 96.09%

Single-Stream 
(OF) 69.00% 90.00% 98.22%

Single-Stream 
(PE) 100.00% 25.00% 29.21%

Single-Stream 
(VR) 13.00% 100.00% 95.20%

Table 2. Results for the FDD dataset with the 
average and SVM.

FDD SVM/avg

Methods Sensitivity Specificity Accuracy

Multi-Stream 
(OF+PE+VR) 74.00% 100.0% 98.57%

Multi-Stream 
(OF+PE) 84.00% 100.0% 98.84%

Multi-Stream 
(OF+VR) 71.00% 100.00% 98.40%

Multi-Stream 
(PE+VR) 32.00% 100.00% 98.49%

Single-Stream 
(OF) 77.00% 100.0% 98.22%

Single-Stream 
(PE) 100.00% 24.00% 28.24%

Single-Stream 
(VR) 26.00% 100.00% 95.91%
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Table 3. Results for the FDD dataset with an SVM.

FDD SVM

Methods Sensitivity Specificity Accuracy

Multi-Stream 
(OF+PE+VR) 82.00% 99.81% 98.84%

Multi-Stream 
(OF+PE) 82.00% 99.43% 98.49%

Multi-Stream 
(OF+VR) 77.00% 99.90% 98.66%

Multi-Stream 
(PE+VR) 24.00% 100.0% 95.82%

Single-Stream 
(OF) 77.00% 99.71% 98.49%

Single-Stream 
(PE) 100.0% 24.00% 28.00%

Single-Stream 
(VR) 26.00% 100.0% 95.00%

Table 4. Results for the URFD dataset with the 
average and threshold.

urFD avg

Methods Sensitivity Specificity Accuracy

Multi-Stream 
(OF+PE+VR) 42.00% 100.0% 96.82%

Multi-Stream 
(OF+PE) 84.00% 99.0% 98.40%

Multi-Stream 
(OF+VR) 20.00% 100.00% 95.59%

Multi-Stream 
(PE+VR) 30.00% 100.0% 96.10%

Single-Stream 
(OF) 61.00% 100.0% 97.86%

Single-Stream 
(PE) 98.00% 26.00% 29.75%

Single-Stream 
(VR) 13.00% 100.0% 95.11%

Results for the URFD dataset can be seen in Tables 4, 5 
and 6. Similar to the FDD results, the experiments were 
conducted with a five fold cross-validation, a mini-bath 
of 1024, learning rate of 10-6, 500 epochs and normal-
ized batches. We have observed that the use of a small-
er learning rate helped to improve the results of both of 
the URFD and FDD datasets that had a smaller amount 
of positive cases to use while in training. In addition, 
the accuracy values also had an improvement with the 
use of an SVM in the classification. The enhancement 
was made upon sensitivity values as well, as it can be 
seen that Table 6 had an 11% growth compared to Ta-
ble 5 in a three-stream case combination.

The Multicam dataset was the largest dataset used 
during the experiments, its results can be seen in Ta-
bles 7, 8 and 9. As expected based on the same pattern 
of the results yielded by the previous tested datasets, 
Table 9 both sensitivity and specificity values had im-
provements compared to the other tables when the 

ensemble was assisted by the SVM. These results were 
obtained also using a five fold cross-validation, a mini-
batch of 1024, learning rated of 10-3, normalized batch-
es and 1000 epochs. It is possible to observe that Table 
9 had the best results, however when dealing with a 
dataset with a larger amount of data Tables 7 and 8 had 
similar values.

Table 5. Results for the URFD dataset with the 
average and SVM.

urFD SVM/avg

Methods Sensitivity Specificity Accuracy

Multi-Stream 
(OF+PE+VR) 66.00% 100.0% 98.13%

Multi-Stream 
(OF+PE) 71.00% 100.0% 98.40%

Multi-Stream 
(OF+VR) 61.00% 100.00% 97.86%

Multi-Stream 
(PE+VR) 23.00% 100.0% 95.73%

Single-Stream 
(OF) 63.00% 100.0% 97.95%

Single-Stream 
(PE) 98.00% 26.00% 30.37%

Single-Stream 
(VR) 19.00% 100.0% 95.55%

Table 6. Results for the URFD dataset with an SVM.

urFD SVM

Methods Sensitivity Specificity Accuracy

Multi-Stream 
(OF+PE+VR) 77.00% 100.0% 98.75%

Multi-Stream 
(OF+PE) 81.00% 100.0% 98.84%

Multi-Stream 
(OF+VR) 61.00% 100.00% 97.86%

Multi-Stream 
(PE+VR) 19.00% 100.0% 95.55%

Single-Stream 
(OF) 76.00% 100.0% 98.57%

Single-Stream 
(PE) 98.00% 24.00% 28.33%

Single-Stream 
(VR) 24.00% 100.0% 95.82%

As it can be seen the accuracy values did not nec-
essarily increase if the number of streams increased. 
However, we believe that some high-level features can 
be appropriate to detect specific actions, for example 
the pose estimation descriptor has a better detection 
rate when dealing with falling situations while the vi-
sual rhythm with negative cases for some of the data-
sets. Both of these features assisted in the growth of 
specificity and sensitivity values for the optical flow 
descriptor.
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Table 7. Results for the Multicam dataset with the 
average and threshold.

Multicam avg

Methods Sensitivity Specificity Accuracy

Multi-Stream 
(OF+PE+VR) 84.00% 92.00% 88.33%

Multi-Stream 
(OF+PE) 62.00% 76.00% 70.45%

Multi-Stream 
(OF+VR) 89.00% 95.00% 92.52%

Multi-Stream 
(PE+VR) 92.00% 82.00% 86.56%

Single-Stream 
(OF) 58.00% 90.00% 76.35%

Single-Stream 
(PE) 27.00% 62.00% 47.17%

Single-Stream 
(VR) 91.00% 92.00% 91.71%

Table 8. Results for the Multicam dataset with the 
average and SVM.

Multicam SVM/avg

Methods Sensitivity Specificity Accuracy

Multi-Stream 
(OF+PE+VR) 77.00% 93.00% 86.21%

Multi-Stream 
(OF+PE) 58.00% 86.00% 73.65%

Multi-Stream 
(OF+VR) 74.00% 98.00% 87.76%

Multi-Stream 
(PE+VR) 88.00% 90.00% 89.50%

Single-Stream 
(OF) 55.00% 91.00% 75.79%

Single-Stream 
(PE) 25.00% 68.00% 49.58%

Single-Stream 
(VR) 91.00% 92.00% 91.69%

In a general applicability, our method outputs as in-
teresting results as some of the methods found in the 
literature which used the same datasets (Tables 10, 11 
and 12). However, we are not able to directly compare 
the methods of the literature to our approach, since we 
do not know how the dataset was manipulated. None-
theless, our method had better specificity and, in some 
cases, accuracy results when compared to the others.

In general, the small amount of data provided by 
these datasets, considering what we use for training, 
made it difficult to maintain an above 95% accuracy 
for all of the cases. It is possible to observe that the da-
taset that had a larger amount of information, Multi-
cam, yielded more stable results compared to FDD and 
URFD. Compared to Carneiro et al. [1], our method even 
though not using the RGB information was still able to 
output compatible results.

Table 9. Results for the Multicam dataset  
with an SVM.

Multicam SVM

Methods Sensitivity Specificity Accuracy

Multi-Stream 
(OF+PE+VR) 90.00% 94.00% 92.33%

Multi-Stream 
(OF+PE) 58.00% 90.00% 76.48%

Multi-Stream 
(OF+VR) 91.00% 93.00% 92.21%

Multi-Stream 
(PE+VR) 91.00% 92.00% 91.64%

Single-Stream 
(OF) 55.00% 91.00% 75.79%

Single-Stream 
(PE) 25.00% 68.00% 49.58%

Single-Stream 
(VR) 91.00% 92.00% 91.69%

Table 10. FDD comparison with other methods.

FDD comparison

Methods Sensitivity Specificity Accuracy

Multi-Stream 
(OF+PE+VR) 82.00% 99.81% 98.84%

Nunez-Marcos 
et al.[13] 99.00% 97.00% 97.00%

Zerrouki and 
Houacine [11] - - 97.02%

Carneiro et 
al. [1] 99.90% 98.32% 98.43%

Table 11. URFD comparison with other methods.

urFD comparison 

Methods Sensitivity Specificity Accuracy

Multi-Stream 
(OF+PE+VR) 77.00% 100.0% 98.75%

Nunez-Marcos 
et al.[13] 100.0% 92.00% 95.00%

Zerrouki and 
Houacine [11] - - 96.88%

Kwolek and 
Kepski [12] 100.0% 92.50% 95.71%

Carneiro et 
al. [1] 100.0% 98.61% 98.77%

Table 12. Multicam comparison 
 with other methods.

Multicam comparison

Methods Sensitivity Specificity Accuracy

Multi-Stream 
(OF+PE+VR) 90.00% 94.00% 92.33%

Nunez-Marcos 
et al.[13] 99.00% 96.00% -

18
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5.2. Qualitative results

As expected, the method had some troubles when 
dealing with situations that had similar movement as 
falling actions. The videos that were not classified cor-
rectly were related to abruptly sitting actions, squat-
ting or even lying down (Figure 8). 

Fig. 8. Misleading fall detection squatting frame 
example.

6. CoNCLuSioNS AND FuTurE Work

In this work, we proposed and evaluated a multi-
stream learning model based on convolutional neural 
networks to cope with a falling classification problem. 
Therefore, our approach consisted in extracting hand-
crafted high-level features (optical flow, visual rhythm, 
and pose estimation) from public data set videos and 
using each one as an input to a distinct VGG-16 clas-
sifier. In addition to the feature combination, we also 
studied the best of three ensemble techniques to cope 
with our binary classification problem.

We believe that a multi-stream model can assist in clas-
sification since an outlier result from one of the streams 
can be corrected based on the other. Using high-level 
features also assisted in covering unnecessary informa-
tion from the video frames such as the background and 
other unimportant details. It was also possible to ob-
serve that the SVM assisted in the balance and increase 
of the sensitivity and specificity metrics when used in 
the ensemble. In addition, compared to previous work 
we were able to maintain accuracy even though not us-
ing the RGB frame information itself.

For future work, we intend to continue investigating 
relevant high-level features used for fall detection. In 
addition, the studies will be conducted to test better 
parameters for the individual learners and use other ar-
chitectures for each stream. Finally, we will also inves-
tigate the use of contexts other than falling to observe 
if this learning method is able to maintain its accuracy 
and general applicability.
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Abstract – Over the past few years, Deep learning (DL) has revolutionized the field of data analysis. Not only are the algorithmic 
paradigms changed, but also the performance in various classification and prediction tasks has been significantly improved with 
respect to the state-of-the-art, especially in the area of computer vision. The progress made in computer vision has produced a spillover 
in many other domains, such as biomedical engineering. Some recent works are directed towards surface electromyography (sEMG) 
based hand gesture recognition, often addressed as an image classification problem and solved using tools such as Convolutional 
Neural Networks (CNN). This paper extends our previous work on the application of the Hilbert space-filling curve for the generation 
of image representations from multi-electrode sEMG signals, by investigating how the Hilbert curve compares to the Peano- and 
Z-order space-filling curves. The proposed space-filling mapping methods are evaluated on a variety of network architectures and in 
some cases yield a classification improvement of at least 3%, when used to structure the inputs before feeding them into the original 
network architectures.
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1. INTRODUCTION

Hand gesture recognition finds many applications in 
human computer interaction [1], sign language recog-
nition [2], prosthesis control [3] and gaming for reha-
bilitation [4, 5]. The electrical signals generated by the 
forearm muscles during the execution of hand ges-
tures provides useful information about muscle activ-
ity and hand motion [6]. These signals can be recorded 
by means of surface electromyography (sEMG) sensors.

The type of hand motions and gestures has tradition-

ally been determined from sEMG data using a com-
bination of (hand-crafted) feature extractors and Ma-
chine Learning (ML) classifiers. More precisely, the com-
ponents of an ML-based pattern recognition system 
include data acquisition, feature extraction, classifica-
tion, and inference from new data. In the hand gesture 
recognition case, the electrodes (sensors) that acquire 
the sEMG signals, are attached to the arm and/or fore-
arm. Then, features such as Root Mean Square (RMS), 
variance, zero crossings and frequency coefficients are 
extracted from the sEMG signals. Finally, these features 
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are fed into classifiers like k-Nearest Neighbours (k-NN), 
Support Vector Machine (SVM), Multi-Layer Perceptron 
(MLP) or Random Forests [7].

The success of Deep Learning (DL) models in solv-
ing the problem of sEMG-based hand gesture recogni-
tion has been well-documented in numerous studies. 
In these works, a usual approach is to represent sEMG 
data as images and feed them into a Convolutional 
Neural Network (CNN) that outputs a probability that 
an sEMG signal corresponds a certain gesture class. In 
a typical CNN architecture, the output label is obtained 
from a sequence of convolutional and pooling layers 
followed by fully connected (i.e. dense) layers and a 
softmax activation layer. Consequently, CNN models 
transform the input image layer by layer, from its pixel 
values to the final classification label.

Although an architecture based on Recurrent Neural 
Networks (RNN) would seem more appropriate for pro-
cessing time-series signals, little research has been done 
on this. The problem might be that Long Short-Term 
Memory (LSTM) networks, the main type of RNN mod-
els, require many parameters which cannot be trained 
efficiently with the limited sEMG datasets available. In 
addition, recent work [8, 9] has shown that CNN can out-
perform RNN in a wide range of sequence problems.

There has been considerable progress in the use of 
CNNs for feature extraction, image classification and 
particularly for combined feature extraction and clas-
sification within the same network. On the other hand, 
converting time-series into image-like structures that 
can be used as inputs to CNN models is not a simple 
task. Methods proposed in the open literature include 
the partitioning of multi-channel signals using win-
dows and the application of 2D transformations such 
as the Fourier and Wavelet Transforms.

The current archival periodical article is based on the 
conference presentation [10], in which we describe a 
representation method for sEMG signals using the Hil-
bert curve to obtain images. Now, we investigate the 
application of several space-filling curves, namely the 
Hilbert, Peano, and Z-order curves, to represent sEMG 
signals as images that can be classified by CNNs. Com-
pared to [10], the added contribution presented in 
this paper is the evaluation of all these types of image 
representation methods and their performance com-
parison when applied on the problem of hand gesture 
recognition using CNNs.

The rest of the paper is structured as follows. Section 
2 contains a literature review of the methodologies 
used for hand gesture recognition. The details of the 
proposed methods and the CNN architectures applied 
in our experiments are given in Section 3. The experi-
ments performed for the evaluation of the models are 
given in Section 4, while the results and a discussion 
of these results are presented in Section 5. Finally, Sec-
tion 6 concludes by summarizing the outcomes of this 
work.

2. RELATED WORK

Hand gesture recognition based on sEMG has been 
investigated by both typical ML approaches and DL 
practices. In the case of ML methods, the first approach 
[11] for the classification of four gestures utilizes time-
domain features from two-electrode sEMG signals. An 
accuracy of 97% in categorizing three types of grasps is 
achieved in the work of [12] by using the RMS feature 
of seven electrodes as input to an SVM classifier. The 
authors of [13, 14, 15] evaluate a large amount of EMG 
features on a selection of different classifiers for the 
classification of 52 gestures from the Ninapro reference 
dataset [13, 16]. The highest performance, an accuracy 
of 75%, was achieved by a Random Forest classifier us-
ing a combination of statistical and frequency domain 
features.

In the case of DL methods, a large body of research 
results has been recently developed. The CNN defined 
in [17] for the recognition of six common gestures re-
sulted in improved accuracy compared to the one ob-
tained by applying an SVM classifier. In [18], a perfor-
mance comparable to ML approaches is achieved by a 
model consisting of convolutional and average pool-
ing layers. In [19], we developed techniques to increase 
the accuracy of the simple model, presented in [18]. 
Choosing max pooling and inserting dropout layers to 
reduce overfitting as suggested in [20], allowed us to 
obtain a 3% increase in accuracy (i.e. from 67% to 70%). 
The authors of [21, 22] follow a different approach not 
only in the choice of the model architecture but also 
in the recording of EMG signals. Their work is based on 
high-density electrode arrays, which is considered an 
effective approach in myoelectric control as described 
in [23, 24, 25]. Using instantaneous EMG images, the 
CNN model of [21] correctly classifies eight hand move-
ments achieving an accuracy of 89%. The multi-stream 
CNN described in [22] achieves an accuracy of 85% on 
the Ninapro dataset, which consists of 52 movements.

Research that utilizes different DL approaches has 
been carried out as well. The work presented in [26] 
follows a model adaptation strategy that applies adap-
tive batch normalization (AdaBN) [27] for updating 
the parameters of the normalization layers. The use of 
weighted connections between a source and a target 
network is presented in [28]. Data augmentation prac-
tices for sEMG signals are developed and evaluated in 
[28]. More recent work in this topic is presented in [29] 
where magnitude warping and wavelet decomposi-
tion showed considerable improvement in classifica-
tion accuracy.

The use of fractal curves, and in particular the Hilbert 
curve, for designing alternative image and signal rep-
resentations is long known, but never studied for sEMG 
signals. In [30] and [31], the properties of the Hilbert 
curve have been exploited to convert mammographic 
images to 1D vectors. In combination with a set of ap-
propriate features, this helped in detecting breast can-
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cer. In [32] a similar dimensionality reduction approach 
is followed. The mapping of 3D data into 2D and 1D 
representations facilitates the classification of 3D struc-
tural data by CNNs. Compared to the direct process-
ing of raw data, such an approach reduces training 
time and can be used in cases of data of an arbitrary 
number of channels. The sequence of the extracted im-
age patches is of importance for the detection of im-
age-forgeries by LSTM-based models [33]. The Hilbert 
curve is employed to determine the order of the image 
patches fed into the LSTM, thus preserving spatial lo-
cality.

The Hilbert curve can be also used in the inverse 
problem, i.e. transforming 1D data in 2D images. The 
authors of [34] found that long-term interactions be-
tween regions of the DNA sequence are important for 
its classification. Thus, instead of very deep networks or 
larger filters, the Hilbert curve was employed to map 
the DNA sequence into an image such that proximal 
elements stay close, and the distance between distant 
elements is reduced.

Besides the more popular Hilbert curve, also Z-order 
curves have been used in representation problems, 
though less frequently. For example, in [35] the Z-order 
curve is chosen because of its good balance between 
locality preservation and computational complexity to 
map the neighbourhood around a point in a 3D point 
cloud into a 1D sequence. These sequences are fed into 
a CNN to predict the displacement between the cur-
rent and the next point. The authors of [36] represent 
the 4D coordinates of a crystal structure as a 1D fea-
ture vector using the Z-order curve. An MLP predictor 
takes as input these representations and estimates the 
energy of the organic molecular structure.

3. PROPOSED DATA REPRESENTATION METHODS

3.1. Space-filling curves

Space-filling curves, such as the Peano, Hilbert, and 
Z-order (Morton) curves, have found applications in 
various domains, such as database access, data com-
pression, and image processing. The key property of 

Fig. 1. First iterations of the Hilbert (a), Peano (b) and Z-order (c) curves.

space-filling curves is that they constitute a mapping 
between a multidimensional space and a lower dimen-
sional space while, in general, they preserve locality be-
tween the data points.

The Hilbert curve or Hilbert space-filling curve was 
first described by the German mathematician David 
Hilbert in 1891. The main property of this continuous 
fractal space-filling curve is the superiority in preserv-
ing locality compared to alternative curves [37, 38]. The 
Hilbert curve can be constructed recursively. Firstly, the 
2D plane is divided into four quadrants that are tra-
versed according to a fundamental pattern as shown 
in Fig. 1-(a). In each subsequent iteration, all existing 
subsquares are subdivided into four smaller subs-
quares. These four subsquares are connected by a pat-
tern obtained by rotation and/or reflection of the fun-
damental pattern. Fig. 1-(a) visualizes Hilbert curve tra-
versals of the 2D space after the first iterations, where 
the numbers are the index within the 1D sequence that 
is mapped to the specific pixel of the 2D image.

The Peano curve is the first example of a space-filling 
curve to be discovered, by Giuseppe Peano in 1890. 
To construct the Peano curve the 2D plane is initially 
divided into nine squares (i.e. a 3 × 3 grid) that are 
traversed according to a fundamental pattern. From 
each iteration to the next, all existing subsquares are 
subdivided into nine smaller subsquares connected as 
shown in Fig. 1-(b).

The Z-order (also known as Morton curve) is another 
locality preserving space-filling curve named after Guy 
Macdonald Morton, who first applied the order to file 
sequencing in 1966. Its basic pattern looks like the let-
ter ‘Z’. The curve is constructed as shown in Fig. 1-(c).

3.2. sEMG representation

Fractal curves are used to transform multi-channel 
sEMG signals into 2D image representations. The sEMG 
signals are recorded by K electrodes (channels), while 
performing a hand gesture. These are organized into 
small segments of N samples. Such an arrangement 
results in sEMG data of size N×K. The fractal curve map-
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ping can be applied in two ways, either (i) across the 
time dimension, i.e. map each time sequence of sEMG 
channel into a 2D image, or (ii) across the sEMG chan-
nels, i.e. map the values of the sEMG channels of each 
time instant into a 2D image (Fig. 2).

The application of the Hilbert and Z-order mappings 
across the time dimension is as follows. Given a single-
electrode sEMG sequence of length N, a 2D represen-
tation of M×M size is produced, where N=M2 and M is 
a power of two, i.e. M=2n. In the case of K sEMG elec-
trodes, this process is repeated for every electrode, and 
the outputs are stacked into a K-channel image, result-
ing in an M×M×K image. For example, an sEMG signal 
of 10 electrodes and 64 samples is mapped into an 8 
× 8 × 10 image. The application of the Peano curve is 
similar, but M should be a power of three, i.e. M=3n . It 
is important to note that sequence segments of length 
smaller than M2, i.e. (M-1)2 <N<M2 , can be used as well, 
however, in that case the final image has to be filled out 
with zeros up to a length of M2.

In the second option, the curve mapping is applied 
across the sEMG electrodes. The number of sEMG elec-
trodes should be a square number, i.e. K=M2, where 
M=2n (for the Hilbert and Z-order curves) or M=3n (for 
the Peano curve). At every time instant of the sequence 
the set of K electrode values is mapped into an M×M 
image. Thus the dimensions of the Hilbert curve rep-
resentation of the N×K segment will be M×M×N. For 
example, an sEMG segment of 16 electrodes with 20 
samples is mapped into a 4 × 4 × 20 image. As in the 
previous case, the image will be zero-padded, if there 
are less electrodes than M2 (Fig. 2-c).

Fig. 2. The application of the Hilbert curve mapping to sEMG data [10]. (a) A 256-samples segment of 
sEMG signal, (b) the Hilbert representation (16 × 16) across time of electrodes 1, 2, 6, 8 and (c) the Hilbert 
representation (4 × 4) across electrodes at time instants 50, 100, 150, 200. In (c) there are less electrodes 

than pixel dimensions, thus the last six pixels on the right of the images are zero-filled.

The computation of the mapping from 1D to 2D us-
ing these space-filling curves requires only bitwise op-
erations based on Gray codes performed in O(1) time. 
For a given M×M grid, calculating the coordinates for 
a single data point requires O(log2 M) repetitions [39]. 
Since the mapping is the same for all images, it is com-
puted only once and then used as a look-up table. 
Therefore, the computational overhead is very small 
compared to training the CNN.

A common approach in image applications is to use 
1D (grayscale) or 3D (RGB) images as inputs to CNNs. 
In our approach, the dimensionality of the image cor-
responds either to the number of electrodes or to the 
sEMG segment duration.

4.  EXPERIMENTS

4.1. The dataset

For the evaluation of the proposed models the first 
dataset of the Ninapro database [13] was selected. This 
consists of sEMG recordings of 27 healthy subjects that 
repeat 52 gestures 10 times. The hand movements can be 
grouped into three categories: (i) basic finger movements, 
(ii) isometric, isotonic hand configurations and wrist 
movements, and (iii) grasps and functional movements. 
EMG signals are measured using 10 electrodes. Eight of 
them are equally spaced around the forearm. The remain-
ing electrodes are placed on the main activity spots of the 
large flexor and extensor muscles of the forearm [13].

As in previous studies involving the Ninapro data-
set, the sEMG signals are pre-processed by a low-pass 
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filter [18, 19, 21]. Augmentation of the training data is 
achieved by duplicating the signals of each repetition 
and adding Gaussian noise of 25dB signal to noise ratio 
(SNR). Magnitude-warping is also used for sEMG signal 

augmentation [40, 41]. As a last step, sEMG signals from 
the K = 10 channels are segmented into overlapping 
windows of length N with a step of 50ms and are orga-
nized into N × 10 arrays.

AtzoriNet [18, 19] VGGNet [42] DenseNet [43] SqueezeNet [44]

CONV(32, 1×10), ReLU,

CONV(32, 3×3), ReLU,

POOL(max, 3×3),

CONV(64, 5×5), ReLU,

POOL(max, 3×3),

CONV(64, 5×1), ReLU,

CONV(G, 1×1), Softmax

CONV(16, 3×3), BN, ReLU,

CONV(32, 3×3), ReLU,

CONV(32, 3×3), ReLU,

POOL(max, 2×2),

CONV(64, 3×3), ReLU,

CONV(64, 3×3), ReLU,

POOL(max, 2×2),

GLPOOL(avg),

FC(G), Softmax

CONV(16, 3×3)

DSBLOCK(4), TRBLOCK(50),

DSBLOCK(3), TRBLOCK(75),

ReLU,

CONV(G, 1×1), ReLU,

GLPOOL(avg),

Softmax

CONV(16, 3×3), BN, ReLU,

SQBLOCK(4, 16, 32),

SQBLOCK(3, 16, 64),

CONV(G, 1×1), ReLU,

GLPOOL(avg),

Softmax

DSBLOCK(n)

{BN, ReLU, CONV(16, 3×3)}n

SQBLOCK(a, b, c)

{FIRE(b, c)}a, POOL(max)

TRBLOCK(k)

BN, CONV(k, 1×1), POOL(max)

FIRE(b, c)

CONV(b, 1×1), ReLU,

CONV(c, 1×1), ReLU + CONV(c, 
3×3), ReLU

Parameters                                     85K 74K 71K 69K

CONV: convolutional layer, POOL: pooling layer, GLPOOL: global pooling layer, FC: fully-connected layer, BN: batch normalization, { }k: repetition k times, 
‘+’: concatenation
G: number of gesture labels

Table 1. CNN model architectures used in this work [10]

4.2. Network architectures

A number of neural networks have been used for 
hand gesture recognition [19]. Apart from those, we 
also investigate CNN architectures that are typically 
found in image related tasks, but have not yet been ap-
plied to sEMG-based hand gesture recognition, such as 
VGGNet [42], DenseNet [43], and SqueezeNet [44]. For 
the comparisons to be fair, an effort is made to keep the 
number of trainable parameters of the networks ap-
proximately equal. The model architectures are shown 
in Table 1.

4.3. Baseline

As our baseline for comparison, we follow the ap-
proach where none of the fractal curve mappings is 
used. This means that the N × 10 arrays are fed into the 
CNN models as single-channel images. For the window 
length N, we experiment with two different values: 16 
and 64 samples. The reason for choosing N = 16 is that 
for a real-time application the window size should be 
as small as possible [11, 45]. We also report results for a 
bigger window, i.e. N = 64, because of the highest ac-
curacy that was achieved during the validation experi-
mentation (Fig. 3). The explanation for the trend in Fig. 
3, is that with longer segments (N > 64) one can gener-
ate less training examples compared to smaller N val-
ues. Therefore, the CNN models tend to overfit. On the 
other hand, too small segments do not contain enough 
information for the classification task.

4.4. Mapping across time (xxxxTime)

Regarding the space-filling curve mapping across 
the time dimension (xxxxTime), the N × 10 segments 
are organized into M × M × 10 images. In the case of 
Hilbert and Z-order mappings, for N values equal to 16 
and 64 the resulting image sizes are 4 × 4 × 10 and 8 × 8 
× 10, respectively, while for the Peano curve the image 
sizes are 4 × 6 × 10 (zero-padded and cropped) and 9 × 
9 × 10 (zero-padded).

4.5. Mapping across electrodes  
 (xxxxElect)

The mapping across the sEMG channel dimension 
(xxxxElect) is performed in a similar fashion. Given the 
number of channels K = 10, the N × 10 segments are 
organized into images with dimensions 4 × 4 × N. The 
pixels corresponding to the last six positions that the 
three fractal curves traverse are set to zero.

In this approach we retain the spatial resolution con-
stant due to the small number of available electrodes. 
Regarding the window length, we only experimented 
with N = 16, since a longer segment would generate 
very deep image representations that in turn would 
increase the number of parameters in the first convo-
lutional layer increasing the probability of overfitting.

4.6. Model hyper-parameters

All networks were trained using stochastic gradient 
descent for 60 epochs with an initial learning rate of 0.1 
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halved every 15 epochs, and a batch size of 1024. To 
avoid overfitting the networks due to the small training 
set, dropout layers were appended after each convolu-
tional layer with a forget rate of 0.3. In addition, weight 
decay regularization with a value of 0.0005 was applied 
to all convolutional layers. These values were selected 
after performing a grid search on a validation set of ten 
randomly selected subjects.

Fig. 3. Validation accuracy vs window size for 
N={16, 64, 128, 256}.  

Error bars correspond to standard deviation. 
Highest performance is achieved for N = 64.

4.7. Evaluation

The evaluation follows the approach that has been 
used by other researchers that use the Ninapro dataset 
[18, 19, 21]. Specifically, a new model is trained for each 
subject on the data of seven repetitions and is tested 
on the remaining three. The performance metrics 
used are the top-1 and top-3 accuracies, i.e. the accu-
racy when the highest and any of the 3 highest output 
probabilities match the expected gesture, as well as the 
precision and recall values. The average across the 27 
subjects in the dataset is reported for each metric. For 
the statistical comparison of the methods, repeated 
measures Analysis of Variance (ANOVA) and paired Wil-
coxon tests are employed, with the F-value being the 
test statistic and the p-value the corresponding prob-
ability.

5. RESULTS

In the experiments, we evaluate two methods for gen-
erating sEMG image representations from multi-channel 
sEMG signals using three different space-filling curves. 
The evaluation across four CNN models is shown in Table 
2, where an ‘*’ denotes a significant difference (Wilcoxon 

Fig. 4. Comparison of the evaluation metrics for the AtzoriNet[18, 19] and the best performing 
combinations of representation method and CNN model from Table 2 for N = 16 and N = 64.

Segment Model Baseline HilbTime HilbElect PeanTime PeanElect ZordTime ZordElect

N = 16

VGGNet
0.7115 0.7192* 0.7469* 0.6957* 0.7346* 0.7045 0.7404*

(0.0682) (0.0670) (0.0653) (0.0688) (0.0648) (0.0685) (0.0639)

DenseNet
0.7225 0.7064* 0.7319* 0.6838* 0.7069* 0.6866* 0.7025*

(0.0639) (0.0634) (0.0598) (0.0689) (0.0562) (0.0613) (0.0597)

SqueezeNet
0.5611 0.5585 0.5742 0.4062* 0.5934 0.3986* 0.5908

(0.2342) (0.1995) (0.2144) (0.3017) (0.1798) (0.2514) (0.1816)

N = 64

VGGNet
0.7592 0.7908* - 0.7527 - 0.7535 -

(0.0629) (0.0570) - (0.0560) - (0.0590) -

DenseNet
0.7493 0.7757* - 0.7544 - 0.7449 -

(0.0648) (0.0588) - (0.0535) - (0.0547) -

SqueezeNet
0.6297 0.5188 - 0.3307* - 0.3281* -

(0.1445) (0.3298) - (0.3499) - (0.3297) -

Table 2. Top-1 accuracy metric across sEMG representation method and CNN model. An ‘*’ denotes a 
significant difference (α = 5%) between the baseline and the corresponding space-filling representation. 

Values in parentheses correspond to the standard deviation.
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signed rank test at α = 5% significance level) between 
the corresponding representation and the baseline 
method. Fig. 4 shows the evaluation metrics (top-1 and 
top-3 accuracies, precision, and recall) for the best per-
forming combination of representation method and 
CNN model for N = 16 and N = 64. In Table 3, repeated 
measures ANOVA followed by Wilcoxon signed rank 
tests assess the significance of the differences between 
the space-filling curves. On the left, the p-values of the 
ANOVA are reported, while on the right side of the Table, 
the pairwise comparisons based on the Wilcoxon test 
are shown, where the values above the diagonal corre-
spond to p-values for N = 16, and the values below the 
diagonal are for N = 64. An ‘x’ denotes an invalid com-
parison, and an ‘*’ a significant difference (α = 5%).

In general, from Table 2 we see that the Hilbert curve 
mappings perform always equally well or better com-
pared to the baseline. On the other hand, the image 
representations of the other two space-filling curves are 
mostly inferior to the baseline, except for the represen-
tations across the electrode dimension (PeanElect and 
ZordElect). A comparison between the performances of 
the CNN architectures, reveals that the VGGNet and the 
DenseNet yield similar results, whereas the performance 
of the SqueezeNet is always lower. Considering how 
much these architectures differ, it is difficult to identify 
which model components are responsible for this deg-
radation in accuracy performance. The highest top-1 ac-
curacy on the test data is achieved with HilbElect for N = 
16 and HilbTime for N = 64, which improves the baseline 
performance by more than 3%. These representations 
perform better than the performance of the AtzoriNet 
architecture, developed specifically for the problem of 
hand gesture recognition, as shown in Fig. 4.

In Table 3, comparing the top-1 accuracy of the space-
filling curves representations shows significant differ-
ences for both N = 16 and N = 64. Then, the pairwise 
comparisons confirm that the sEMG images generated 
by the Hilbert curve lead to higher performance. In ad-
dition, the differences in accuracy between the Peano 
and the Z-order curves are not significant in general.

For the difference between the representations across 
time (xxxxTime) and across the electrodes (xxxxElect), 
we can assume that the former yield better results, since 

HilbTime PeanTime ZordTime HilbElect PeanElect ZordElect

ANOVA (N = 16) HilbTime - 9e-5 * 0.0006 * x x x

F = 9.6077 p = 8e-8 * PeanTime 0.0003 * - 0.4004 x x x

ZordTime 0.0010 * 0.6309 - x x x

ANOVA (N = 64) HilbElect x x x - 0.1075 0.0088 *

F = 7.7856 p = 0.0011 * PeanElect x x x x - 0.7548 

ZordElect x x x x x -

Table 3. Repeated measures ANOVA. On the left, the F and p values of the ANOVA are reported for N = 16 
and N = 64. On the right, the p-values of the pairwise comparisons based on the Wilcoxon test are shown. 
Values above the diagonal correspond to N = 16, and the values below the diagonal are for N = 64. An ‘x’ 

denotes an invalid comparison, and an ‘*’ a significant difference (α = 5%).

the dataset used in this work contains data from only ten 
electrodes. Thus, approximately 1/3 of the pixels of every 
image correspond to zero padded values, resulting in a 
limited set of patterns that can be detected by the CNN 
models compared to the xxxxTime images.

Regarding the advantage of the Hilbert curve in de-
tection accuracy, we can attribute it to the better lo-
cality preserving properties between the examined 
curves. The reason might be that less convolutions are 
required to extract useful patterns in data, since data 
are tightly clustered. Therefore, given a network archi-
tecture the Hilbert curve image allows for a better utili-
zation of the model parameters.

6. CONCLUSIONS

This work explored the application of the space-filling 
curves as a means of representing sEMG signals as imag-
es for solving the problem of hand gesture recognition. 
Three curves, i.e. Hilbert, Peano, and Z-order, and two 
mapping approaches, i.e. traversal across the time di-
mension and traversal across the electrodes dimension, 
were evaluated. We made an experimental comparison 
of three CNN models based on architectures that have 
been widely used in image processing tasks along with 
a model optimized for the problem of hand gesture rec-
ognition. The results showed that in general, gesture 
detection accuracy can be improved if sEMG signals are 
converted to images using fractal curves. The improve-
ment is more evident in the Hilbert curve representa-
tions, where the classification accuracy is significantly 
increased by more than 3% using a VGG-based network. 
We speculate that this is probably due to the better lo-
calization preserving properties of the Hilbert curve. 
Finally, the differences in accuracy between the Peano 
and the Z-order curves were not significant in general.
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Abstract – The transmission of data signals over power lines is a very promising technique for delivering indoor broadband 
communication services. However, since power grids were originally designed for high-voltage low-frequency signal transmission, 
there is a frequency mismatch between the power grid and high-frequency data signals. This mismatch poses a challenge to deploying 
power lines as a communication channel. Although, studies and researches conducted in several countries have made transmission 
of data over power lines possible, the behaviour and properties of the power grid cannot be generalised. Hence, the need for in-depth 
experimental measurement and analysis on the suitability and capability of the Nigerian power grid for data transmission is crucial 
for proper characterising and modelling of the power line communication (PLC) channel. In this paper, we present experimental 
measurement results of the effects of frequency variations on the attenuation experienced by broadband high-speed data signals 
transmitted over the Nigerian indoor power line network.
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1. INTRODUCTION

The ubiquitous nature of the power grid has attracted 
huge interest into its deployment as an alternative and 
efficient technique for delivering high-speed data sig-
nals to end-users around the world [1]. With the ever-
increasing global demand of high-speed multimedia 
data services, the successful deployment of power lines 
as a communication channel is imperative [2], [3]. This 
will undoubtedly complement existing technologies 
currently deployed in many countries of the world. Al-
though, power lines have been used for transmitting 
communication signals for several decades, its use has 
only been limited to transmission of low-rate control 
and monitoring signals by power supply companies. In 

recent times, power line communication (PLC) technol-
ogy has also been deployed in smart grid and for auto-
matic meter reading technology [4], [5].

However, the power line network poses a harsh and  
unconducive environment as channel medium for the 
transmission of high-speed data signals due to the fre-
quency and voltage mismatch between the two [6]. As 
a result, data signals undergo mild to severe attenua-
tion as they transverse the power line channel from one 
point (node) to another. This attenuation is undesired in 
any communication system, and serves as the basis for 
power line communication (PLC) channel measurement, 
characterisation and modelling [6], [7].
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 Asides frequency and voltage mismatch, certain 
properties of the power line network contribute to 
signal attenuation on the power line communication 
(PLC) channel. Multipath propagation, noise, topology 
as well as node (load or no load) terminations play a 
major role in determining the extent of signal attenua-
tion, and by extension, the efficacy of PLC channels for 
data transmission and delivery [7], [8].

 While PLC channels have been characterized in vary-
ing capacities in different countries around the world, 
the characteristics and model(s) obtained in one coun-
try cannot be generalised for others [5], [9]. Furthermore, 
most of the existing literature on power line channel 
modelling focus on the deterministic approach, where 
the power line is analysed as a transmission line. 

Some research works have been presented in litera-
ture on in-home PLC. In [10], characterisation of some 
urban and sub-urban in-home PLC channels in the 
2 – 30 MHz frequency band in terms of the average 
channel gain (ACG) and the root mean squared delay-
spread (RMS-DS) in United State of America was pre-
sented. While in  [9] and [11], the results for the evalu-
ation of in-home PLC channels – where the average 
channel gain (ACG), coherence bandwidth (CB) and the 
root mean squared delay-spread (RMS-DS) were used 
to evaluate the channel for France were presented. The 
results of the channel attenuation and noise for fre-
quencies up to 30 MHz in Spain were presented in [12] 
and  [10] where the ACG, RMS-DS and CB were present-
ed. Also, analysis of the ACG, RMS-DS and CB for the 
upper frequency edge of 300 MHz was carried out in 
Spain in [11]. In [12] and [13], extensive measurement 
campaign and numerical analysis of the ACG, RMS-DS 
and CB parameters for the Brazilian in-home power 
line channel were presented. In this research work, the 
results of preliminary measurements on the Nigerian 
indoor PLC channel are presented. This is to provide a 
reference for subsequent characterization and model-
ling of indoor broadband PLC systems in Nigeria. 

 The remainder of this paper is organized as follows: 
Section II discusses the Nigerian indoor power line 
communication channel while section III describes the 
equipment set up for the experiment and measure-
ment procedures. The results obtained from the ex-
periment are analysed and discussed in section IV; and 
finally, conclusions are presented in section V.

1.1 Comparative Analysis of General Wired, 
 Wireless and Power Line Communication 
 Systems

Power line communication (PLC) is a form of wire 
communication, except that the wire medium used are 
not typical ones like Ethernet data cables or telephone 
coaxial cables. Rather, existing electric power cables 
are utilised for transmission of information signals [14], 
[15]. In the Nigerian scenario, wireless communication 
has been extensively deployed by mobile telecommu-

nication service vendor that have a very high presence 
in both urban and rural communities. Internet access is 
pretty much available as long as subscribers can afford 
internet subscription. On the other hand, communica-
tion over cables have not really been successful, as it is 
obtainable in developed countries [16]. This is largely 
due to unavailability of cable infrastructures that ought 
to have been put in place. Private establishments like 
institutions of learning, large corporations and few in-
dividuals appear to be the only group that can afford 
the high cost, and other modalities, required for setting 
up and maintaining these systems. As a result, hitherto, 
internet user traffic are tilted towards wireless technol-
ogies than the wired counterpart.  

The potential benefits of deploying PLC systems in 
Nigeria include cost effectiveness i.e. the use of existing 
power cables; ease of network setup; huge bandwidth 
available at the frequency of operation; low latency and 
high reliability [15], [16]. All these contribute to making 
PLC technology an excellent candidate for meeting fu-
ture broadband internet access demands in Nigeria [17].

1.2 Modulation Techniques for Power Line  
 Communication Systems

For power line communication systems, digital mod-
ulation techniques, including frequency-shift keying 
(FSK), Phase-shift keying (PSK), and quadrature-ampli-
tude modulation (QAM) have been deployed as modu-
lation scheme for PLC systems [18]. However, due to the 
multipath characteristics of power line communication 
systems, a more suitable modulation technique is the 
orthogonal frequency-division multiplexing (OFDM) 
[19], [20]. 

Although, the separate subcarriers in OFDM overlap, 
they are orthogonal to one another; the orthogonality 
implies that the peak of one subcarrier occurs when 
the others are at zero. Intersymbol interference (ISI) 
is mitigated in OFDM by inserting a cyclic prefix (CP) 
(or guard interval) [21], [22]. The insertion of CP also 
permits proper demodulation of the symbol streams 
without spectrum overlap [22]. Asides mitigation of 
ISI in OFDM, the technique is very reliable in multipath 
propagation environments like the PLC network [23], 
[24]. It offers very high resistance to fading and can ac-
commodate delay spread induced by multipath propa-
gation [19], [25].

1.3 Potential Applications of Power Line  
 Communication in Nigeria

The huge population of  Nigeria, coupled with the 
continuous increase in the demand for internet and 
multimedia services hawe necessitated the need for 
complementary technologies and services that will en-
sure perennial internet access [16]. In about 20 years of 
mobile communication systems’ existence in Nigeria, 
the number of active mobile internet subscribers has 
risen from just about a million to over 50 million. Pres-
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ently, Nigeria ranks highest in Africa in internet acces-
sibility, and among the top 20 in the world [16], [17]. 
Even with the deployment of fourth generation (4G) 
mobile networks, the existing networks are insufficient 
to meet prevailing demand. It is envisaged that in the 
next few years, demand for broadband internet servic-
es may exceed network providers’ capacity. 

Power line communication (PLC) system offers an al-
ternative technology for providing reliable broadband 
internet access to Nigerian residential homes, offices 
and industrial environment. Although, only about 40 
per cent of Nigerians have access to power - which are 
largely in urban areas and cities, government are putting 
infrastructures in place to make sure that at least 80% 
of its population have access to electricity within the 
next few years [16]. Asides electric power challenges, 
telephones and data cable connections are severely lim-
ited, even in urban regions and cities. When these power 
infrastructures are in place, PLC deployment will ensure 
that people in remote rural areas and urban centres will 
have access to power. However, even with access to 
power, broadband internet access in rural and remote 
areas are  rare or non-existent, in most cases [16], [17]. 
Thus, as long as there is connection to the electric power 
grid, PLC systems can be deployed to provide reliable 
and affordable internet access over the power line [26]. 
In light of this, characterisation and modelling of the Ni-
gerian PLC channel is important in preparation for the 
depolyment of in-home PLC in Nigeria.

2. OVERVIEW OF THE NIGERIAN POWER 
LINE NETWORK

The availability and reach of electric power cables 
make it an alternative medium for transmission of data 
signals [27]. Since the power line infrastructures (power 
grid) are already in existence in virtually all countries 
of the world, the deployment cost for PLC systems is 
reduced drastically when compared to other commu-
nication technologies [27], [28]. While PLC channels 
display strong resilience against natural hazards, power 
lines are still capable of transmitting low-voltage com-
munication signals even with the occurrence of faults 
that may render them incapable of transmitting high-
voltage electric power signals [29]. However, PLC chan-
nels exhibit certain propagation characteristics that 
affect signal-carrying capability [29], [30]. These char-
acteristics in relation to the Nigerian indoor power line 
networks are discussed in this section.

The Nigerian low-voltage indoor power line network 
has a last-mile alternating current (AC) voltage of 240 V, 
60 Hz (one-phase) and 415 V, 60 Hz (three-phase). This 
experiment was restricted to single-phase measure-
ments only. As shown in Fig. 1, indoor power line net-
works usually terminate in socket outlets that are con-
nected to derivation boxes (DBs) in either bus or star 
topology [31]. All DBs in a building are then connected 
to a service panel that feeds energy from the service 
provider into the building. Joints in the power cables 

and connection boxes, as well as series connection of 
cables with different characteristic impedances result 
in reflections (or echoes) on the PLC channel [31], [32]. 
Also, socket outlets are terminated in load (appliance) 
impedances of varying values or are open-circuited. 
Load impedances on the channel affects the perfor-
mance by altering the channel frequency response and 
input impedance, and also contribute to the level of 
background noise  [31], [33].

Thus, due of the contributions of connected imped-
ances to background noise, additive white Gaussian 
noise (AWGN) is not sufficient in modelling PLC noise 
[31], [34]. Multipath propagation due to reflections on 
the power line, varying load impedance terminations 
and peculiar noise behaviour of the PLC channel all 
contribute to the attenuation of signals as they trans-
verse the power line channel [29], [35], [36].

 The experiment and measurements in subsequent 
sections show the variations in the level of attenuation 
experienced by signals in the indoor broadband fre-
quencies of 1 – 30 MHz on a PLC channel.

3. EXPERIMENTAL METHOD AND  
MEASUREMENT PROCEDURES

The equipment set up for the measurement is shown 
in Fig. 2 and Fig. 3. The experiment was carried out in two 
different laboratory rooms in the Electrical/Electronic 
and Computer Engineering Department, College of En-
gineering of Afe Babalola University, Ado Ekiti, Nigeria.

Fig. 1. Indoor power line distribution [19]

Fig. 2. Block representation of the PLC channel 
measurement setup
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Fig. 3. Pictorial diagram of the PLC channel 
measurement setup

As shown, the set up consists of a function genera-
tor, a spectrum analyser, a pair of AC power line cou-
plers and an indoor AC power line that links two socket 
outlets. Low pass filter AC coupling circuits were used 
to connect both the function generator and spectrum 
analyser to the power line. Asides isolating the mea-
suring equipment from the mains high-voltage power 
network, these couplers also function to protects the 
measuring equipment from the 60 Hz AC frequency, 
and provide points of entry and exit for the low-voltage 
high-frequency signals respectively, into and from the 
power network.

The experiment was conducted over a fixed PLC 
channel cable length of about 5 m between two indoor 
socket outlets. The spectrum analyser measured and 
displayed the attenuation (in decibels) experienced by 
signals traversing the power line at particular frequen-
cies. The waveforms were then saved as trace files on 
the spectrum analyser; and were processed and anal-
ysed using MATLAB and Excel software.

Three loads connected for this experiment include: 
a 20 W energy-saving bulb (a capacitive load); an 8 W 
mobile phone charger and a 65 W laptop charger (in-
ductive loads). Signals at specific frequencies were in-
jected in steps from the narrowband range of about 
1.5 MHz up to the broadband range of 30 MHz into the 
system – under both no-load and load conditions. Also, 
the attenuation-frequency waveform for each level of 
signal frequency was obtained. The bandwidth and 
sweep for each level of injected signal were 3 MHz and 
0.24 seconds respectively, with the frequency of inter-
est at the centre. The injected signals were increased in 
steps of 5 MHz up to 30 MHz.

4. RESULTS AND DISCUSSION

In this section, the data and waveforms obtained 
from the broadband frequency measurement up to 30 
MHz are presented, and their variations with the corre-
sponding signal power are discussed. Also, the results 
of the statistical computation of the average channel 

(a) no-load condition

(b) load condition

Fig. 4. Amplitude-frequency waveform at 1.5 MHz

attenuation are presented, and comparison with re-
sults available from existing literature are made.

4.1 Received Signal Amplitude versus  
 frequency for No-load and Load  
 Conditions

Fig 4 shows the Amplitude-Frequency waveform at 
frequency up to 1.5 MHz. It can be observed that at the 
lower frequencies up to 1.5 MHz, the amplitude of the 
received signal dropped steadily to very low values of 
-42 dBm and -52dBm for both no-load and load con-
ditions respectively. This implies that the severity of 
the attenuating effects of the PLC channel on trans-
mitted signal at frequencies within this range rapidly 
increased. From 500 Hz, the signal amplitude declined 
in a fairly stable manner until 1.5 MHz, when the am-
plitude improved to about -39 dB and -46 dBm for no-
load and load conditions respectively.         

The Amplitude-Frequency waveform at 5 MHz is 
shown in Fig. 5. It can be observed that at 5 MHz, the 
amplitude of the received signal improved further to 
about -24 dB for no-load and -25 dBm for load condi-
tions. This implies a much less attenuation experienced 
by the signal at 5 MHz. Also, the attenuation values for 
both conditions are almost equal at this frequency i.e. 
the PLC channel effects on the transmitted signal was 
load-independent. 
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(a) no-load condition

(b) load condition

Fig. 5. Amplitude-frequency waveform at 5 MHz

(a) no-load condition

(b) load condition

Fig. 6. Amplitude-frequency waveform at 10 MHz 

(a) no-load condition

(b) load condition

Fig. 7. Amplitude-frequency waveform at 15 MHz

Fig. 6 shows the waveform at 10 MHz, where it can 
be observed  that the received signal amplitude further 
dropped to -43 dBm and -42 dBm for no-load and load 
conditions respectively, as can be observed from Fig. 6. 
The received signal amplitude for both load conditions 
are approximately the same i.e. the load conditions had 
negligible effects on the PLC channel attenuation at 
this frequency as well.

Similar to the results obtained for 5 MHz and 10 MHz 
transmitted signal, the attenuation experienced by the 
signal over the PLC channel at 15 MHz was observed to 
be quite comparable for the no-load and load condi-
tions, as shown in Fig. 7, i.e. -46 dBm for the former and 
-43 dBm for the latter. Furthermore, it can be observed 
that the signal attenuation increased steadily for sig-
nals at 5 MHz through 10 MHz to 15 MHz for both load 
conditions.

At 20 MHz signal frequency, the attenuation experi-
enced by the signal traversing the PLC channel did not 
deviate significantly from each other. However,  at this 
frequency, the signal amplitude greatly improved to 
-18 dBm and -20 dBm for no-load and load conditions 
respectively, as seen in Fig. 8. This indicates that the PLC 
channel had the least attenuating effect so far on the 
transmitted signal, as the signal amplitudes were high-
est for all signal frequencies up to 20 MHz.



38 International Journal of Electrical and Computer Engineering Systems

(a) no-load condition

(b) load condition

Fig. 8. Amplitude-frequency waveform at 20 MHz

(a) no-load condition

(b) load condition

Fig. 9. Amplitude-frequency waveform at 25 MHz

(a) no-load condition

(b) load condition

Fig. 10. Amplitude-frequency waveform at 30 MHz

As can be observed from Fig. 9, at 25 MHz, the ampli-
tude of the received signal for the PLC channel on load 
was much higher than without load. With amplitude 
of -14 dBm on no-load and -22 dBm on load, the load 
conditions on the PLC channel had a huge attenuating 
impact on the signals traversing the channel at this fre-
quency. 

Lastly, at 30 MHz signal frequency, Fig.10 shows that 
the disparity in the amplitude of the received signal 
has further widened from -16 dBm for the no-load PLC 
channel condition to -28 dBm for the loaded condition. 
This means that the load on the PLC channel induced 
greater attenuation for signals at 30 MHz frequency 
than at all previous sampled frequencies. 

4.2 Variations in the received signal 
 power with frequency  
 for no-load and load conditions

Table 1 shows the variations in the received signal 
power with frequency for the no-load and on-load PLC 
channel. From the table, for both load and no-load 
conditions, it can be observed that the received signal 
power is very low from narrowband range up to about 
5 MHz signal frequency i.e. the point the signal power 
started increasing. The implication is that the channel 
attenuation is more profound at this low frequency 
range. But, at 10 MHz and 15 MHz signal frequencies, 
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the signal attenuation became high again, resulting in 
low signal power within this range. 

This conforms to the communication theory that sig-
nal attenuation increases with frequency in a non-ideal 
conductor. Finally, from 20 MHz up to 30 MHz frequen-
cies, the received signal power improved significantly 
for both no-load and load conditions. 

Table 1 Variations in the received signal power with 
frequency for PLC channel on no-load and load 

conditions

Frequency 
(MHz)

Signal power 
(mW) 

 (no-load)

Signal power 
(mW)  
(load)

0.5 0.00006 0.00001

1.5 0.00013 0.00003

5 0.00398 0.00316

10 0.00005 0.00006

15 0.00003 0.00005

20 0.01585 0.01000

25 0.03981 0.00631

30 0.02519 0.00159

4.3 Statistical measurement of  
 the average attenuation on  
 the PLC channel

The average channel attenuation (ACA) is a well-
established parameter used in characterizing indoor 
PLC channels. The average channel attenuation is the 
negative of the average channel gain (ACG), and is ex-
pressed mathematically as [37]:

(1)

Where N is the number of subcarriers and H[k] is the 
kth coefficient of the discrete Fourier transform of the 
linear time-invariant PLC channel impulse response.

For our PLC channel setup, using Eq. (1), the ACA 
was determined by considering channel frequency 
response (CFR) estimates over 1 – 30 MHz frequency 
range. Several CFR estimates were taken over vary-
ing length of a.c. socket outlet pairs in the laboratory 
rooms,  each with its own range of connected equipent 
and appliances. The overall values for the maximum, 
minimum and mean of the average channel attenua-
tion (ACA) in dB are presented, as shown in Table 2.   

The table also compares the ACA values with those 
that exist in literature from other countries [13], [37]. 

Table 2. Comparison of average channel 
attenuation (ACA) obtained for the Nigerian 1 – 30 

MHz indoor broadband PLC channel with other 
countries

Statistical 
Parameters

ACA 
(dB) 

Nigeria

ACA 
(dB) 

Brazil

ACA 
(dB)  
U. S.

ACA 
(dB) 

Spain

Maximum 76.86 51.09 68.12 ~70

Minimum 16.15 9.18 19.70 ~10

Mean 43.5 23.28 48 ~30

From table 2, it can be observed that all the three sta-
tistical parameters – maximum, minimum and mean val-
ues of the ACA for Nigerian PLC channel are higher than 
what is obtained in Brazil and Spain. However, the maxi-
mum ACA value for Nigerian PLC is higher than that of  
U.S.A. while the mean and minimum vaules are less than 
the U. S. A. Thus, the Nigerian PLC channel has the high-
est maximum ACA (dB) value among all four countries 
considered in the frequency band of interest (i.e. 1 – 30 
MHz). Also, the minimum and mean ACA (dB) are higher 
than that of Spain and Brazil. The high value obtained 
for maximum ACA may be attributed to the nature and 
peculiarities of the power grid asides from other ‘noisy’ 
equipment that may be connected to the larger power 
network while measurements were being taken. By ex-
tending the measurements campaign further, in order 
to obtain a  wider data set, the ACA values may change. 
The final values obtained will be very crucial to charac-
terising and modelling the Nigerian PLC channel.

5. CONCLUSIONS

 A lot of factors influence the behavior of indoor 
power line channels. In this work, we have presented 
the results of experimental measurements on the Nige-
rian indoor power network, and considered the effects 
of channel attenuation on signals transmitted across 
the channel under load and no-load PLC network sce-
narios. Some conclusions are derived from this work. 
The narrowband frequencies up to 1 kHz are capable 
of transmitting high-speed data signals for both con-
ditions of load over the power line channel without 
significant attenuation. Likewise, higher broadband 
frequencies from 20 to 30 MHz are shown to offer 
better immunity to the attenuating effects of the PLC 
channel on transmitted signals, thereby offering better 
capacity to transmit information signals. Further mea-
surements at 1 – 30 MHz broadband frequencies with 
real-time traffic data will allow for characteristics and 
subsequent modelling of the Nigerian PLC channel for 
high-speed data transmission.
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Abstract – A concise steady-state analysis of a single-phase line-start permanent magnet (SPLSPM) machine is conducted from a 
developed d-q model using the d-q harmonic balance technique. The d-q model was developed in the rotor reference frame from a 
phase variable model of the machine. SPLSPM whose performance indices were characterized by high torque ripples has detailed 
analysis docile mostly in computer simulations quite unlike the three-phase types.  The main cause is not far-fetched, it was due to 
the nonexistence of a precise mathematical model in the d-q rotor frame of the motor due to the unbalanced field winding, the rotor 
saliency, and the presence of the capacitor in the auxiliary windings. Even after the model has been developed, the simple traditional 
procedure of setting all time-varying components to zero for steady-state analysis fails because the rotor position dependence on the 
inductance expressions could not be eliminated. The d-q harmonic-balance technique was then applied. The analysis and simulation 
were carried out using MatLab/Simulink software. An important feature of the harmonic balance technique was that it decoupled 
all equations to simple sine waveforms in a style that resembled the Fourier series. Results yield torque pulsation, current, and load 
characteristics in the steady-state.

Keywords – Torque, Capacitor, Permanent magnet, Transformation, Transient

1. INTRODUCTION

The high-efficiency rating of an interior permanent 
machine (IPM) among other single-phase motors 
makes it have the potential of replacing other classes of 
single-phase machines for both household and indus-
trial applications. In the range of a few hundred watts, 
single-phase machines were customarily employed in 
the control, and in small energy drives, robotics and 
other associated usages which needed meticulous 
and high-power factor. Even though IPM synchronous 
motor is comparatively straightforward in building, it 
is rather very tough in analysis relative to its counter-
part, 3 -Φ machines due to asymmetrical nature of the 
motor as a result of unevenness in the field winding 
arrangement, irregular air-gap length, the presence of 
start and run capacitors. For the mere fact that its per-

formance index is characterized by high ripple torque, 
it tends to complicate further its analysis [1, 2]. In the 
process of carrying out a closed examination of the 
steady-state of IPM synchronous motor, it is quite rele-
vant to be able to predict adequately the machine per-
formance characteristics under a wide range of load-
ing conditions [3]. Adequate studies were therefore 
performed for dynamic analysis. At present, there is 
not much literature available on this area and aspect of 
study so that an elaborate comparison would be made. 
Although [4,5] worked on Interior Permanent Motor, 
their concern was on other issues away from the d-q 
harmonic method. For instance [5] was interested in in-
vestigating the steady-state and dynamic response of 
an interior permanent magnet (IPM) synchronous ma-
chine drive to a single-phase open-circuit fault. In the 
past, Miller [6] developed a unified tactic in the analysis 
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of single-phase (1-Φ) machines conditioned on For-
tescu’s symmetrical component method which gave 
room for the application of intuitive reasoning. In like 
manner, [7] looked at the deployment of the technique 
in rotor current evaluation in respect of single-phase 
synchronous reluctance motor. However, this work at-
tempts to present a detailed analytical model that will 
adequately predict single-phase machine IPM motor 
characteristics at a wide range of operating condition.

2. THE MATErIAlS AND METHODOlOgy

Figure 1 shows the IPM machine made up of main 
and supplementary windings that were 900 electrical 
out of phase with each other. The capacitor was con-
nected to auxiliary (supplementary) winding in series, 
in this way an additional phase was created from the 
1-Φ supply. That connection made it possible for the 
machine to start directly online. The centrifugal switch 
as connected was to disconnect the start capacitor as 
soon as the motor has attained the required speed; 
the series capacitor ensured that the motor maintains 
a moderately high running torque, power factor with 
fewer torque pulsations [8]. By estimating the capaci-
tance value of such capacitor used and applying such 
values for all the machine loading states, the optimum 
performance of all such machines is attained at all-
times. For this analysis, the rated value of starting and 
running capacitor for the motor employed was 50 μF 
and 15 μF respectively. For the transition to synchro-
nism, a précised switching speed be estimated such 
that the ripples produced at switching be minimal.

2.1 The Model of the Machine

Generally, as opined by [9], all single-phase machine 
transformations in the d-q axis were rotor position-de-
pendent since the field windings were not balanced in 
the company of capacitor in the supplementary wind-
ing and the air gap not constant.  The researchers in [10], 
thought that time-varying constraints cannot be com-
pletely removed by any reference frame transforma-
tions, however, they derived the d-q axis transformation 
for the capacitor voltage equation of the machine.

Fig.1. The diagram of the machine field winding 
and its rotor structure

(1)

(2)

(3)

(4)

(5)

(6)

where,

(7)

(8)

(9)

The under-listed equations are the flux linkage equa-
tions:

(10)

(11)

(12)

(13)

2.2 The d-q Axis Modeling with rotor 
 Permanent Magnet

A rotor coil can be used to model a permanent mag-
net using a dc excitation current Irm, such that Irm=Ero/
wrLmd,where Ero, is the excitation voltage due to magnet 
in the rotor since the product of magnetic flux linkage 
and the machine rotor speed, ωr λm have the dimension 
of the excitation voltage. The permanent magnet gives 
a constant flux λm, where λm=IrmLmd. Flux linkage in the 
field windings of the 1-Φ machine due to the perma-
nent magnet in the rotor and which rotates in an un-
balanced condition is modeled as [11]: 

 Fig. 2. Modeling of rotating IPM motor in the q-d 
axis reference frame
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The q-d axis currents of the magnet torque can be 
derived once the IPM machine operates as a genera-
tor and the field winding is bridged, the established 
torque then became the braking torque produced by 
the presence of rotor magnets. Because of this, equa-
tions (14) and (15) were substituted in the q-d axis volt-
age equations (1) and (2) while setting the voltages 
to zero as the machine operates at a constant speed. 
The d-q axis magnet flux linkage equations, therefore, 
emerge as stated in equations (16) and (17) below [12].

(14)

(15)

(16)

(17)

Solving equations (16) and (17) simultaneously led to 
the expressions for iqm and idm in equations (18) and (19). 
These were useful for calculating the magnet torque.

(19)

(20)

2.3 The Machine Dynamic Torque Equations

At synchronous speed, the electromagnetic torque 
expression of the single-phase motor with a perma-
nent magnet embedded in the rotor can therefore be 
expressed into two aspects of cage torque and magnet 
torque as shown below.

(21)

(22)

(23)

(24)

The above-written equations (1 - 9, 10 - 13, and 20 
– 25) enable researchers to carry out the fundamental 
frequency analysis [13] by the use of computer simula-
tions of the machine to obtain the starting transients 
and steady-state waveforms. The cage and magnet 
torque of the machine during its asynchronous opera-
tion is also deduced in equation (20). The mechanical 
equations of such a machine (relating the rotor speed 
with the established electromagnetic torque were de-
scribed by equations (24) and (25).

(24)

(25)

3. APPlICATION OF HArMONIC BAlANCE 
TECHNIQuES TO IPM MACHINE ANAlySIS

Since the stator winding is not well-adjusted and the 
air gap is not constant, considering the rotor saliency 
and the high torque ripples that characterize the perfor-
mance indices of IPM machines, it has been noted earlier 
that the time-varying constraints of the motor cannot be 
removed completely by any reference frame transforma-
tion [3, 6]. It is also unequivocally tough to obtain the 
numerous current, flux linkage, and torque make-ups 
and their various sizes (the reason being that they were 
hooked on to the machine constraints and the capacitor 
values) without the application of phasor analysis. Those 
considerations as illustrated informed our decisions to 
develop an analytical model that will be able to address 
the presence of the third harmonic currents in the stator 
windings as a result of the asymmetrical nature of single-
phase machines [13,11]. If phasor analysis was applied to 
the time fluctuating differential equation, the harmonic 
balance automatically decouples the state variables 
(which was assumed to be indiscriminately periodic) 
into a mixture of a periodic sinusoid in a style compa-
rable to the Fourier series.  As a result of this interactions 
formed simple time-invariant nonlinear simultaneous 
equations. Then, the solution of the nonlinear system 
been created by comparing the matching coefficients 
of the sinusoid. Let’s assume that the machine started 
at zero voltage angle and the main and supplementary 
windings were π⁄2   electrical radians out of phase; sup-
pose the phase voltages across the main and auxiliary 
windings [14] were as shown: 

(26)

(27)

where Va=Vb=V, θe=ωet and ‘δ’ is the voltage load an-
gle. Therefore, the transformation used for an all-state 
variable in a rotor reference frame is:

(28)

Where ‘F’ designates current, voltage, or flux linkage 
in their reference frames. θr=ωrt and ‘ε’ is the original 
rotor angular spot. Replacing the current, voltage, or 
flux linkage equations in their corresponding d-q rotor 
reference frame results in the following real complex 
phasor expressions with their respective coefficients as 
in the equations below [13, 11]:

(29)

(30)
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From equations (29) and (30) the d-q voltage equa-
tions can be deduced as in equations (31) and (32).

where,

where,

(31)

(32)

(33)

(34)

(35)

Following the same procedure, other state variables 
(current and flux linkages) are also decoupled and de-
duced as the current and voltage expressions. At un-
changing conditions, i.e. ωe=ωr and then equating to 
zero the derivatives of the entire new state variables, 
equations (1-9, 10-13, 31-34) generate the following 
coefficient matrix as expressed in equation (36) and 
the machine torque model, while the solution of equa-
tions(1-9, 10-13, and 20 – 25) using MATLAB/SIMULINK, 
yield the machine transient and dynamic conduct of 
the motor.

(36)

In the equation (36) above,

3.1 Harmonic Balance Torque Expression

Applying phasor analysis to the electromagnetic 
torque equation (21) in a decoupled arrangement by 
replacing equation (10 - 13) in equations(1 - 9) also 
in decoupled form and other physical variables as ex-
pressed in equation (31) and (32) and solving algebra-
ically, the harmonic balance torque equations expres-
sion in the parts would therefore be derived as illus-
trated below[14, 15].

(37)

Therefore,

(38)

(39)

(40)

(41)

(42)

(43)

(44)

(45)
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4. RESULTS

Fractional (0.5hp) horsepower IPM motor each for 
230V, 60Hz, 8-pole, capacitor start, capacitor run IPM 
motor 1-Φ was employed for the research. The perti-
nent design data in Table 1, as well as the dynamic per-
formance and synchronous operations of the machine, 
are therefore as presented in [16].

Table 1: The machine parameters for single phase 
0.5 hp IPM Motor [16].

s/no Description Symbol Value

1 Stator main winding resistance ras 27.7 Ω

2 Stator auxiliary winding resistance rbs 27.7 Ω

3 Stator d-axis leakage reactance Llqs 67 m Ω

4 Stator q-axis leakage reactance Llds 67 m Ω

5 Stator d-axis reactance Lds 287 m Ω

6 Stator q-axis reactance Lqs 511 m Ω

7 Rotor d-axis resistance rdr 11 Ω

8 Rotor q-axis resistance rqr 25.8 Ω

9 Rotor d-axis leakage reactance Lldr 178 m Ω

10 Rotor q-axis leakage reactance Llqr 179 m Ω

11 Magnetizing d-axis  reactance Lmd 220 m Ω

12 Magnetizing q-axis reactance Lmq 441 m Ω

13 Rotor damper d-axis reactance Ldr 378 m Ω

14 Rotor damper q-axis reactance Lqr 622 m Ω

15 Rotor moment of inertia J 0.0023 Kgm2

16 Magnetic flux linkage  λm 0.4 Wb.turn

17 Starting Capacitor Cs 50 µF

18 Running Capacitor Cr 15 µF

4.1 The Motor Speed

Figure 3 showed the dynamic buildup speed from the 
initial value to synchronous speed for the single-phase 
IPM motor. The starting of the IPM motor was much 
more difficult due to the magnetic braking torque and 
backward moving negative torque. The run-up speed 
curves showed substantial oscillatory speed response 
from about 50 radians/sec to 340 radian/sec as a result 
of magnet excitation and instantly, it ran up to synchro-
nism after a small overshoot of above 400 radians/sec. 
It also shows the responses of the motor speed after 
receiving the step Load of 1N at a step time of 1 second. 
The motor speed responses with time progressively in-
creased in oscillation as the step load increased. The in-
tense oscillatory torque of the IPM motor can be broad-
ly highlighted in Figure 4, toward the mid-portion of 
torque-speed response where it was puffed up; over 

Fig. 3. Speed Versus Time of IPM Motor on 1N

Fig. 4. Torque (Tem) versus Speed for IPM Motor.   

4.2 Motor Currents:

Figure 5(a) and (b) showcased the core and auxiliary 
winding of stator currents. In the plots of the stator 
main and auxiliary windings, it can be easily noted that 
the magnet braking torque has more impact on the 
main windings’ component than the auxiliary windings 
since the current waveform displayed amplitude of 2.2 
A and 1.5 A at a step load of 1N respectively.  In Figure 
6, the readings of main and auxiliary winding currents 
on varying loads were displayed. Figure 7 illustrates 
the plots of electromagnetic, cage, and magnet torque 
on varying load against load angle which showed 
readings of 4.7 Nm, 3.25 Nm, and -7 Nm respectively. 
Theoretically, the summation of cage torque with the 
magnet torque resulted in the electromagnetic torque, 
that is, Tem = Tc + Tm. The bond among the torque plots 
of Figure 7 slightly did not conform to the theory; the 
minor difference in the peak torque values of the plots 
as can be observed accounts for the saturation effect 
which was not taken into account in the dynamic ma-
chine equations.

Fig. 5.(a) Current (Ias) Plots and Time  

few cycles, the motor violently oscillated, it was able to 
attain synchronism at 375 radian/sec as displayed.
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Fig. 5.(b) Current (Ibs) Plots Versus Time 

Fig. 6. Main and Aux.Winding 
plots against Load Angle

Fig. 7. Torque Plots against Load Angle

4.3 Harmonic Balance results

This paper presented various phasor plots of sta-
tor main and auxiliary winding currents in Figure 8, 
q-d stator currents in Figure 9 were plotted with time, 
the capacitor voltage in Figure 10, and rotor currents 
as showcased in Figure 11; all these plotted were in 
response to time. The torque plots were presented in 
Figures 12, 14, and 16, all were plotted against time at 
420 load angles while Figures 13, 15, and 17 were the 
responses of torques plots at a varying load angle. The 
phasor current plots of Figure 8 gave the closest values 
for single-phase characteristics which to a great extent 
conform to the simulated result. It can be verified in 
Figure 17 that the range of the load angles at which the 
motor can operate with minimal torque pulsation was 
between 400 to 500 (electrical); since in the plot of T3S, 
the range at the point of operating load angle was the 
closest range to zero pulsation.

Fig. 8. Current Plots Versus Time

Fig. 9. Stator Current Plots against Time t

Fig. 10. Capacitor Voltage Plots Versus Time 

Fig. 11. Rotor Current Plots against Time

Fig. 12. Pulsating Torque Plots Versus Time 



49Volume 12, Number 1, 2021

Fig. 13. Pulsating Torques Plots against Load Angle 

Fig. 14. Average Torque Plots Versus Time  

Fig. 15. Average Torques Plots against Load Angle

Fig. 16. Pulsating Torque Plots Versus Time

Fig. 17. Pulsating Torques Plots against Load Angle

4.4 Discussion of results

The various capacitor voltages, currents, and torque 
components and their responses to time and load an-
gles both for the dynamic simulation and the computa-
tions are as displayed above in Figures 3 - 17. The motor 
torques of the computed results ranging from average 
to pulsating torques were also displayed. There are two 
number average torque components while the pulsat-
ing torques are four in number. The major contributor 
to torque pulsation is the double frequency compo-
nent (T3S & T6) as can be observed. The total indicator 
runout (TIR) was a pulsating torque component that 
has a quadruple frequency due to the rotor saliency but 
oscillating at (ωr+ωe) and (ωr-ωe); this arose as a result 
of the rotor saliency. It is relying on the weak capaci-
tor value and cannot be curtailed; their minimization 
hinged on the rotor geometry and was gotten from the 
ratio of Ld/Lq of the machine, the higher the ratio the 
healthier the machine proficiency and power factor. T2 
was the arithmetic mean of the torque component that 
was hooked up on both capacitor value and the volt-
age load angle (δ). Their dependency on capacitor val-
ue is strong. If for any reason the rotor speed swerved 
from the synchronous speed, then it can dangle at (ωr-
ωe), meanwhile, as ωe=ωr (at steady state), it produced 
an average torque component. Furthermore, T3S was a 
dual-frequency aspect that oscillated at 2ωe and arose 
as a result of disparity in the magnetomotive force in 
the stator rising from main and auxiliary windings. Its 
reliance on capacitor was too tight hence could be cur-
tailed. T4 was the quadruple element established as a 
result of the collaboration within the onward and re-
gressive components of the permanent magnet flux.  
The signal was weak and the minimization made an in-
significant influence on the entire torque performance. 
T5 was another average torque that boosted the ma-
chine’s performance. T6 was a twofold frequency con-
stituent that oscillated at 2ωe and ascended as a result 
of an imbalance in the rotor permanent magnet flux. 
It was a negative revolving torque component beyond 
330 load angle but from 00 to 200, it revolved in the 
positive direction, unlike other pulsating torque com-
ponents that were independent of load angle (δ) of the 
machine and oscillate in the negative and positive di-
rection at any point in time.

5. CONCluSIONS

Single-phase synchronous motor analysis is not easy 
to come by owing to its inherent asymmetrical fea-
tures, but it even becomes much complicated with the 
introduction of a permanent magnet as an integral part 
of it, since permanent magnet machine performance 
indices are characterized by high torque ripples. How-
ever, the painstaking efforts put in this novelty work 
for the IPM machine analysis have successfully paid off. 
This paper showcased a unified study of high-efficien-
cy single-phase line-start IPM motor that permitted the 
obtaining of the steady-state, as well as dynamic and 
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transient performances analysis of the motor for differ-
ent functional settings. A mathematical model devel-
oped for the motor was based on d-q axis theory and 
harmonic balance techniques, coupled with the deri-
vation of the inductances as peculiar to the machine. 
Simulation and computed results of the fractional 
horsepower having optimum starting and running sta-
tor capacitance of 50µF and 15µF for different operat-
ing conditions are presented.  

The simulated results to a large extent conform with 
computed results; the minor variation could be as-
cribed to the non- enclosure of saturation effect of the 
third harmonic frequency components inherent in the 
stator of single-phase machines in the model equation 
of the dynamic simulation. Most importantly, the work 
has discovered the average and pulsating torques in-
herent in IPM machines during its asynchronous and 
steady-state mode of operations. Those torques as 
discovered and presented have been categorized and 
their functional pulsating characteristics fully analyzed. 
Secondly, it optimized the performance of single-
phase IPM machines as the impact of the pulsating 
torques can be extensively minimized by operating the 
machine within the range of the load angles at which 
the motor can operate with minimal torque pulsations 
[17]; which is between 400 to 500 (electrical) since in 
T3S, that range at the point of operating load angle of 
420 is the closest range to zero pulsation. At this point, 
it becomes imperative that a narrow load angle range 
as this can not be the best expected. Hence, further ef-
fort should be made to widen the load angle gap, in-
corporate electronic circuits for better control, taking 
their attendant setbacks into consideration.
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1. INTRODUCTION

There is a strong growth in the development of en-
ergy storage technologies, especially batteries, in the 
last decades. This is confirmed by the large number of 
available papers in which the overview of storage tech-
nologies and their applications is given. Some storage 
technologies are in use for a long time while other 
technologies are under research and development. 
Some technologies are widely used in commercial ap-
plications while others are used only for experimental 
applications. 

Energy storage is important for matching electricity 
supply to load demand, increasing power quality and 
enabling renewable technologies integration [1]. Se-
lection of suitable energy storage technology depends 
on power and energy capacity, the period during which 
energy needs to be available on the grid, costs, space 
required for technology placement and location in the 
network [2]. Power systems in the future could not be 
possible without storage. Pumped hydro storage was 
dominant throughout history, batteries are suitable for 
load shifting while flywheel, capacitors and supercon-
ductive inductors are suitable for voltage regulation 

[3]. Batteries are an ideal technology for continuous 
energy storage applications, while flywheels and super 
capacitors are ideal for power storage applications [2]. 
For large scale energy storage applications, the most 
suitable technology is a pumped hydro because of 
technical maturity [4]. Batteries are the cheapest tech-
nology for different applications, flywheel is suitable 
for short storage periods while compressed air and 
pumped hydro are suitable for large scale applications 
[5]. In comparison to batteries and supercapacitors, us-
ing hybrid storage technologies lead to reduction of 
volume, weight and costs of storage systems [1].

Battery energy storage system (BESS) functionalities 
can be classified at different grid levels as following: 
generation, transmission and distribution, end-user 
and renewable energy sources (RES) integration [6]. 
Batteries are ideal for energy storage applications be-
cause of the short response time, modularity, flexible 
installation and short construction time. Batteries can 
meet the requirements of Grid-level large-scale elec-
trical energy storage (GLEES) [7]. There are four main 
groups in which batteries can be classified: primary 
cells, secondary cells, reserve batteries and fuel cells. 
Secondary cells imply rechargeable batteries such as 
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lead-acid batteries, alkaline batteries, lithium batteries, 
sodium batteries, flow batteries and other batteries [8]. 
There is a problem when batteries work in a hard envi-
ronment, especially in low temperatures which can be 
overcome with implementation of specific materials, 
but a more acceptable solution is using the combina-
tion of existing battery technologies [9]. The weather 
impact on renewables, specifically photovoltaics, can 
be overcome with the use of energy storage systems. 
Battery storage technologies, unlike other storage 
technologies, are more suitable for renewable energy 
sources because of a simple and efficient way of elec-
trical energy storing [10]. Lithium-ion and lead-acid 
are most suitable for RES integration applications [6]. 
Small scale batteries at consumption level have ability 
to solve photovoltaic variability problems. On the other 
side, for wind generation, additional optimization of a 
storage system is required. Designing a storage system 
is a complex process, but it is possible to make effective 
solutions for many different applications [11]. 

Lead-acid batteries are in use since a long time ago 
and all technology limits and possibilities are well 
known and like other battery technologies, lead-acid 
batteries are suitable for different grid applications 
[12]. Lithium-ion technology is widely used in small 
scale portable applications because of high power 
and energy and low weight but it Is expensive for large 
scale stationary applications [4]. Lithium-ion battery 
technology is mostly used in electric vehicles because 
of a high power and energy. Main obstacles for using 
lithium-ion batteries for stationary applications are 
battery aging and efficiency drop due to aging. There 
is a possibility of second use batteries for stationary 
applications [13]. Lithium-ion battery technology has 
a large potential to become one of the main technolo-
gies for grid applications because of a high efficiency, 
energy density and long cycle life, but to achieve this, 
it is required to decrease technology costs, build effec-
tive systems for collecting and recycling and develop 
new lithium technologies [14]. 

Research is focused on electrochemical storage tech-
nologies. Development of battery technologies with 
high efficiency and low cost is required for large scale 
grid applications. There are potassium-ion batteries 
with high energy density, but low cost in comparison to 
lithium-ion batteries [15]. Research and development 
of battery technologies in the future will be focused 
on solid state batteries, which are safe and have high 
energy density and currently used batteries with liquid 
electrolyte will be replaced with solid state batteries 
[16]. Future development of battery storage technolo-
gies is focused on improving storage system efficiency 
and decreasing investment cost [17]. Development of 
storage systems should be focused on technologies 
with high performance and low prices. Environmental 
impact of storage technologies, especially batteries, is 
significant [18]. There are needs for development of mi-
crogrids with energy storage systems, but using only 

one storage technology cannot meet all requirements 
of a microgrid so there is a need for development of 
hybrid storage technologies for microgrid applications 
[19]. The number of plug-in electric vehicles is con-
stantly growing and, in the future, electric vehicles will 
participate as a virtual energy storage system and this 
can reduce the need for stationary storage [20]. 

This paper deals with battery storage technologies 
overview and their grid applications. The paper is di-
vided into 5 chapters. Chapter 1 gives a short overview 
of available papers which deals with battery storage 
technologies. In chapter 2, six battery technologies are 
explained in the following order: lead-acid, lithium-ion. 
nickel-cadmium, nickel-metal hydride, sodium-sulfur 
and vanadium-redox flow batteries. In chapter 3, fol-
lowing grid applications are explained: peak shaving, 
load leveling, power reserve, integration of renewable 
energy, voltage and frequency regulation and uninter-
ruptible power supply, Grid applications are presented 
textually and graphically. In chapter 4, comparison of 
battery technologies is done through diagrams accord-
ing to characteristics given in the chapter 2. Chapter 5 
will give conclusions about overviewed battery tech-
nologies.

This paper will give contributions through an over-
view of the most used battery technologies for differ-
ent grid applications All technologies are overviewed 
in the same way, first textual description, then graphi-
cal representation, then advantages and disadvantag-
es and the technology characteristics. One of the ob-
served characteristics is energy and power cost which 
will be expressed in EUR, unlike most of the reviewed 
papers in which it is expressed in USD. Overviewed 
technologies will be compared through uniformed 
diagrams. In this paper, specific power and specific 
energy, then power density and energy density, then 
power and energy cost, then lifetime and the number 
of lifetime cycles, then cell voltage and the efficiency 
for battery technologies will be compared.

2. BATTERY TECHNOLOGIES OVERVIEW

With the development of smart grids and microgrids 
there is a growing need for energy storage in power sys-
tems. Throughout history various storage systems have 
been developed for electrical energy storage. The main 
difference between various storage types is in a form 
of energy in which electrical energy is stored. There 
are mechanical, thermal, thermochemical, chemical, 
electrochemical, electrical and magnetic storage types. 
Main mechanical storage technologies are flywheels, 
pumped hydro and compressed air. Electrical storage 
technologies are capacitors and supercapacitors. Main 
chemical storage technology are hydrogen fuel cells.

 This paper deals with batteries which are an elec-
trochemical storage technology. There are different 
battery technologies, and the several types will be ex-
plained. There are also flow battery technologies and 
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one of them will be explained. In this paper the follow-
ing battery technologies are presented:

•	 lead-acid,
•	 lithium-ion,
•	 nickel-cadmium,
•	 nickel-metal hydride,
•	 sodium-sulfur,
•	 vanadium-redox flow.
The overview of listed battery technologies is done 

according to different technical characteristics. Ob-
served technical characteristics are defined below.

Cell voltage [V] is a voltage measured on the battery 
cell between positive and negative terminals. It is very 
important for stacking cells into batteries with previ-
ously defined voltage.

Specific energy [Wh/kg] represents the available 
energy of battery technology per unit of mass. It is im-
portant for comparing the output energy of different 
technologies with equal mass.

Specific power [W/kg] represents the available power 
of battery technology per unit of mass. It is important 
for comparing the output power of different technolo-
gies with equal mass.

Energy density [kWh/m3] defines the available en-
ergy of battery technology per unit of volume. It is im-
portant for comparing the output energy of different 
technologies with equal volume.

Power density [kW/m3] defines the available power 
of battery technology per unit of volume. It is impor-
tant for comparing the output power of different tech-
nologies with equal volume.

Efficiency [%] shows the ratio between energy that 
can be discharged from battery and energy used to 
charge battery. There are losses during energy conver-
sion from electrical to electrochemical and then during 
conversion from electrochemical to electrical.

Working temperature [°C] is the temperature range 
at which the battery technology can operate. If tem-
perature is out of this range it can come to significant 
reduction of battery performance. 

Lifetime cycles [cycles] represents the number of 
charge and discharge processes during which the bat-
tery keeps minimum working performance. It’s impor-
tant for applications with a lot of charging and dis-
charging processes because there are a high number 
of cycles.

Lifetime [years] represents the number of years dur-
ing which the battery keeps the minimum working 
performance. If lifetime is short, batteries need to be 
replaced often, which is expensive.

Maximum depth of discharge [%] represents the 
amount of charge that can be discharged in one cycle. 
Some technologies cannot be fully discharged.

Self-discharging rate [%] represents the amount of 
charge that is discharged when the battery is not in 
use. It is not significant if battery storage is charging 
and discharging all the time.

Power rating [MW] shows power capacity of installed 
batteries on the same location which can be consid-
ered as a single storage unit. It is important for plan-
ning large scale battery storage systems.

Energy cost [€/kWh] defines the price of battery en-
ergy storage per unit of energy. Prices in EUR are con-
verted from prices in USD.

Power cost [€/kW] defines the price of battery energy 
storage per unit of power. Prices in EUR are converted 
from prices in USD. Given prices are approximate and 
intended only for technology comparison.

2.1 Lead-acid

Lead-acid (Pb-acid) technology has been in use for a 
long time, it is easy and cheap for installation and main-
tenance, so this is the main reason for wide use of this 
technology and this technology is also one of the most 
common for stationary applications worldwide. Lead-
acid batteries have ability to perform a deep discharge 
when it is required and the main problem with lead-acid 
batteries is that battery performance largely depends 
on temperature [21]. Nominal voltage of this technol-
ogy cell is around 2 volts. Lead-acid battery technology 
is based on positive and negative electrodes submerged 
into electrolyte which is a combination of sulfuric acid 
and water, lead dioxide is used as a positive electrode 
and lead is used as a negative electrode [12]. Lead-acid 
battery technology cell is shown in Fig. 1.

Fig. 1. Lead-acid battery cell

Some advantages of the lead-acid technology are 
low cost, high cell voltage, suitability for intermittent 
charge applications and good ability of recycling. Dis-
advantages are limited energy density and the number 
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of lifetime cycles which is lower in comparison to other 
technologies [7]. Detailed characteristics of the lead-
acid battery technology are shown in table 1.

Table 1. Lead-acid characteristics [4, 5, 7, 8, 19]

Characteristics Value

Cell voltage 2 – 2.1 V

Specific energy 25 – 50 Wh/kg

Specific power 150 – 400 W/kg

Energy density 25 – 90 kWh/m3

Power density 10 – 400 kW/m3

Efficiency 63 – 90 %

Working temperature 18 – 45 °C

Lifetime cycles 250 – 2000

Lifetime 2 - 15 years

Max. depth of discharge 80 %

Self-discharge rate 0.1 – 0.3 % per day

Power rating 0 – 20 MW

Energy cost 40 – 170 €/kWh

Power cost 250 – 500 €/kW

2.2. Lithium-ion

Lithium-ion (Li-ion) technology is one of the most 
advanced battery technologies widely used today. Cell-
phones, smartphones, tablets, laptops, all gadgets are 
powered with the Li-ion battery. There are many pros of 
the lithium-ion technology: high power, energy capac-
ity, long battery lifetime and relatively low weight and 
because of these pros, Li-ion technology is being used 
to power hybrid and electric vehicles [22]. Lithium-ion 
battery working principle is given in Fig. 2 according to 
[13]. Li-ion cells consist of two electrodes, anode and 
cathode. Graphite is used as anode and the lithium 
metal oxide Is used as cathode. The lithium salt in or-
ganic solvent is used as electrolyte. Anode collector is 
made from copper (Cu) and cathode collector is made 
from aluminum (Al). Working principle of this technol-
ogy is based on LI-ions moving from cathode to anode 
when battery is in charging process and from anode to 
cathode when battery is in discharging process [23].

Fig. 2. Lithium-ion technology working principle

Advantages of the lithium-ion technology are long 
battery lifetime, the number of lifetime cycles, high 
energy density, low maintenance cost and there is no 
memory effect. Disadvantages are high cost in compar-
ison to other technologies, poor performance at high 
temperature and the request for protective circuits [7]. 
Detailed characteristics of the lithium-ion battery tech-
nology are shown in table 2.

Characteristics Value

Cell voltage 2.5 – 5 V

Specific energy 80 – 250 Wh/kg

Specific power 200 – 2000 W/kg

Energy density 95 – 500 kWh/m3

Power density 50 – 800 kW/m3

Efficiency 75 – 97 %

Working temperature 20 – 65 °C

Lifetime cycles 100 – 10000

Lifetime 5 - 15 years

Max. depth of discharge 100 %

Self-discharge rate 0.1 – 0.3 % per day

Power rating 0 – 0.1 MW

Energy cost 500 – 2100 €/kWh

Power cost 1000 – 3400 €/kW

Table 2. Lithium-ion characteristics [4, 5, 7, 8, 19]

2.3. Nickel-cadmium

Nickel-cadmium (Ni-Cd) technology is in use for a 
long time in applications that require a long battery 
life and in difficult environmental conditions because 
this battery technology is cheap and robust. Nickel-
cadmium technology is based on cathode made from 
nickel oxide hydroxide and anode made from metallic 
cadmium while electrolyte used for Ni-Cd batteries is 
potassium hydroxide [24]. Cross section of the nickel-
cadmium battery is shown in Fig. 3 according to [4]. 
Ni-Cd batteries can be charged with a high charge rate 
which means that the battery is charging with a cur-
rent much higher than a nominal current is, but in this 
case the charging process must be stopped when the 
battery is full, otherwise the battery will heat very fast 
which leads to damage. The main problem with Ni-Cd 
batteries is a memory effect which means that battery 
loses full capacity if it is slightly discharging and re-
charging every time during a certain period [25].

Fig. 3. Nickel-cadmium 
battery cross section
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Advantages of NiCd technology are low maintenance 
cost, the number of lifetime cycles, suitability for long-
term storage and ability to resist electrical and physical 
stress. Disadvantages are high cost in comparison to 
the lead-acid technology, limited energy density, toxic 
and caustic elements in batteries and the memory ef-
fect [7]. Detailed characteristics of NiCd battery tech-
nology are shown in table 3.

Table 3. NiCd characteristics [4, 5, 7, 8, 19]

Characteristics Value

Cell voltage 1.2 – 1.3 V

Specific energy 30 – 80 Wh/kg

Specific power 80 – 300 W/kg

Energy density 15 – 150 kWh/m3

Power density 40 – 140 kW/m3

Efficiency 60 – 90 %

Working temperature - 40 – 50 °C

Lifetime cycles 1000 – 5000

Lifetime 10 - 20 years

Max. depth of discharge 80 %

Self-discharge rate 0.2 – 0.6 % per day

Power rating 0 – 40 MW

Energy cost 680 – 1300 €/kWh

Power cost 420 – 1300 €/kW

2.4. Nickel-metal hydride

Nickel-metal hydride (Ni-MH) technology has been 
used in several applications such as energy storage for 
smart energy systems, robust battery systems which 
work at high temperatures, hybrid electric cars and 
public transport [26]. Ni-MH battery cell cross section 
with the main parts is shown in Fig. 4 according to [27]. 
Nickel-metal hydride technology is based on the nega-
tive electrode made from hydrogen-absorbing alloys 
which have the possibility to absorb releasing hydro-
gen and the positive electrode made from nickel oxy-
hydroxide. There is a separator which separates positive 
and negative electrodes to prevent shorting between 
electrodes. Electrolyte used in this technology is potas-
sium hydroxide (KOH). There is a current collector made 
of metal which minimizes the internal battery resistance. 
To release gases produced during the overcharging or 
shorting there is a self-sealing safety vent [28].

Some advantages of NiMH technology are long bat-
tery lifetime, high number of lifetime cycles, good per-
formance at the high temperatures, high energy density, 
good ability of recycling and the high tolerance to bat-
tery overcharging and over discharging. Disadvantages 
are high cost in comparison to the lead-acid technology 
and bad performance at the low working temperatures 
[7]. Detailed characteristics of NiMH battery technology 
are shown in table 4.

Table 4. NiMH characteristics [4, 5, 7, 8, 19]

Characteristics Value

Cell voltage 1.2 – 1.35 V

Specific energy 40 – 110 Wh/kg

Specific power 200 – 300 W/kg

Energy density 40 – 300 kWh/m3

Power density 10 – 600 kW/m3

Efficiency 50 – 80 %

Working temperature – 30 – 70 °C

Lifetime cycles 300 – 1800

Lifetime 2 - 15 years

Max. depth of discharge 100 %

Self-discharge rate 5 – 20 % per day

Power rating 0.01 – 3 MW

Energy cost 170 – 640 €/kWh

Power cost 200 – 470 €/kW

Fig. 4. Nickel-metal hydride battery cross section

2.5. Sodium-sulfur

Sodium-sulfur (NaS) battery technology is one of the 
most suitable for use in energy storage systems be-
cause of the high energy density [29]. NaS battery cell 
cross section is shown in Fig. 5 according to [29]. This 
technology is based on the use of sodium as anode and 
sulfur as cathode, electrolyte is beta alumina ceramics. 
For this technology is interesting that electrolyte is also 
a separator. NaS technology has a low internal cell resis-
tance because of the use a ceramic electrolyte and this 
is good for two reasons. With the low resistance, power 
to weight ratio is being increased and heat produced 
during the charging process is being decreased [30]. 
Typically working temperature of the sodium-sulfur 
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batteries is between 300°C and 350°C. Reason for high 
temperature is to keep electrodes in a liquid state. High 
temperature decreases efficiency of the cycle which in-
creases the number of operation cycles. [31]

Fig. 5. Sodium-sulfur battery cell cross section

Advantages of sodium-sulfur technology are high en-
ergy density, high number of lifetime cycles, capability of 
pulse power and good resistivity to self-discharging. Dis-
advantages are high cost and high temperature required 
for battery operation [7]. Detailed characteristics of sodi-
um-sulfur battery technology are shown in table 5.

Characteristics Value

Cell voltage 1.8 – 2.71 V

Specific energy 150 – 240 Wh/kg

Specific power 90 – 230 W/kg

Energy density 150 – 350 kWh/m3

Power density 1.2 – 50 kW/m3

Efficiency 75 – 90 %

Working temperature 300 – 350 °C

Lifetime cycles 2500 – 40000

Lifetime 10 - 15 years

Max. depth of discharge 100 %

Self-discharge rate 0 % per day

Power rating 0.05 – 34 MW

Energy cost 250 – 420 €/kWh

Power cost 850 – 2500 €/kW

Table 5. NaS characteristics [4, 5, 7, 8, 19]

2.6. Vanadium-redox flow battery

Vanadium-redox flow battery (VRFB) is a new tech-
nology which promises a lot because of the very good 
characteristics. This technology has a long lifetime, 
very fast response time and long storage time which is 
ideal for long-term energy storage. Power and energy 
of VRFB are independent, power depends on the num-
ber and size of the cells and energy depends on the 
available electrolyte, respectively tank size [32]. Work-

ing principle of the VRFB technology is shown in Fig. 6 
 according to [33]. VRFB technology is based on two 
tanks in which vanadium ions electrolytes are stored, 
one electrolyte is positive and the other is negative. 
Flow of electrons is caused by oxidation and reduc-
tion processes in the ion selective membrane through 
which electrolytes are being pumped. Response time 
of this technology is fast because electrolyte flow does 
not change, regardless of whether battery is charging 
or discharging [33].

Fig. 6. Vanadium-redox flow battery working 
principle

Advantages of the vanadium-redox flow battery 
technology are high operating safety, high number 
of lifetime cycles, low operation and maintenance 
cost and deep discharging capability. Disadvantages 
are low energy density and the large space required 
for technology placement [7]. Detailed characteristics 
of the vanadium-redox flow battery technology are 
shown in table 6.

Characteristics Value

Cell voltage 1.2 – 1.4 V

Specific energy 10 – 130 Wh/kg

Specific power 50 – 150 W/kg

Energy density 10 – 33 kWh/m3

Power density 2.5 – 33 kW/m3

Efficiency 75 – 90 %

Working temperature 5 – 45 °C

Lifetime cycles 10000 – 16000

Lifetime 5 - 15 years

Max. depth of discharge 100 %

Self-discharge rate 0 % per day

Power rating 0.03 – 3 MW

Energy cost 130 – 850 €/kWh

Power cost 500 – 1300 €/kW

Table 6. VRFB characteristics [4, 5, 7, 8, 19]
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3. GRID APPLICATIONS OF A BATTERY STORAGE

With growth of the amount of distributed generation, 
passive distribution grids become active. It means that 
energy flows are in two ways, from generation, over 
transmission grid to distribution grid and in the op-
posite way, from distribution grid to transmission grid. 
Operation of an active distribution grid is more compli-
cated then operation of a passive grid, especially if dis-
tributed generation is intermittent, such as photovoltaic 
and wind. There is a demand for additional energy stor-
age which has ability to support grid functionality and 
stability. In conventional power systems, load profile is 
divided on a base load, which is covered from baseload 
power plants and on a variable load, which is covered 
from load following power plants. Variable load can be 
partially covered from energy storage so there is less 
need for regulation power plants. Batteries are more ac-
ceptable for voltage and frequency regulation applica-
tion than regulation power plants because of the fast 
response on voltage and frequency changes. Batteries 
are being used in the following grid applications:

•	 peak shaving,
•	 load leveling,
•	 power reserve,
•	 integration of renewable energy sources,
•	 voltage and frequency regulation,
•	 uninterruptible power supply.

3.1. Peak shaving

Highest demand for electrical energy appears in the 
evening during winter because of the high amount of en-
ergy is required for heating and in the middle of the day 
during summer because of the high amount of energy 
is required for cooling. Grid utility operators have intro-
duced different prices of electricity depending on energy 
demand. When demand is high, price is higher and when 
demand is low, price is lower. Methods for reducing con-
sumption of electrical energy when demand is at peak 
are called the peak shaving and it can be done in different 
ways. First method is switching off appliances that are not 
in use and installing heating systems with thermostat to 
reduce power demand, second method requires the in-
stallation of additional generators to achieve peak power 
demand and third method is using batteries to cover con-
sumption during peak power demand [16].

Fig. 7. Peak shaving with using of a battery storage

Peak shaving with the use of a battery storage is 
shown in Fig. 7. When the power demand is low, energy 
price is also low, and energy can be stored in batteries 
and when the power demand is high, energy price is 
also high and peak load can be partially or fully covered 
with energy from batteries [18].

3.2. Load leveling

Load leveling is not much different from peak shav-
ing. Booth applications have similar working principles. 
Energy is being stored in batteries during low power de-
mand and being used from batteries during high power 
demand. Peak shaving has a task to level the load profile 
only during peak power demand while load leveling has 
a task to level the entire load profile during the entire 
day [18]. Load leveling uses low price energy from base 
generation to cover high price peak energy demand. 
Like the peak shaving, load leveling can give profit to the 
customers, because the use of stored energy during high 
price periods and make customers less dependent on 
the electricity market during peak periods [34]. Load lev-
eling with the use of a battery storage is shown in Fig. 8.

Fig. 8. Load leveling with using of a battery storage

It can be assumed that load leveling requires much 
higher battery capacity than peak shaving applications 
because peak shaving is covering consumption during 
only a few hours a day while load leveling is covering 
consumption more hours a day.

3.3. PowEr rESErVE

When grid operators predict the load demand for 
the day ahead it can happen that actual load demand 
is less than predicted load demand and it also can hap-
pen that actual load demand is higher than predicted. 
There is a possibility to install a battery storage system 
that will store energy excess when the actual load de-
mand is less than predicted and cover actual load de-
mand when it is higher than predicted load demand 
as shown in Fig. 9. Battery storage systems are ideal for 
this application because of the fast response time [16].

Reserve in the power system is important because 
reserve supports the power system from the unaware 
load reducing when load demand is high. Battery stor-
age is a much better solution for spinning reserve than 
synchronous generators which must be synchronized 
with the grid during startup and this makes them slow. 
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More reserve capacity leads to better system reliability, 
but it is necessary to find the optimal reserve capac-
ity due to high installation price. In the future, electric 
vehicles connected to the charging stations will also be 
able to provide reserve in the power system [18]. Pro-
viding a reserve service to the grid operator has a finan-
cial benefit for battery storage owners. Grid operators 
and reserve providers enter a contract that defines the 
amount of energy which must be available to feed into 
the power system and the energy price at which the 
operator will buy energy from the reserve provider.

Fig. 9. Battery power reserve

3.4. Integration of renewable energy sources

Renewable energy sources nowadays are pres-
ent worldwide and their share in total production of 
electrical energy is in constant growth. Integration of 
renewable energy sources, especially wind and solar, 
causes economical and technical challenges for grid 
operators [5]. Renewable energy sources are variable, 
intermittent and unpredictable so they are harder to 
integrate in the power system [35]. It is more difficult to 
operate the power system and keep stability because 
of power fluctuations [36]. Intermittency and variability 
of the renewable energy sources are primarily caused 
by weather changes. In the case of photovoltaics, it of-
ten happens that clouds reduce solar radiation which 
leads to decreased generation from photovoltaics. In 
the case of wind power, wind speed is variable which 
leads to constant variability in generation from wind. 

Intermittency and variability can be compensated 
with implementation of a battery storage system which 
is necessary for the off-grid photovoltaic and wind pow-
er. On the other side, for on-grid photovoltaic and wind 
power, a battery storage is welcome because it allows 
integration of higher amounts of distributed genera-
tion. During power outages caused by weather chang-
es consumption can be covered from energy stored in 
batteries which are distributed in the power system. As 
the amount of distributed generation will be increased, 
capacity of installed battery storage also needs to be 
increased because for higher amounts of solar and 
wind generation, more battery storage will be needed 
to cover consumption during power outages. Fig. 10. 
shows the case in which energy excess produced from 
photovoltaic during sunny days can be used later in the 
evening to cover higher energy demand.

Fig. 10. Photovoltaic with a battery storage

3.5. Voltage and frequency regulation

In the power system it is required to maintain volt-
age and frequency to keep the power system stability. 
Voltage is regulated with the reactive power and fre-
quency is regulated with the active power. Voltage and 
frequency changes in power systems with integrated 
renewables are more significant and occur more often 
so there is a need for advanced voltage and frequency 
regulation systems [37]. 

Grid voltage should be maintained within defined 
value range at consumption level. Grid voltages, out 
of range, may cause some electrical devices malfunc-
tion or even damage [37]. If voltage is lower than the 
nominal value, injection of the reactive power is re-
quired and if voltage is higher than the nominal value, 
absorption of the reactive power is required. In con-
ventional power systems voltage regulation is done 
by static or synchronous compensation which injects 
reactive power in the grid when needed. There is ability 
to install the battery storage which can absorb reactive 
power to decrease voltage when voltage is high and 
inject the additional reactive power to increase voltage 
when voltage is low.   

Frequency in grid should be maintained within de-
fined value range and it can be done with balance 
between load and power generation [38]. When load 
power is higher than generated power, frequency is 
lower than the nominal value and injection of the addi-
tional active power in grid is required. When generated 
power is higher than load power, frequency is higher 
than the nominal value and decrease of generated 
power or increase of load power is required. In con-
ventional power systems frequency regulation is done 
by increasing or decreasing generator output power. 
There is an ability to install a battery storage which 
can absorb power excess from the grid to decrease fre-
quency when it is too high and inject power to the grid 
to increase frequency when it is too low.  

3.6. Uninterruptible power supply

Uninterruptible power supplies (UPS) have a task to 
supply electrical and electronic equipment with con-
stant power during power outages or state of emer-
gency. UPS are usually used in the critical applications 
where the main power supply interruption, even for a 
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short time, can have serious, or even dangerous, con-
sequences [39]. Critical applications are: control and 
monitoring systems in substations, power plants and 
industrial facilities, emergency lighting, medical equip-
ment, computer systems, data centers, telecommuni-
cation systems and base stations, airports, lighting and 
signalization in tunnels, etc.

Main parts of a typical UPS system are battery bank, 
rectifier, inverter and static switch [40]. Battery banks 
have a task to store electrical energy which will be used 
during power outages, lead-acid technology was usual-
ly used and now, lithium-ion technology is often in use. 
Rectifiers are used to connect AC grids with DC batter-
ies and enable to charging batteries with energy from 
the grid. Inverter is used to connect DC batteries with AC 
load and enable to supply load with energy from batter-
ies. Static switch has a task to bypass converters when 
the rectifier or inverter are not working and enable to 
power load with energy directly from the grid.

4. BATTERY TECHNOLOGY COMPARISON

Comparison of overviewed battery technologies 
is done according to technical characteristics given 
in table 1 – 6. Comparison of characteristics is given 
through following six diagrams which are uniformed 
for better technology comparison. The first four dia-
grams are two-dimensional, one technology charac-
teristic is shown on x-axis while another is showed on 
y-axis. The last two diagrams are one-dimensional, bat-
tery technologies are shown on x-axis while technol-
ogy characteristic is shown on y-axis.

Diagram which shows specific power and specific 
energy for different battery storage technologies is 
presented in Fig. 11. Lead-acid, nickel-cadmium, nick-
el-metal hydride and vanadium-redox flow battery 
have the low specific power and specific energy. Sodi-
um-sulfur technology has the low specific power, but 
the high specific energy, from 150 to 240 Wh/kg. For 
the lithium-ion battery technology, specific energy is 
from 80 to 250 Wh/kg and specific power is from 200 
to 2000 W/kg, which is more than other technologies.

Diagram which shows power density and energy 
density for different battery storage technologies is 
presented in Fig. 12. Vanadium-redox flow battery has 
very low power density, from 2.5 to 3 kW/m3 and very 
low energy density, from 10 to 33 kWh/m3. It is because 
a large space needed for two electrolyte tanks place-
ment. For li-ion technology, energy density is from 95 to  
500 kWh/m3 and power density is from 50 to 800 kW/m3, 
which is more than other technologies.

Diagram which shows power cost and energy cost for 
different battery storage technologies is presented in 
Fig. 13. Most expensive battery technology is lithium-
ion with power cost from 1000 to 3400 €/kW and en-
ergy cost from 500 to 2100 €/kWh. Battery technology 
with the lowest price is lead-acid with power cost from 
250 to 500 €/kW and energy cost from 40 to 170 €/kWh.

Fig. 11. Specific power to specific energy

Fig. 12. Power density to energy density

Fig. 13. Cost of battery technologies



62

A diagram which shows the lifetime of battery tech-
nologies is presented in Fig. 14. Lifetime for the lithium-
ion is from 5 to 15 years and the number of lifetime 
cycles is from 1000 to 10000. Nickel-cadmium battery 
technology has the longest lifetime, from 10 to 20 years. 
Sodium-sulfur battery technology has the greatest num-
ber of lifetime cycles, from 2500 to 40000.

Fig. 14. Lifetime of battery technologies

Fig. 15 shows cell voltage for different battery tech-
nologies. Nickel-cadmium, nickel-metal hydride and 
vanadium-redox flow battery have lowest cell voltage. 
Sodium-sulfur and lead-acid have some higher cell 
voltage, Highest cell voltage has the lithium-ion tech-
nology, from 2.5 to 5 V.

Fig. 15. Cell voltage of battery technologies

Fig. 16 shows efficiency of different battery technolo-
gies. Nickel-metal hydride has lowest efficiency, from 
50 to 80 %. Highest efficiency is of the lithium-ion tech-
nology, from 75 to 97 %.

Fig. 16. Efficiency of battery technologies

According to diagrams in Fig. 11 – 16, the overall 
table of compared technology characteristics is given. 
Table shows overall comparison between overviewed 
battery technologies according to most important 
technical characteristics. Through diagrams, ten bat-
tery technical characteristics are compared as follows: 
specific energy and specific power, energy density and 
power density, energy cost and power cost, lifetime 
and lifetime cycles, cell voltage and the last, efficiency. 
Values in the overall table are shown in grayscales. The 
best technology characteristics are shown in a darker 
shade and the worst technology characteristics are 
shown in a lighter shade.

5. CONCLUSIONS

In this paper, six battery technologies, that are most 
often used for grid applications, are overviewed. Main 
characteristics of the lead-acid, lithium-ion, nickel-
cadmium, nickel-metal hydride, sodium-sulfur and 
vanadium-redox flow batteries are presented and their 
characteristics are compared. It cannot be concluded 
that one technology is better than others. Some bat-
tery technologies are suitable for different applications 
while others have a specific application in which they 
have proved very good. All battery technologies are 
good for implementation in moderate climate condi-
tions but only few technologies can withstand imple-
mentation in extreme climate conditions. 

Lead-acid is in use for a long time and the main ad-
vantage of this technology is the very low price. Lead-
acid technology is suitable for different stationary ap-
plications because of good efficiency and the high cell 
voltage. But lead-acid battery technology has the low 
number of lifetime cycles. Lithium-ion is now the most 
advanced and the most used battery technology. Ac-
cording to the overall table, lithium-ion battery tech-
nology is the most suitable for different applications 
because of highest specific power and energy, highest 
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Characteristics Pb-acid Li-ion NiCd NiMH NaS VrFB

Specific energy [Wh/kg] 25 – 50 80 – 250 30 – 80 40 – 110 150 – 240 10 – 130

Specific power [W/kg] 150 – 400 200 – 2000 80 – 300 200 – 300 90 – 230 50 – 150

Energy density [kWh/m3] 25 – 90 95 – 500 15 – 150 40 – 300 150 – 350 10 – 33

Power density [kW/m3] 10 – 400 50 – 800 40 – 140 10 – 600 1.2 – 50 2.5 – 33

Energy cost [€/kWh] 40 – 170 500 – 2100 680 – 1300 170 – 640 250 – 420 130 – 850

Power cost [€/kW] 250 – 500 1000 – 3400 420 – 1300 200 – 470 850 – 2500 500 – 1300

Lifetime [years] 2 – 15 5 - 15 10 - 20 2 - 15 10 - 15 5 - 15

Lifetime cycles [cycles] 250 – 2000 100 – 10000 1000 – 5000 300 – 1800 2500 – 40000 10000 – 16000

Cell voltage [V] 2 – 2.1 2.5 – 5 1.2 – 1.3 1.2 – 1.35 1.8 – 2.71 1.2 – 1.4

Efficiency [%] 63 – 90 75 – 97 60 – 90 50 – 80 75 – 90 75 – 90

Table 7. Comparison of battery technologies

power and energy density, highest cell voltage and 
highest efficiency. But lithium-ion battery technology 
has the highest price in comparison to other technolo-
gies.

Nickel-cadmium is good because of the ability of op-
eration in extreme conditions with very low and high 
temperatures, but because of bad environmental im-
pact, nickel-cadmium is replaced with the nickel-metal 
hydride technology. For extremely cold and hot work-
ing conditions, the most suitable technology is nickel-
metal hydride. It has relatively high power and energy 
density and low price, but with some lower efficiency.  

For applications that require a high number of life-
time cycles, the most suitable technology is sodium-
sulfur because of the high number of lifetime cycles. 
Sodium-sulfur battery technology has high specific 
energy and energy density, high cell voltage and good 
efficiency. Main disadvantage of sodium-sulfur tech-
nology is the high working temperature.

Vanadium-redox flow batteries are future storage 
technology with the ability of long-time energy stor-
age, VRFB technology has the high number of lifetime 
cycles. Main disadvantages of this technology are very 
low energy and power density and large space required 
for battery placement.
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