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Abstract – Comprehensive assessments of the molecular characteristics of breast cancer from gene expression patterns can aid in 
the early identification and treatment of tumor patients. The enormous scale of gene expression data obtained through microarray 
sequencing increases the difficulty of training the classifier due to large-scale features. Selecting pivotal gene features can minimize 
high dimensionality and the classifier complexity with improved breast cancer detection accuracy. However, traditional filter and 
wrapper-based selection methods have scalability and adaptability issues in handling complex gene features. This paper presents 
a hybrid feature selection method of Mutual Information Maximization - Improved Moth Flame Optimization (MIM-IMFO) for gene 
selection along with an advanced Hyper-heuristic Adaptive Universum Support classification model Vector Machine (HH-AUSVM) to 
improve cancer detection rates. The hybrid gene selection method is developed by performing filter-based selection using MIM in the 
first stage followed by the wrapper method in the second stage, to obtain the pivotal features and remove the inappropriate ones. This 
method improves standard MFO by a hybrid exploration/exploitation phase to accomplish a better trade-off between exploration and 
exploitation phases. The classifier HH-AUSVM is formulated by integrating the Adaptive Universum learning approach to the hyper-
heuristics-based parameter optimized SVM to tackle the class samples imbalance problem. Evaluated on breast cancer gene expression 
datasets from Mendeley Data Repository, this proposed MIM-IMFO gene selection-based HH-AUSVM classification approach provided 
better breast cancer detection with high accuracies of 95.67%, 96.52%, 97.97% and 95.5% and less processing time of 4.28, 3.17, 9.45 
and 6.31 seconds, respectively.

Keywords: Gene expression analysis, Breast cancer, hybrid gene selection, Mutual Information Maximization, Improved Moth 
Flame Optimization, Support Vector Machine, Adaptive Universum learning, Hyper-heuristic algorithm

1.  INTRODUCTION

Breast cancer is widespread among women with a 
high global death rate and has multiple causes, includ-
ing genetic and hereditary factors [1]. The genetic fac-
tors can be estimated only through learning the gene 
expression data for molecular analysis of breast cancer 
pathogenesis. This data is a part of the cancer transcrip-
tome, including the different RNA sequencing data 
types. The transcriptome of an organism is measurable 
using RNA-seq or DNA microarrays. The molecular anal-
ysis of this genetic information from DNA can provide 

all the information about the features and functions of 
all the body cells [2]. The genes also provide the vital 
specification of the phenotypes, which can be identi-
fied by analyzing the gene expression profiles of all 
diseased tissues and healthy tissues for obtaining the 
genetic variables for the pathological process [3]. The 
gene expression data can provide information about 
the cancer cells, the impact of drugs on the tissues 
and genetic variations in the diseased cells. Therefore, 
the gene expression data helps obtain the different 
features associated with breast cancer, which can be 
analyzed using advanced computational methods to 
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identify the gene targets, detect the disease's presence 
and develop suitable drugs [4]. Many studies have used 
gene expression data for obtaining deep tumor charac-
teristics, which provide options for treating, caring and 
monitoring cancer patients. Detection of the genes 
more highly expressive of the tumor characteristics 
than the normal cell characteristics is often challenging 
when selecting the best computation method [5]. The 
gene expression data analysis also has challenges, such 
as high dimensionality of gene features, moderately 
smaller sample size and a higher noise ratio.

Numerous studies have utilized supervised and un-
supervised learning systems for cancer identification 
from gene expression data. The unsupervised cat-
egory includes cluster-based methods and decision 
tree classifiers, while the supervised category includes 
statistical and machine learning (ML) algorithms [6]. 
ML algorithms are predominantly utilized for the clas-
sification of disease data. They have often produced 
efficient results using the algorithms such as support 
vector machines (SVM), Random forests (RF), artificial 
neural networks (ANN), etc. The latest studies have 
used deep learning (DL) methods, the so-called com-
plicated algorithms of the ML family, for cancer classifi-
cation tasks. Algorithms such as Deep Neural Networks 
(DNN), Convolutional Neural networks (CNN), etc., have 
better learning rates and improved deterministic pow-
ers than ML algorithms. Still, these algorithms require 
more training data to learn the deep features. They are 
also mostly limited by the high dimensionality and the 
sparse sample size of the gene expression data [7]. Con-
sidering such limitations of DL methods and the exten-
sive research still needed to integrate them for the ge-
nomics data analysis, ML algorithms are suggested for 
breast cancer classification from gene expression data.

SVM has provided better performance for breast 
cancer classification with reduced training and testing 
time [8]. Yet, SVM also has its share of limitations, name-
ly the limited ability to handle high dimensions, under-
performance when the target classes are overlapping 
or unbalanced, and, most importantly, the parameters 
of SVM do not adapt automatically to the given prob-
lem [9]. This paper has focused on developing an effi-
cient breast cancer classification approach by improv-
ing the SVM classifier's performance and establishing a 
hybrid algorithm for improved gene selection so that 
the high-dimension problem is solved. The proposed 
approach has developed a feature selection method 
in which the filter-based method of MIM is combined 
with the wrapper method of IMFO to form the MIM-
IMFO method. This proposed approach is based on two 
stages; the first is selecting the most important gene 
features using Mutual information. The second stage 
reduces the irrelevant features by the optimal feature 
subset selection using IMFO. Here, IMFO is developed 
by introducing a hybrid exploration/exploitation phase 
to the standard MFO [10] to achieve a good trade-off 
between the exploration and exploitation phases. The 

proposed classifier HH-AUSVM is an improved model 
of SVM in which the Adaptive Universum (AU) learn-
ing approach is applied to provide prior knowledge 
adaptively about the optimal classification problem 
and minimize the class imbalance problem. The Univer-
sum samples are data added to the imbalance classes 
as false data to balance the data distribution for easy 
computation without impacting the final output. Ad-
ditionally, the SVM parameters are tuned using hyper-
heuristics to form optimal SVM configuration with high 
accuracy and reduced model complexity. Evaluation 
of the MIM-IMFO and HH-AUSVM is performed using 
gene expression datasets from Mendeley Data Reposi-
tory for breast cancer. 

2. RELATED WORKS

Recent studies have presented various feature se-
lection and classification methods for breast cancer 
analysis from gene expression data. Feature or Gene 
selection methods can be filter, wrapper or embedded 
methods. Statistical measures such as correlation coef-
ficient and mutual information are used in filter meth-
ods to select genes based on relevancy. Vanitha et al. 
[11] computed MI between genes and class labels to 
select the best genes and applied SVM for classification. 
Recently, Rahmanian and Mansoori [12] developed an 
unsupervised gene selection method using multivari-
ate normalized MI (MNMI) with higher classification 
accuracy. Wrapper methods have mostly utilized one 
or more metaheuristic algorithms. Several algorithms, 
such as GA [13], PSO [14], GSA [15], etc., provided a 
training-based selection of genes. Embedded methods 
are a hybrid of the wrapper and filter methods and se-
lect genes based on relevancy and training accuracy. In 
[16], the authors combined MI and GA to form a hybrid 
selection method and achieved 90% accuracy. Sun et 
al. [17] presented hybrid gene selection using  ReliefF 
and ant colony optimization (RFACO) and achieved an 
average accuracy of 94.3%. Although the embedded 
methods provide a better performance, the complexity 
of these methods must be reduced.

Zhang et al. [18] proposed an efficient feature selec-
tion strategy using an SVM based on recursive feature 
elimination and parameter optimization (SVM-RFE-
PO). Evaluated on GEO and TCGA datasets, this model 
achieved an AUC of 96% but also increased the com-
plexity of training. Kong and Yu [19] presented Forest 
Deep Neural Network (fDNN) model using RF and DNN 
to extract features to increase the classification accu-
racy of gene expression data. This model used GEO re-
pository datasets, namely GSE99095 and GSE106291, 
for evaluation and achieved testing AUC of 0.986 and 
0.778 for the two datasets. But this model has limited 
performance when there are overlapping classes in the 
dataset. Zhang et al. [20] developed an ensemble clas-
sifier based on the principal component analysis (PCA), 
deep Auto-Encoders and AdaBoost algorithm (PCA-AE-
Ada). This model obtained 0.714 AUC and increased the 
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accuracy from 75% to 85%. Yet, this model is prone to 
over-fitting owing to the sparse gene datasets.

Elbashir et al. [21] introduced Lightweight CNN with 
selected hyper-parameters for breast cancer classifica-
tion with Array-Array Intensity Correlation (AAIC) outli-
er removal, filtering and normalization. This model ob-
tained 98.76% accuracy on the TCGA dataset for breast 
cancer gene expression data. However, this method 
has higher computational complexity. Mondal et al. 
[22] developed an entropy-based supervised learn-
ing method of SVM, RF, k-nearest neighbor (KNN) and 
naive Bayes for cancerous breast genes. Among them, 
SVM achieved 91.5% classification accuracy on the 
GSE349 & GSE350 datasets from the GEO repository. 
Yet, this model suffers from a class imbalance problem. 
AbdElNabi et al. [23] developed a cancer classification 
approach using information gain (IG)-grey wolf opti-
mization (GWO) feature selection and SVM classifier 
to overcome the over-fitting problems. Evaluated on 
skewed cancer datasets from Kent Ridge Bio-Medical 
Data websites, this approach obtained 94.87% accu-
racy for breast cancer and 95.935% for colon cancer. 
However, this approach has generated high false posi-
tives due to reduced feature selection. 

Pham et al. [24] established a model for subtyping 
breast cancer from gene expression data using an 
SVM-RFE classifier with GS (SVM-RFE-GS). This model 
achieved an accuracy of 89.40% with an improvement 
of 5.44% on TCGA datasets but did not consider the 
class imbalance problem. Gupta and Gupta [25] pre-
sented an improved SVM-RFE gene selection scheme 
with the Least Absolute Shrinkage Selector Operator 
(LASSO) and Ridge regression for classifying breast can-
cer genes. This method reduced the RMSE values from 
0.15 to 0.24. Yet, this method has limited learning capa-
bility. Hosseinpour et al. [26] developed a Hybrid High-
order Type-2 Fuzzy Cognitive Map Improved RF classi-
fication (HHTFCMIRF) approach. This approach utilized 
the improved RF for classifying the breast cancer gene 
data and achieved 93.5% on the TCGA dataset. But this 
method also increased the false positives in the pres-
ence of the class imbalance problem. Wei et al. [27] pro-
posed generative adversarial networks (GAN) model 
with data augmentation to detect breast cancers with 
an accuracy of 92.6%. Still, the class imbalance problem 
or overlapping class labels is not considered.

Few inferences are obtained from the studies in the 
literature. The main inference is that the ML algorithms 
can be more suited for the sparsely sampled gene ex-
pression data irrespective of the emergence of compli-
cated DL methods. Though DL methods have better 
feature learning, ML methods can avoid over-fitting 
and class imbalance problems more effectively. The 
other main inference is that feature learning methods 
can improve classification accuracy with reduced com-
plexity in high-dimensional data. Considering these 
inferences, the proposed approach has developed the 
MIM-IMFO feature selection and HH-AUSVM classifier.

3. METHODS

The overview of the proposed approach for breast 
cancer classification is shown in Fig. 1. 

Fig. 1. Overview of the Proposed Breast Cancer 
Classification model

The proposed approach for breast cancer classifica-
tion using gene expression analysis includes three main 
steps: pre-processing, feature extraction and selection, 
and classification. The pre-processing step intends to 
offer high-quality gene expression data for investigat-
ing breast cancer physiognomies. The pre-processing 
method has two major processes, namely Weighted 
Fuzzy Score (WFS) based data normalization and Bayes-
ian Independent Principal Component Analysis (BIPCA) 
based missing value imputation [28]. After pre-process-
ing, the gene feature vectors are extracted from the 
datasets, and then the hybrid feature selection method 
is utilized. First, the mutual information values are com-
puted for the gene vector pairs, and the best gene pairs 
are selected based on the maximum mutual information 
values. Then the gene pairs are rearranged using the hy-
brid phase, and the best genes are ranked in descending 
order with respect to the fitness values using the IMFO 
algorithm. Finally, the selected pivotal gene features are 
fed to the HH-AUSVM to train the classifier for obtaining 
accurate breast cancer classification in the testing stage.

3.1. DATASETS

The breast cancer gene expression profiles are col-
lected from the Mendeley Data repository (https://
data.mendeley.com/datasets/v3cc2p38hb/1).
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The main dataset contains four separate datasets: BC-
TCGA, GSE2034, GSE25066 and Simulation Data. Table 
1 shows the data distribution in these datasets. 

Table 1. Distribution of Breast Cancer gene 
expression datasets.

Datasets Number 
of genes

Number of samples

Total Normal 
Class

Cancer 
Class

BC-TCGA 17,814 590 61 529

GSE2034 12,634 286 179 107

GSE25066 12,634 492 100 392

Simulation Data 10,000 200 100 100

Table 2 shows examples of normal and tumor classes 
based on the selected five gene values from the input 
datasets.

Table 2. Example of Normal and Tumor data.

Tissue
Gene Expressions (Gene Names)

Class
ELMO2 PNMA1 MMP2 ZHX3 CHD8

1 0.2043 0.5385 0.7076 -0.117 -0.160 Normal

2 0.0645 0.2335 0.99 -0.468 -0.146 Normal

3 0.2887 0.2327 1.3211 -0.376 -0.162 Normal

4 1.2194 -0.2187 -0.148 0.2108 0.8762 Tumor

5 1.2426 -0.026 -1.073 0.3796 0.3047 Tumor

6 1.1717 -0921 -0.435 0.6231 0.2454 Tumor

3.2. PRE-PROCESSING

The gene expression datasets for breast cancer are 
raw data with limitations in terms of missing values and 
outliers. The high-quality data will ensure efficient dis-
ease classification. Therefore, data normalization and 
missing value imputation techniques are applied to 
the input datasets. WFS-based normalization was de-
veloped by integrating the Minkowski Weighted Score 
Functions into the gene fuzzy score computation. 
This WFS method used these weighted fuzzy scores 
to transform the gene expression data values without 
large variations. Similarly, the missing value problem 
is solved using the BIPCA imputation method, which 
utilizes Bayesian theory applied to a fusion model of 
principal component analysis (PCA) and independent 
component analysis (ICA) to replace the missing values 
through likelihood values of informative genes.

3.3. GENE FEATURE SELECTION 
 USING MIM-IMFO

Gene feature selection is choosing the most informa-
tive features while eliminating the less informative and 
irrelevant features. Feature selection can be performed 
by wrapper, filter and hybrid methods. This study uses a 
hybrid method by combining the MIM method and the 
IMFO algorithm. The gene features are selected quickly 
and efficiently by collaboratively using these two meth-

ods. In this hybrid model, the Mutual Information (MI) 
is used inside the IMFO algorithm and as the metric to 
estimate the importance of the features. Then the IMFO-
based optimization strategy ranks the features based on 
the fitness values and returns the top-ranked features for 
the classification. In this model, the IMFO is developed to 
overcome the limitation of MFO, i.e., the degeneration 
of the global search capability and slow convergence. 
To improve the MFO, a hybrid phase is added between 
exploration and exploitation, which can improve the 
search process and convergence speed.

Initially, the moths’ population is assembled, and the 
initial parameters are defined along with the maximum 
number of iterations. In standard MFO, the moths are 
updated based on the flames, and flames are gener-
ated by sorting the best moths. Yet, this process will 
lead to poor population diversity leading to slow con-
vergence and reduced global search capability. The 
moth population is initialized, and the elite individual 
information of moths is protected to eliminate the loss 
rate. The best solution for the entire population will be 
stored in a matrix form

Here hi, j refers to the best position of the i-th moth at 
the j-th dimension. This equation is an enhanced form 
of the standard MFO initialization step. When the itera-
tion k=1, this equation will equal the initialization func-
tion of MFO. This ensures all the moth individuals have 
a set initial position. These initial positions are updated 
by the logarithmic spiral as

(1)

(2)

Here, Mi
k denotes the position of i-th moth at the 

iteration k, Di
k-1 = |Fi

k-1 - Mi
k-1| denotes the distance be-

tween i-th moth and i-th flame at k-1 iteration and Fi
k-1 

denotes the position of the i-th flame at iteration k-1. 
The parameter b defines the spiral shape, and t denotes 
a random number between [r,1], with r being a linearly 
decreasing function from −1 to −2.

Then the MI is computed for these feature subsets, 
which are mapped with the gene features using Eq. (5), 
and the process will be terminated if the maximum MI 
value is obtained. MI is used to compute the effective-
ness of the features from high dimensional data to ob-
tain higher classification accuracy. It is estimated as the 
amount of information via the reduction in entropy. 
Entropy can measure the diversity in the attributes and 
helps in obtaining the impurity of information to quan-
tify the uncertainty of the prediction results using the 
given variable. Hence the entropy is first formulated to 
compute the MI. Let y denote the discrete random vari-
able attribute with two possible outcomes, i.e., relevant 
(R) and irrelevant (R̅) to the ideal features. The binary 
function H can be expressed as a logarithmic value.
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Here (R, R̅) denotes the possible classes- relevant and 
irrelevant, p(R) denote the probability of the sample 
being y∈(R) and p(R̅) denote the probability of the 
sample being y∈(R̅). Conditional entropy defines the 
quantity of the uncertainties of each feature in the de-
cision process, and it is computed between two events, 
X and Y, where X has the value of feature x,

H(Y | X)=∑x∈X  px (x) H(Y | X=x)= 
∑x∈X  px (x) ∑y∈Y  p(y | x)  log py (y | x)= 

∑x∈X ∑y∈Y  pxy (x,y) logpy (y|x)
(4)

The smaller values of the impurity will result in more 
skewed class distributions. The values of entropy and 
the misclassification errors will be the highest when the 
class distribution is uniform and the minimum when all 
the samples belong to the same class.

The MI of y can be computed using the entropy and 
conditional entropy from a feature x as

(5)

A larger MI defines the higher discriminative power 
for the decision process and determines the relevance 
of the features with respect to the classification prob-
lem. The gene pairs are rearranged in the hybrid phase 
to obtain improved gene features.

IMFO includes a new step compared to the MFO. As 
stated before, the IMFO performs three phases. The 
primary phase pledges an optimal exploration, the in-
termediary phase is a hybrid exploration/exploitation, 
and the final phase improves the exploitation. The it-
erations determine it, and hence the iterations are di-
vided into I1, I2 and I3 for each phase. It is defined as

(6)

Here δ1=αK, δ2=βK with α,β∈[0,1] and N denotes the 
set of numbers.

The hybrid phase has been introduced to avoid an 
abrupt transition between the exploration and exploi-
tation phases. A weighted factor is added to the fitness 
function (accuracy or error rate) to improve the exploi-
tation phase without downgrading the exploration ca-
pability. Weight factor w is given as

(7)

Here, f(Mbest) denotes the fitness value of the best so-
lution, and f(Mi

k) denotes the fitness values of the i-th 
moth at iteration k. The exploitation is improved by us-
ing this factor during the hybrid phase without influ-
encing the exploration phase. The moth positions are 
updated as

(8)

Thus, a good balance is obtained in the trade-off be-
tween exploration and exploitation. The fitness value is 
computed for the new features obtained after the hy-
brid phase using these steps. Then these features are 

ranked based on their relevance with respect to the fit-
ness value (accuracy or error rate) computed in IMFO. 
Thus, the MIM-IMFO gene feature selection helps deep 
explore and decide the best gene subsets.

3.4. Classification using HH-AUSVM

The benefits of using SVM-based classifiers are that 
they have universal optimization and a great simplifica-
tion facility to make the grouping precise. Moreover, it re-
solves over-fitting problems and reduces computational 
complications. However, the standard SVM cannot han-
dle the noises and unknown class samples effectively. 
Hence Adaptive Universum learning is utilized with the 
SVM so that the classifier learns the patterns of unknown 
classes and the known classes effectively with prior 
knowledge. AUSVM constructs the data-dependent ar-
chitecture of SVM based on the set of tolerable functions 
for ensuring adaptability. It is more appropriate to ob-
tain the set of Universum samples for the SVM learning 
process instead of defining the data distributions explic-
itly. This Universum Learning solves the class imbalance 
problem better than the other sampling-based methods 
with good regularization and generalization for the data. 
The Universum samples are the additional samples gen-
erated based on current data but do not belong to the 
current classes. These data are added to the imbalance 
classes as false data to balance the data distribution for 
easy computation without impacting the final output. 
Since the Universum samples do not belong to any pre-
defined classes, the AUSVM hyper-plane will fall inside 
the margin borders determined by C due to the usage 
of the maximal margin procedure. Therefore, the AUSVM 
must utilize a maximal soft-margin procedure and maxi-
mize the number of Universum samples distributed 
around the hyper-plane. 

A training set with given Universum samples is de-
fined as

(9)

Here xj
* ∈ Rn,j=1,2,…,u denote the Universum sam-

ples in Rn search space, xi R
n,i=1,2,…,s and yi∈{1,-1} for 

binary classification and yiR
n, i=1,2,…,s for multi-class 

classification. As the Universum samples provide the 
prior knowledge of the network traffic classification by 
approximating the hyper-plane g(x)=0, the primal op-
timization algorithm of the AUSVM with the maximal 
soft-margin procedure is given as

(10)

Subject to yi (w.Φ (xi) + b) ≥ 1-ξi, - ε - ψt
* ≤ w.Φ (xt

*) 
+b ≤ ε + ψt, ξi≥0, i=1,2,…,s and ψt, ψt

* ≥ 0, t=1,2,…,u.

Here Ct denotes the margin parameter or penalty 
parameter of SVM, Cu denotes the margin parameter 
of AUSVM, ψt, ψt

* denotes the slack variables of AUS-
VM and ε represents the in-sensitive loss function for 
Universum samples. Eq. (13) of AUSVM maximizes 
the margin between the classifying hyper-planes and 
the amount of Universum samples to be distributed 
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around the hyper-plane. If Cu=0, then Eq. (13) will be-
come equivalent to the standard SVM equation. This 
dual problem of USVM is formulated as

(11)

Subject to ∑s
i=1  yi αi ∑u

t=1 (μz-vz) = 0;  0 ≤ αi ≤ Ct, 
i=1,2,…,s; 0 ≤ μt, vt ≤ Cu,t=1,2,…,u.

Here μi and vi are Lagrangian multipliers similar to αi. 

When the classifier is non-linear, the problem in the 
input space from Eq. (13) is defined as

(12)

Here f(x) symbolizes the objective function, αi
* de-

notes control parameter, and b* indicates the bias. 
K(xi, yi) represents the kernel function that creates the 
central product of the feature space. The parameters 
namely Cu, K(xi, yi ) and its parameters are selected opti-
mally using HH. The aim is to choose an SVM structure 
that diminishes the miscalculation error and increases 
the accuracy without manipulating the complication. 
It is exhibited as a non-convex optimization issue con-
veyed as a tuple form

(13)

Where AUSVM is the constructed system, Θ is the 
exploration area of the conceivable SVM structures, D 
is the dissemination of the set of cases, C is the fitness 
utility, and S is the arithmetic data. The objective is to 
reduce C to achieve the resolution set over a set of issue 
circumstances to discover

(14)

Each θ∈Θ characterizes one conceivable structure of 
the SVM, and the result C is attained while analyzing 
the SVM through numerous illustrations. The multi-
constraint optimization is expressed as

(15)

Where f1 (x)=Accuracy; f2 (x) = Model Complexity

Here f1 (x), f2 (x) are the two objective functions of 
SVM, and Model complexity is expressed as the Num-
ber of Support Vectors (NSV). The HH algorithm reduc-
es this function to acquire a lightweight SVM with high 
accuracy and less training time.

Hyper-heuristic optimization consists of high-level 
and low-level heuristics in the SVM design structure 
optimization. HH is the multi-level algorithm that ac-
complishes heuristic interpretations and generates 
low-level policies based on the problem obligation 
from prevalent solutions. The low-level heuristics fol-
low the solution space and regulate the current solu-
tions to create new solutions for assessment. 

The high-level policy chooses the appropriate low-
level heuristics as an alternative to probing the so-
lutions so that the low-level policy can execute its 
functions without any disruptions from the advanced 
search policy. 

4. RESULTS AND DISCUSSION

The proposed MIM-IMFO feature selection and HH-
AUSVM classification approach for the breast cancer 
classification problem is evaluated over the Mendeley 
gene expression datasets. The evaluations are conduct-
ed using the MATLAB tool (R2016b version 9.1) on an 
Intel Core i7 processor, Windows 10 OS with 8GB RAM 
and 512GB SSD. The performance metrics, namely Ac-
curacy, Precision, Recall, F-Measure, Pearson Correla-
tion Coefficient (PCC) and Processing Time, are used for 
the evaluation. These parameters are chosen for evalu-
ation since they can help determine the correctness of 
the models and also detect the linear relationship of 
the variables.

(16)

(17)

(18)

(19)

(20)

Here, xi and yi denote the x and y variables of the 
sample, x̅ and y̅ denote the mean of the values of the x 
and y variables.

The performance of the proposed gene selection 
method is evaluated with other existing gene selec-
tion methods based on the number of selected genes. 
All simulations are performed with the same amount 
of data for fair comparisons. Table 3 shows the perfor-
mance of gene selection methods for the four datasets.

Table 3. Comparison of Gene Selection Methods

Method BC-TCGA GSE2034 GSE25066 Simulation 
Data

Total 
Genes 17814 12634 12634 10000

MI [11] 12540 9875 9833 8101

MNMI [12] 11345 8603 8628 6957

GA [13] 9790 7884 7752 5880

PSO [14] 9176 7542 7267 5541

GSA [15] 9042 7125 6823 5179

MI-GA [16] 7920 6043 6043 4222

RFACO [17] 7775 5779 5450 3980

Proposed 
MIM-IMFO 7108 5369 5122 3338
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Table 4 shows the obtained results for the proposed 
methods over the testing sets of the datasets. The ex-
isting method SVM is used as the base classifier along 
with Adaptive Universum SVM. The proposed HH-
AUSVM classifier is used without the feature selection 
method and with the MIM-IMFO method.

Table 4. Performance comparison of Breast Cancer 
Gene Expression Classification.

Accuracy

Method BC-
TCGA GSE2034 GSE25066 Simulation 

Data

SVM 92.36 91.86 90.02 93.89

AUSVM 93.17 92.99 92.58 94.31

HH-AUSVM 94.49 94.26 95.67 94.94

MIM-IMFO +  
HH-AUSVM 95.67 96.52 97.97 95.5

Precision

Methods BC-
TCGA GSE2034 GSE25066 Simulation 

Data

SVM 91.66 96.15 89.32 95.36

AUSVM 93.27 97.49 92.33 96.67

HH-AUSVM 95.88 98.67 95.69 98.5

MIM-IMFO +  
HH-AUSVM 98.75 99.24 96.38 100

Recall

Methods BC-
TCGA GSE2034 GSE25066 Simulation 

Data

SVM 93.94 92.22 86.25 92.48

AUSVM 94.22 94.67 90.49 94.31

HH-AUSVM 94.89 95.55 92.18 95.96

MIM-IMFO +  
HH-AUSVM 95.72 96.2 95.04 97.78

F-measure

Methods BC-
TCGA GSE2034 GSE25066 Simulation 

Data

SVM 92.79 94.14 87.76 93.9

AUSVM 93.74 96.06 91.4 95.48

HH-AUSVM 95.38 97.08 93.9 97.21

MIM-IMFO + 
HH-AUSVM 97.21 97.7 95.71 98.88

Pearson Correlation Coefficient

Methods BC-
TCGA GSE2034 GSE25066 Simulation 

Data

SVM 0.9012 0.9147 0.812 0.8813

AUSVM 0.9225 0.9381 0.8892 0.9156

HH-AUSVM 0.9467 0.9448 0.9218 0.9271

MIM-IMFO + 
HH-AUSVM 0.9588 0.9633 0.9692 0.9524

Processing time (seconds)

Methods BC-
TCGA GSE2034 GSE25066 Simulation 

Data

SVM 11.98 10.96 13.56 10.55

AUSVM 10.26 10.18 12.40 9.89

HH-AUSVM 8.78 8.11 10.87 8.25

MIM-IMFO + 
HH-AUSVM 4.28 3.17 9.45 6.31

The results in Table 1 show that the proposed HH-
AUSVM classifier with the MIM-IMFO feature selection 
has provided better breast cancer classification than 
the SVM, AUSVM and HH-AUSVM models. Among the 
compared methods, the proposed HH-AUSVM with 
MIM-IMFO feature selection has achieved 1.18%, 2.5% 
and 3.31% higher accuracy, 2.87%, 5.48% and 7.09% 
higher precision, 0.83%, 1.5% and 1.78% higher re-
call, 1.83%, 3.47% and 4.42% higher f-measure, 1.21%, 
3.63% and 5.76% higher Pearson Correlation Coeffi-
cient, and 51.25%, 58.29% and 64.27% reduced pro-
cessing time than the HH-AUSVM, AUSVM and SVM 
methods for the BC-TCGA dataset. 

For GSE2034 data, it has achieved 2.26%, 3.53% and 
4.66% higher accuracy, 0.57%, 1.75% and 3.09% higher 
precision, and 0.65%, 1.53% and 3.98% higher recall, 
0.62%, 1.64% and 3.56% higher f-measure, 1.85%, 
2.52% and 4.86% higher Pearson Correlation Coeffi-
cient, 60.91%, 68.86% and 71.08% reduced processing 
time than the HH-AUSVM, AUSVM and SVM methods. 
For GSE25066 data, HH-AUSVM with the MIM-IMFO 
has achieved 2.3%, 5.39% and 7.95% higher accuracy, 
0.69%, 4.05% and 7.06% higher precision, 2.86%, 4.55% 
and 8.79% higher recall, 1.81%, 4.31% and 7.95% higher 
f-measure, 4.74%, 8% and 15.72% higher Pearson Cor-
relation Coefficient and 13.06%, 23.79% and 30.31% 
reduced processing time than the HH-AUSVM, AUSVM 
and SVM methods. 

For the simulation data, HH-AUSVM with the MIM-
IMFO has achieved 0.56%, 1.19% and 1.61% higher ac-
curacy, 1.5%, 3.33% and 4.64% higher precision, 1.82%, 
3.47% and 5.3% higher recall, 1.67%, 3.4% and 4.98% 
higher f-measure, 2.53%, 3.68% and 7.11% higher Pear-
son Correlation Coefficient and 23.52%, 36.2% and 
40.19% reduced processing time than the HH-AUSVM, 
AUSVM and SVM methods.

The confusion matrix evaluation obtained for the 
four datasets is shown in Table 5.

Table 5. Confusion Matrix of Proposed Method

Datasets Total 
Data

True 
Positive

True 
Negative

False 
Positive

False 
Negative

BC-TCGA 590 59 506 11 14

GSE2034 286 173 103 3 7

GSE25066 492 98 384 4 6

Simulation 
Data 200 93 97 4 6

The proposed method's confusion matrix evaluation 
has shown a good trade-off ratio between the true and 
false values. In Simulation data, the 200 samples are 
classified correctly into 93 True Positives (Normal class) 
and 97 True Negatives (Tumor Class) and wrongly into 
4 False Positives and 6 False Negatives. The confusion 
matrix complements the justification provided by the 
other evaluation metrics.
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This better performance of the MIM-IMFO-based 
gene selection and HH-AUSVM classifier is because of 
the use of effective pre-processing by WFS-BIPCA, im-
proved convergence and global search capability of 
gene feature selection and advanced learning-based 
optimized classification.

They are compared with the methods used in the lit-
erature studies to evaluate the proposed approach fur-
ther. Since the literature methods have used different 
breast cancer gene expression datasets in different ex-
perimental conditions, comparing their results directly 
will not be ideal. Hence, for a fair comparison, the meth-
ods described in those studies are implemented in the 
same environment as the proposed approach over the 
GSE2034 and GSE25066 datasets with an equal amount 
of data. The comparisons are made in terms of accuracy 
and processing time. Table 6 shows the comparison of 
the proposed approach against the literature studies.

Table 6. Performance comparison against methods 
in the literature.

Ref. No. Method

GSE2034 GSE25066

Accuracy 
(%)

Time 
(s)

Accuracy 
(%)

Time 
(s)

[18] SVM-RFE-PO 91.5 7.54 91.87 15.76

[19] fDNN 93.47 11.66 94.98 24.61

[20] PCA-AE-Ada 90.88 12.89 91.45 22.55

[21] CNN 95.25 15.63 95.79 21.8

[22] Entropy-based 
SVM 91.31 6.55 92.67 17.17

[23] IG-GWO + 
SVM 90.15 5.41 91.11 13.2

[24] SVM-RFE-GS 88.91 7.88 89.28 15.78

[25] SVM-RFE- 
LASSO 86.72 8.91 87.4 16.83

[26] HHTFCMIRF 91.2 6.37 90.76 14.56

[27] GAN 93.8 17.88 95.51 23.5

Proposed MIM-IMFO + 
HH-AUSVM 96.52 3.17 97.97 9.45

The comparison of the proposed approach against 
the existing methods in the literature studies also 
shows that the proposed MIM-IMFO and HH-AUSVM-
based breast cancer classification model performs 
better than the other methods for the GSE2034 and 
GSE25066 datasets. There have been accuracy improve-
ments in the proposed approach by approximately 1 to 
10%. The processing time of the proposed method is 
also less than the other methods. This concludes that 
the proposed approach of MIM-IMFO feature selection 
and HH-AUSVM classifier has provided a better analysis 

of the gene expression data for accurate breast cancer 
classification with less complexity.

5. CONCLUSION

This paper aimed to introduce a hybrid feature selec-
tion technique and advanced classifier for reducing the 
dimensionality of the breast cancer gene expression 
data to improve the classification performance. Con-
sidering the existing limitations, this paper presented 
an efficient classifier of HH-AUSVM to overcome the 
class imbalance problem, noisy data, sparse data and 
parameter tuning problems for analyzing the gene 
expression data. Utilized with the MIM-IMFO feature 
selection method, the HH-AUSVM classifier obtained 
breast cancer classification accuracies of 95.67%, 
96.52%, 97.97% and 95.5% for BC-TCGA, GSE2034, 
GSE25066 and Simulation Data, respectively. It has 
also consumed about 1-10% less processing time for 
all four datasets than the existing methods. In the fu-
ture, the possibility of improving the feature learning 
property of HH-AUSVM will be investigated. Although 
the evaluations have been made only on breast cancer 
gene expression datasets, the proposed method is also 
suitable for other cancer gene expression datasets. The 
efficiency of this method for classifying other types of 
cancer will be examined in the future.
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Abstract – Prostate Cancer (PC) is the leading cause of mortality among males, therefore an effective system is required for identifying 
the sensitive bio-markers for early recognition. The objective of the research is to find the potential bio-markers for characterizing the 
dissimilar types of PC. In this article, the PC-related genes are acquired from the Gene Expression Omnibus (GEO) database. Then, gene 
selection is accomplished using enhanced Particle Swarm Optimization (PSO) to select the active genes, which are related to the PC. 
In the enhanced PSO algorithm, the interval-newton approach is included to keep the search space adaptive by varying the swarm 
diversity that helps to perform the local search significantly. The selected active genes are fed to the random forest classifier for the 
classification of PC (high and low-risk). As seen in the experimental investigation, the proposed model achieved an overall classification 
accuracy of 96.71%, which is better compared to the traditional models like naïve Bayes, support vector machine and neural network.

Keywords: Gene expression Omnibus, Particle Swarm Optimizer, Prostate Cancer, Random Forest

1. INTRODUCTION

In recent decades, PC is the growing common non-
cutaneous cancer type among men. According to the 
PC cancer agency, the death rate of PC is 2 million in 
2018 [1-2]. Currently, the gene-level treatment shows 
great attention among the clinicians that significantly 
find the normal and abnormal patterns of the patients 
[3-4]. In Gene Expression Analysis (GEA), two major 
concerns in the microarray datasets are high data di-
mension and low samples [5]. By using the minimum 
number of samples, the classification of the disease 
may lead to incorrect decisions [6-7]. To address the 
above-mentioned difficulties, feature optimization is 

included in the GEA to find the effective subsets of fea-
tures/genes [8-9]. The purpose of feature optimization 
is to identify the minimum number of feature subsets 
for attaining better classification accuracy. The conven-
tional metaheuristics-based feature optimization algo-
rithms like  Bat optimizer, cuckoo search and artificial 
bee colony, include some disadvantages like it taking 
extra processing time, and being complex to resolve 
technical and scientific concerns [10]. To overcome 
the above-stated issues, an enhanced optimization 
algorithm is proposed in this manuscript to detect PC 
at an early stage. In this work, a new supervised sys-
tem is implemented to improve the performance of PC 
detection using microarray data. Here, the PC-related 
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genes from the GEO database (GEO IDs: GSE 15484, 
GSE 21034, GSE 3325, and GSE 3998) were collected. 
The main contributions are listed below:

•	 After the collection of microarray data: GSE 15484, 
GSE 21034, GSE 3325 and GSE 3998, the gene as-
sortment is performed utilizing an enhanced PSO 
algorithm on distinct GEO IDs. To enhance the 
searching ability of traditional PSO, many methods 
are included in the conventional PSO algorithm. 
In this article, the Interval-Newton methodology 
is used for keeping a reasonable search space by 
adjusting the swarm diversity adaptively and per-
forming local search significantly. 

•	 A random forest classifier is used to classify the 
sub-classes of PC such as low-risk (non-aggressive 
PC) and high-risk (aggressive PC) after selecting 
the optimal genes. 

•	 The random forest classifier is the best choice for 
microarray data classification because it easily re-
solves the issue of unstructured or unbalanced 
data. In addition, the random forest classifier was 
utilized for solving both regression and classifica-
tion issues, because it automatically handles the 
missing values in microarray data. 

•	 The proposed model performance is related with 
the prior works in terms of error rate, accuracy, 
False Positive Rate (FPR), specificity, sensitivity and 
False Negative Rate (FNR).

The research paper is prepared as follows: A few re-
search papers in PC detection using microarray data are 
surveyed in Section 2. The description of the proposed 
method is stated in Section 3. Section 4 represents the 
comparative and quantitative study of the work. The 
conclusion of this research paper is given in Section 5.

2. LITERATURE SURVEY

In recent times, microarray-based data classification 
gained more attention among researchers, especially for 
disease classification. Presently, various research works 
are carried out for prostate disease detection utilizing 
microarray data. In this section, a brief valuation of a few 
vital contributions to the prevailing literature is men-
tioned. Kim [11] developed a new inner class-clustering 
algorithm for classifying PC into aggressive (high-risk 
PC) and non-aggressive (low-risk PC). In this literature 
paper, the developed clustering algorithm investigates 
the gene pairs with a higher ranked score, which were 
related to the biological process of PC. In the resulting 
segment, the presented algorithm attained effective 
performance related to the existing studies by means of 
Area under Curve (AUC). Sharbaf [12] developed an op-
timization-based machine-learning scheme for prostate 
and Leukemia disease detection using microarray data. 
The developed system includes a filtering approach 
for reducing the dimension of the microarray data that 
completely lessens the system complexity and search 
space-time. Then, a wrapper technique was developed 

along with an ant colony optimizer based on cellular 
learning automata for extracting the feature vectors 
from the microarray data. Finally, the features were clas-
sified by applying three classification methods such as 
naïve Bayes, k-nearest neighbour, and Support Vector 
Machine (SVM). The experimental evaluation confirmed 
that the presented scheme achieved superior results by 
means of accuracy.

Paul and Sil, [13] presented an effective gene se-
lection algorithm (Non-dominated Sorting Genetic 
Algorithm (NSGA)) for determining the biologically 
related genes for PC detection. The developed algo-
rithm includes two parameters (confusion factor and 
risk factor). Initially, determine the risk factor of every 
PC-related gene to avoid data misclassification. Then, 
the confusion factor was calculated for each gene that 
helps to identify the confusion of a gene in detection, 
due to sample closeness in the normal and cancer 
classes. The experimental investigation shows that the 
presented gene selection algorithm attained superior 
performance in PC detection using specificity, accura-
cy, and sensitivity. Elyasigomari [14] developed a new 
gene selection and classification algorithm in microar-
ray data for disease detection such as prostate, colon, 
leukemia, and lymphoma. In this research article, a 
new gene selection algorithm (cuckoo optimizer with 
a genetic algorithm) was developed to select the most 
predominant genes utilizing shuffling for better classi-
fication. After gene selection, the selected genes were 
classified by utilizing an artificial neural network, SVM, 
and Multilayer Perceptron (MP). From the experimental 
analysis, the SVM classifier attained better performance 
related to other classifiers in all the databases. 

Nguyen [15] implemented a new gene selection 
procedure (modified analytic hierarchy procedure) 
for choosing the pre-dominant gene subsets for can-
cer DNA microarray data classification. The developed 
gene selection procedure chooses the relevant can-
cer genes based on the entropy test, Wilcoxon test, 
two-sample t-test, single-to-noise ratio, and receiver 
operating characteristics curve. Then, the selected 
pre-dominant gene subsets were classified using k-
nearest neighbour, probabilistic neural network, Lin-
ear Discriminant Analysis (LDA), SVM, and MP. Gumaei, 
[16] integrated random committee ensemble learning 
and Correlation Feature Selection Algorithm (CFSA) 
for detecting PC. The experiments were performed on 
the public benchmark PC dataset by utilizing a tenfold 
cross-validation approach to analyze the developed 
method’s performance. Alshareef, [17] developed a 
Chaotic Invasive Weed Optimization (CIWO) method 
for selecting the optimum subset of features. Further, 
the Deep Neural Network (DNN) model was used for 
detecting the existence of PC. In the present manu-
script, a novel gene assortment algorithm (enhanced 
PSO algorithm) is proposed to improve PC recognition. 
Hence, the limitations and advantages of the existing 
papers are given in table 1.
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Author Advantage Limitation

Kim [11]
Developed an inner class-clustering algorithm that identifies the new 

unknown gene pairs, which effectively helps in differentiating the 
lower and higher risk cancers

The developed algorithm was only appropriate for binary 
classification that was considered as one of the major concerns

Sharbaf [12]
Implemented an optimization-based machine-learning scheme for 

prostate and Leukemia disease detection with limited computational 
complexity and search space time

The developed scheme was more applicable for structured data, but 
it showed limited results in unstructured data

Paul and Sil 
[13]

Developed an effective gene selection algorithm: NSGA that finds the 
biologically related genes for PC detection

In a few circumstances, the developed algorithm leads to class 
imbalance concerns

Elyasigomari 
[14]

Integrated  cuckoo optimizer with a genetic algorithm for early 
disease detection such as prostate, colon, leukemia, and lymphoma

The developed gene selection algorithm needs more iterations for 
achieving better results which was considered as one of the key 

concerns in this research study

Nguyen [15]
The extensive experimental investigation shows that the LDA classifier 

attained good performance in all the datasets (prostate, colon, 
lymphoma, and leukemia cancer datasets) related to other classifiers

The undertaken classifier: LDA was mainly applicable for binary 
classification not for multiclass classification

Gumaei [16] Integrated random committee ensemble learning and CFSA for early 
detection of PC However, the developed method was computationally expensive

Table 1. Limitations and the advantages of the existing papers

3. METHODOLOGY

In developing countries, PC is common cancer among 
men, which almost affects (7%) of the total population 
[18-19]. The major diagnostic tools applied for PC recogni-
tion are computed tomography, ultrasonic sound, mag-
netic resonance imaging, etc. Among these, micro-array 
data showed more attention among the researchers, be-
cause it represents the cell state at the molecular level [20-
21]. Automatic PC detection includes a few drawbacks like 
limited samples and high dimensional data. In this article, 
a new improved gene optimization algorithm and super-
vised classifier are proposed for addressing the above 
stated drawbacks. Here, a novel supervised automated 
scheme is suggested for PC identification. The work pro-
posed here contains three main stages namely data at-
tainment, gene selection, and gene classification. The 
working method for the work proposed is shown in Fig. 1. 

Initially, the PC-related genes are collected from the 
GEO dataset for automatic PC recognition. The GEO da-
taset is a publicly available dataset that contains origi-
nal submitter-supplied records such as series, platform, 
and sample. Some of the series associated with PC are 
considered in this research article such as GSE 15484, 
GSE 21034, GSE 3325 and GSE 3998. A brief discussion 
about the undertaken GEO IDs is given as follows:

Fig. 1. Working procedure of proposed work

3.1. DATA COLLECTION

•	 GSE 15484 contains a total of 54675 genes. In this 
series, the comparison of microarray data from 
prostate tumors Gleason 8 (length=27), benign 
prostate tissues (length=13), and prostate tumors 
Gleason 6 (length=25). 

•	 GSE 21034 comprises 12282 genes for 218 patients 
with metastatic or primary PC.

•	 GSE 3325 and GSE 3998 contain a total of 43419 
genes and it includes thirteen individuals with 
metastatic and benign PC samples and six pooled 
samples from metastatic and benign PC tissues.

•	 Gene selection using enhanced PSO algorithm

Once the microarray data is collected, then the gene 
selection is accomplished using an enhanced PSO al-
gorithm. Hence, PSO is a computational algorithm that 
mimics the behavior of a swarm rather than other evo-
lutionary algorithms. Initially, consider a swarm size n, 
and then every particle i is indicated as an object with 
some features. Then, the particles i population are reset 
with position Xi and velocity Vi. Besides, estimate the 
objective function Fi utilizing the input value of parti-
cles position coordinates. Each particle i tracks the po-
sition coordinates, which are related to the best fitness 
solution achieved so far which is named Pbest. Another 
best value is calculated globally by the swarms, which 
is considered as the overall best value Gbest [22]. The 
particle i velocity is indicated as Xi=[Xi1, Xi2,….Xid ], and 
the particle i location is signified as Vi=[Vi1, Vi2,….Vid ]. In 
addition, every particle i has historically best position, 
which is specified as hi=[hi1, hi2,….hid ]. The particle's best 
position is identified by using the position of neighbor-
hood particles that is specified as ni=[ni1,….Xid ]. The vec-
tors X0 and Vi are updated randomly by utilizing the 
equations (1) and (2).

(1)

(2)
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Where w is specified as inertia weight, B1 and B2 are 
stated as acceleration coefficients, and r1d and r2d are 
indicated as two randomly generated values within the 
range of [0,1] in the d dimensional space. In this article, 
an interval-newton method is included in the conven-
tional PSO algorithm to keep the reasonable search 
space by adjusting the swarm diversity adaptively and 
also to perform local search effectively. The interval-
newton approach is one of the effective approaches to 
solving a system with non-linear equations with d val-
ues. Consider F as a continuous function that has con-
tinuous partial derivatives as denoted in Eq. (3).

(3)

To solve the equation F(X) = 0, select the starting 
point X0=[X0

1, X0
2,…X0

d]. Then, apply an iterative formula 
in Eq. (3) as represented in Eq. (4).

(4)

Where J is represented as the Jacobian matrix of F, and 
then introduce the interval–newton method N(X)=J-1 
(Xn )F(Xn) in Eq. (4), which is defined in Eq. (5) and (6).

(5)

(6)

Where V0 is indicated as starting velocity, X0 is speci-
fied as starting position, Vn+1 is represented as the pres-
ent velocity of the particle i, and Xn is represented as 
the prior portion of the particle i. The interval-newton 
methodology sums the position of the particle Xn with 
present velocity Vn+1. The present velocity of particle i is 
identified by utilizing the acceleration constant and in-
ertia weight, which is mathematically stated in Eq. (7).

(7)

Where, w is denoted as inertia weight, and B is indi-
cated as acceleration constant. The gene selection af-
ter applying the enhanced PSO algorithm is denoted 
in Table 2.

Table 2. Gene selection after applying enhanced 
PSO algorithm

GEO IDs Number of genes Selected genes

GSE 15484 54675 300

GSE 21034 12282 300

GSE 3325 and GSE 3998 43419 300

3.3. GENE CLASSIFICATION

After gene selection, the classification of potential 
biomarkers is accomplished by utilizing Random For-
est (RF), which solves both regression and classification 
issues by automatically adjusting the missing values 
in microarray data. RF completely lessens the issue of 
probability density complexity. The number of trees in 
an RF is stated as an individual classifier and the out-

come of the classifier is chosen by all the decision trees. 
In this article, the tree length in the RF classification ap-
proach is fifty. The growth rule of each tree is identified 
to develop the RF classification approach. Then, the 
bootstrap samples are chosen from B for each tree in 
the forest, where B(i) is signified as ith bootstrap.

Randomly sample the micro-array data from training 
set S, where D is denoted as a dimension of input mi-
cro-array data, and S is stated as the number of training 
sets. If d(d<D), select the sub-data d from the original 
micro-array data. From the D data, the values of d data 
are randomly selected and the nodes of the classifier 
are split by utilizing the best split on the d- dimensional 
data. In RF, the trees are developed until the training 
samples are divided without pruning. The error rate in 
the RF mainly depends on two dissimilar aspects:

•	 Power of every individual tree in the forest: The 
forest error rate is diminished by increasing the 
strength of the tree.

The connection among the trees in the forest: A 
higher amount of correlation leads to a higher error 
rate. Correspondingly, the smaller correlation leads to 
a smaller error rate. The pseudo-code of the proposed 
model is stated below:

Pseudo-code of the proposed model

Input: GSE 15484, GSE 21034, GSE 3325, and GSE 3998

Output: Classification of the potential biomarkers to 
predict high and low-risk prostate cancer.

Precondition: Number of relevant genes selected by en-
hanced PSO algorithm, number of trees in the forest F, and 
the training set (x1, y1 ), (x2, y2 )..., (xn, yn ), features (genes) D

 Function RF (B, D)
     E ← ∅, ensemble
     For  i∈1,….,F do
           B(i) ← A bootstrap section of B
           ei ← Randomized tree learn (B(i),D)
           E ← E∪{ei}
     End for
     Return E
 End function
 Function Randomized tree learn (B, D)
       For every node:
           d ← minor subset of D
           Fragmented on top feature in d
       Return the obtained tree
 End function

4. ExPERIMENTAL INVESTIGATION

The proposed analysis is simulated by MATLAB tool 
(version 2018a) in this research paper. To verify the ef-
ficacy of the proposed work, the performance of the 
proposed work is related with some previous works on 
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the GEO database. The proposed work output is vali-
dated in terms of error rate, FPR, specificity, sensitivity, 
accuracy and FNR. The system configuration and the 
parameter settings are given in table 3.

Table 3. System configuration and the parameter 
settings

System configuration

Random access memory 8 GB

Hard-disk 1TB

Operating system Windows10

Processor Intel core i5

Enhanced PSO algorithm

Acceleration constant 02

Initial inertia weight 0.9

Final inertia weight 0.4

Population size 300

Random forest

Number of trees 50

Maximal depth 300

4.1. PERFORMANCE METRIC

The performance metric is described as the tech-
nique of evaluating the facts of a group or separate vari-
able's performance by means of error rate, FPR, speci-
ficity, sensitivity, accuracy and FNR. The mathematical 
formula for calculating the error rate, FPR, specificity, 
sensitivity, accuracy and FNR are represented in Eq. (8), 
(9), (10), (11), (12), and (13).

(8)

(9)

(10)

(11)

(12)

(13)

Where, TN, FP, TP and FN correspondingly indicate True 
Negative, False Positive, True Positive, and False Negative.

4.2. QUANTITATIVE INVESTIGATION

In this segment, the GEO database is applied for mea-
suring the effectiveness of the given work. In this re-
search, PC recognition is performed on a data mining 
platform for categorizing the sub-classes of PC like high 
and low-risk cancers. Here, the performance valuation 
is done with data split as 70% training and 30% test-
ing. The performance of the suggested model is given 
in Table 4 and it is evaluated by considering the perfor-

mance metrics like accuracy, sensitivity, and specificity 
for 50 iterations. Additionally, the effectiveness of the 
suggested model is compared with three present clas-
sification methods like SVM, Neural Network (NN), and 
Naive Bayes (NB). From the simulation result, the aver-
age accuracy of RF is 96.71% (combines all four GEO IDs: 
GSE 15484, GSE 21034, GSE 3325, and GSE 3998) and 
the comparative classification approaches: NN, SVM, 
and NB attains 72.78%, 85.05%, and 84.49% of accuracy. 
The average sensitivity of the RF classifier is 95.3% and 
the existing classification approaches achieve an aver-
age sensitivity of 81.28%, 87.22% and 85.27%. Similarly, 
95.58% is the average specificity of RF and the existing 
classifiers (NN, SVM, and NB) attain an average specificity 
of 62.43%, 76.92% and 82.07%. Fig. 2 shows the Graphi-
cal representation of the suggested work in terms of ac-
curacy, sensitivity, and specificity.

Table 4. Performance evaluation of the suggested 
work in terms of accuracy, sensitivity, and specificity 

with different classifiers

GEO IDs Classifier Accuracy 
(%)

Sensitivity 
(%)

Specificity 
(%)

GSE 15484

NN 66.67 67.17 68.12

SVM 72.67 80 53.33

NB 76.67 80 73.33

RF 93.33 93.34 93.32

GSE 21034

NN 72.92 79.17 66.67

SVM 87.50 91.67 83.33

NB 80.56 83.33 77.78

RF 98.11 94.89 95.33

GSE 3325 
and GSE 

3998

NN 78.75 97.5 52.5

SVM 95 90 94.11

NB 96.25 92.5 95.12

RF 98.7 97.82 98.1

Table 5. Performance evaluation of the proposed 
work by means of error rate, FPR and FNR with 

dissimilar classifiers

GEO IDs Classifier Error rate FPR FNR

GSE 15484

NN 33.33 32.19 31.13

SVM 27.67 20 46.67

NB 23.21 20 26.67

RF 13.33 17.27 23.67

GSE 21034

NN 27.08 20.83 33.33

SVM 12.50 8.33 16.67

NB 19.44 16.67 22.22

RF 1.89 11.11 16.67

GSE 3325 
and GSE 

3998

NN 21.25 19.56 47.5

SVM 5 12.23 34.4

NB 13.75 19.5 36.5

RF 1.3 11.7 26.6
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Fig. 2. Graphical representation of the suggested work in terms of accuracy, specificity, and sensitivity

In Table 5, the proposed work effectiveness is evalu-
ated by means of error rate, FPR and FNR for 50 itera-
tions. From the simulation consequences, the average 
error rate value of the RF classifier is 5.5% and the com-
parative classification approaches: NN, SVM, and NB 
classifiers achieve 27.22%, 15.05%, and 18.8% of aver-
age error rates. In addition, the FPR average value of 
the RF is 13.36% and existing classifiers (NN, SVM, and 
NB) attain 24.19%, 13.52% and 18.72% of average FPR 

value. At last, the FNR average value of the RF is 22.31% 
and the existing classifiers achieve 37.32%, 32.58% and 
28.46% of the average FNR value. Tables 4 and 5 pre-
sented that the suggested work executes effectively on 
the GEO database (GEO IDs: GSE 15484, GSE 21034, GSE 
3325, and GSE 3998) in light of error rate, FPR, specific-
ity, sensitivity, accuracy and FNR. The graphical repre-
sentation of the suggested work in terms of error rate, 
FPR, and FNR is shown in Fig. 3.

Fig. 3. Graphical representation of the suggested work in terms of error rate, FPR and FNR

Table 6 validates the performance of the suggested 
work with conventional PSO algorithm and enhanced 
PSO algorithm in light of accuracy. In the enhanced PSO 
algorithm, the RF averagely enhances the accuracy of 
PC recognition by up to 1.5-5% associated to the PSO 
algorithm. Here, in this work, feature optimization plays 
a critical role in PC recognition. Generally, the collected 
GEO data contains several features (genes or potential 
biomarkers) that might give rise to the “curse of dimen-
sionality” problem. Therefore, reducing the dimensional-
ity is important to optimize the genes or to select the 
ideal genes (associated with PC), which are appropriate 
for superior classification. The effectiveness of reducing 
dimensionality is shown in Table 6 and Fig. 4.

Table 6. Comparison of performance of the 
proposed work with different optimization 

algorithms

GEO IDs Gene 
selection Classifier Accuracy (%)

GSE 15484
PSO

RF

90.17

Enhanced PSO 93.33

GSE 21034
PSO 93.72

Enhanced PSO 98.11

GSE 3325 and 
GSE 3998

PSO 96.29

Enhanced PSO 98.71
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Fig. 4. Graphical illustration of the proposed work 
with different optimizers

4.3. COMPARATIVE ANALYSIS

In this section, the comparative evaluation of the pro-
posed and the existing works are shown in tables 7 and 
8. Kim [11] implemented a novel inner class-clustering 
algorithm for classifying the sub-classes of PC as aggres-
sive or non-aggressive. In this study, the developed al-
gorithm was tested on GEO dataset (GEO IDs: GSE 15484 
and GSE 21034). From the experimental simulation, 
the developed algorithm attained 0.876 of AUC value 
on GSE 15484, and 0.989 of AUC value on GSE 21034. 
Compared to the published works, the proposed model 
achieved 0.923 of AUC value on GSE 15484 and 0.991 of 
AUC value on GSE 21034, which were high, related to the 
inner class-clustering algorithm.

Table 7. Comparative study of proposed and 
existing works in terms of AUC

Methods GEO IDs AUC

Inner class clustering algorithm [11]
GSE 15484 0.876

GSE 21034 0.989

Enhanced PSO with RF
GSE 15484 0.923

GSE 21034 0.991

Gumaei, [16] combined random committee ensemble 
learning model and CFSA for detecting PC. The devel-
oped model has averagely obtained 95.10% of recall and 
95.09% of accuracy on the benchmark PC dataset. Cor-
respondingly, Alshareef, [17] integrated CIWO and DNN 
for detecting the existence of PC. Hence, the developed 
CIWO-DNN model achieved 97.25% of recall and 97.19% 
of accuracy. However, the proposed enhanced PSO 
with RF model averagely obtained 95.35% of recall and 
96.71% of accuracy in PC detection. As a future exten-
sion, a new hybrid feature optimization algorithm can 
be implemented to further improve PC detection.

Methods Accuracy (%) Recall (%)

Correlation feature optimization with 
committee ensemble learning [16] 95.09 95.10

CIWO-DNN [17] 97.19 97.25

Enhanced PSO with RF 96.71 95.35

Table 8. Comparative study of proposed and 
existing works by means of accuracy and recall

In the proposed research work, a new optimization 
algorithm (enhanced PSO) is developed for selecting 
the optimal PC-related genes. The enhanced PSO algo-
rithm maintains better search space by adjusting swarm 
diversity that significantly reduces the computational 
complexity, which is the main concern mentioned in the 
literature section. Hence, the efficiency of the proposed 
optimization algorithm is given in tables 7 and 8.

5. CONCLUSION

This research aims to suggest new feature optimiza-
tion (enhanced PSO) algorithm for choosing the most 
informative potential biomarkers for PC recognition. The 
selected potential biomarkers (PC-related genes) are 
classified by employing an RF classifier. The undertaken 
classification approach classifier effectively classifies the 
subclasses of PC: high-risk and low-risk PC. Related to the 
existing work, the developed work obtained an efficient 
performance in terms of accuracy. The proposed work 
achieved 96.71% of the overall classification accuracy 
in the GEO dataset from this research analysis, which is 
superior compared to the earlier research works. A new 
hybrid feature optimization algorithm is combined with 
a multi-class classifier to further improve the efficiency 
of PC identification in future work.
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Abstract – The most advanced technology, watermarking enables intruders to access the database. Various techniques have been 
developed for information security. Watermarks and histories are linked to many biometric techniques such as fingerprints, palm positions, 
gait, iris and speech are recommended. Digital watermarking is the utmost successful approaches among the methods available. In 
this paper the multiband wavelet transforms and singular value decomposition are discussed to establish a watermarking strategy 
rather than biometric information. The use of biometrics instead of conservative watermarks can enhance information protection. The 
biometric technology being used is iris. The iris template can be viewed as a watermark, while an iris mode of communication may be 
used to help information security with the addition of a watermark to the image of the iris. The research involves verifying authentication 
against different attacks such as no attacks, Jpeg Compression, Gaussian, Median Filtering and Blurring. The Algorithm increases 
durability and resilience when exposed to geometric and frequency attacks. Finally, the proposed framework can be applied not only to 
the assessment of iris biometrics, but also to other areas where privacy is critical.

Keywords: Biometric Watermarking, Multiband Discrete Wavelet Transform, Information Security, Frequency Domain Watermarking

1. INTRODUCTION

In the second half of the 20th century, the World 
Wide Web or WWW phenomenon, demonstrated the 
economic value of offering digital media free of charge. 
The use of digital networks to include digital media for 
commercial purposes is expected of multinationals 
(MNCs) [1]. But also, their ownership must be protect-
ed. It is thus a popular encryption method that is using 
encryption and other alternative methods (digital wa-
termarking). Because of using advanced tools for copy-
ing and modifying multimedia data, safety becomes a 
major problem. Digital multimedia data are therefore 
very critical to preserve. Digital information, like digi-
tal pictures, audial and audio-visual, is widely available. 
Might not display the watermark. For photographs and 
videos, Visible watermarks are used, but they typically 
ruin elegance, whereby the location of the imprint is 
exposed to the attacker. It ran to an invisible water-
mark's popularity, when the watermark's position is not 
public. In the space or transformation field, the invis-
ible watermarking can be performed. 

The presented approach is a variant range due to the 
additional robustness of the same function [2].

Watermarking can be applied using a number of 
techniques in the transform domain, including the Fou-
rier Transform, Discrete Cosine Transform (DCT), Discrete 
Wavelet Transform (DWT), Singular Value Decomposi-
tion (SVD), and others. A hybrid conversion domain 
based on DWT and SVD is used in this example. This is 
because DWT's multi-resolution function enhances rec-
ognizability, while SVD improves the system's robust-
ness [3,4]. Unlike the conventional method, which uses 
an image or signal as a watermark, the user's iris biomet-
ric information is used as a watermark in this method. In 
this case user ID is used, like how a logo can be used as 
a watermark in different ways. The security level has im-
proved many times since biometric technology is based 
on the principle of "what are you," as opposed to the 
conventional watermarking approach [5].

The Iris biometric watermarking enhances the secu-
rity of the system by using the Fourier Transform tech-
nique. The encryption is processed along with the bio-
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metric watermarking. The watermarking technology is 
used to protect the biometric data. Mainly the proposed 
method focuses on increasing the security of the iris bio-
metric using watermarks from the host rather than the 
authentication from the client side. Fig1 shows 

The working of the Iris Recognition System and the 
Feature Extraction using Fast Wavelet Transform an Iris 
image is segmented, normalized, Feature Extraction is 
done with binary signature, comparison is done and 
the Iris is stored in the Template.

Fig. 1. Working Flow of Iris Recognition System

1.1. ADVANTAgES OF BIOMETRIC 
  WATERMARkINg

 Jain et al. [19] suggested watermarking technology, 
as a second protective action for biometric systems. 
The use of watermarking will increase the safety and 
reliability of the biometric system efficiently [7]. Bio-
metric watermarking benefits are listed:

The watermark is invisibly hidden in host data and 
can be used as an authentication token for security pur-
poses. When biometric data are intercepted, a tracking 
system may be established to identify the data source.

•	 The host data has been connected to the water-
marked information so that there is no further stor-
age or transfer of resources needed. Furthermore, 
'on-site' authentication doesn't require biometric 
or watermark database privileges. 

•	 Other protection tools will not be affected by wa-
termark. Cryptographic operations or template 
security methods may either be used with water-
marked data or with watermarked host data.

1.2. WATERMARkINg AND IRIS BIOMETRIC 
 TEChNOlOgy

Two approaches are taken to incorporate biometric 
technology and watermarking technology. First, wa-
termarking biometric data is used to protect biometric 
data privacy and to improve safety as a watermarking 
host [8]. The second is the biometric watermark used 
for authenticating the host image. The second form of 

role here is [9]. Researchers used the second watermark 
security system primarily with fingerprints and facets 
on biometric host images in the past [10,11].

2. RElATED WORkS

Watermarking technology is used to hide informa-
tion in the host data image in order to protect its in-
tegrity. For embedding data into photographs, there 
are many watermarking techniques. They are known 
as spatial domain technologies [12, 13] and frequency 
domain technologies [14, 15, 16, 17]. While possess-
ing the lowest complexity and maximum load power, 
space technology is vulnerable to occurrences such as 
image manipulation and low-pass filtering [18].

The spatial domain technologies include the math-
ematical processing of image pixel data to emphasize 
spatial relationships and the process again defines the 
homogeneous regions based on linear edges.

The frequency domain is the space defined by Fou-
rier transform. Frequency domain analysis is used to in-
dicate how the signal energy can be distributed in the 
range of frequency.

A watermark-based approach is proposed in [19, 20] 
in which the biometric system is safe and immune to 
cautious manipulation and attacks. Here it remains no 
research has been done into the integrity and robust-
ness of biometric data under multiple attacks. A new 
biometric watermarking algorithm is developed in this 
white paper to reduce the vulnerability of biometric 
systems to geometric and frequency attacks. The mix-
ture of wavelet and LSB-based watermarking technol-
ogy, a watermark fingerprint is produced by inserting 
a prototype or facial image into the fingerprint image. 
Watermarking technology based on wavelets can with-
stand frequency attacks which is vulnerable to geomet-
ric outbreaks. LSB-based watermarking procedures, on 
the other hand, can withstand geometric attacks but 
are vulnerable to frequent outbreaks.

Low et al. [21] to decompose the signature into a 
string of binary bits, use the Discrete Random Trans-
form (DRT) and Principal Component Analysis (PCA). 
The three implanting and removal approaches are 
compared to assess the robustness and power of JPEG 
compression. They are Least Significant Bit (LSB) and 
Code Division Multiple Access (CDMA) spread range 
in the spatial domain, and also in DWT domain. Hu-
manoid visual observation, Peak Signal-to-Noise Ratio 
(PSNR), and alteration factor are used to determine the 
output of these approaches (standardized Hamming 
distance). The results show that, regardless of having 
the easiest contact to biometric watermarks, the LSB 
process is extremely susceptible to JPEG compression. 
The CDMA spread range in the DWT area is complex, 
but it is further hard for JPEG compression.

By combining encryption and watermarking tech-
niques, Fouad et al. [22] identified a method for protect-
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ing iris patterns. A key protects the iris file, which is insert-
ed in the original image using LSB and DWT technology. 
The second key specifies the containment location. Two 
keys are required for iris extraction (iris and embedded).

Majumder et al. [23] apply biometric watermarking 
the Discrete Wavelet Transform (DWT) method, SVD 
(singular value decomposition) of the host copies to 
obtain the eigenvectors. Using Discrete Cosine Trans-
form (DCT) technology, extract iris features and include 
them in the function vector. The downside of this ap-
proach is that you cannot modify the procedure for iris 
feature extraction.

Paunwala and Patnaik [24] inserted fingerprint and 
iris structures, block-divided cover image. Convert each 
block to a two-dimensional DCT and mark it as having 
or not having edges. In the low-frequency coefficient 8 
x 8 DCT block, the edge block is omitted because the 
biometric recognition feature is built.

To improve protection, Lu et al. [25] planned a meth-
od that relies on iris recognition somewhat than digital 
watermarking. For error control, DCT is applied to the 
iris pattern, and the resulting rate is encoded using the 
Bose-Chaudhuri-Hocquenghem (BCH) code. The host 
image is split down into four similar blocks. In BCH code, 
the particular value is inserted in each coefficient in the 
host image using the key attained by the DCT procedure. 
The inverse cosine transforms (IDCT) are used in the im-
age after adjusting the DCT coefficients of the host im-
age in the watermark. Here the watermark's intensity is 
determined by the key used. The results show that this 
process is capable for extracting the watermark.

3. PROPOSED BIOMETRIC WATERMARkINg 
AlgORIThM

The iris copy is used as the base or cover image for 
watermarking, a regular logo is used as the watermark. 

Iris characteristics are obtained through the process 
of iris localization and standardisation. It is classified 
into two parts: watermark implanting and watermark 
removal.

3.1 PREREqUISITES OF WATERMARk 
 AlgORIThM 

The following are the steps involved in the pre-pro-
cessing steps for the cover image and watermark. 

In Dual Tree Wavelet Transform, a time-frequency in-
vestigation method is used. Wavelet Transform allows 
for multi-resolution attribute study. In the four sub im-
ages with each point, equal sizes will be detected. LLk  
will be chosen as estimated sub images, with LHk, HLk, 
and HHk referring to horizontal, vertical, and diagonal 
direction greater-frequency aspect sub images. 

The k = 1,2,3,...(k ∈ N) will be referred to as the scale 
or status of the wavelet breakdown.

In the distribution of parallel spatial localization and 
frequency distribution relating to the watermark with-
in the host image, the Multiband Dual Tree Discrete 
Wavelet Transform will be heavily used. The fundamen-
tal principle existed with the use of Multiband Dual 
Tree Discrete Wavelet Transform for image processing 
would be with many distinct halts of the image into 
sub images comprising diverse spatial domains and 
autonomous frequencies.

The data may be twisted within the calculation of 
the arrangement for implanting the watermarking pro-
cedure inside the element, which may be involved in 
debasing the intensity of the created watermark. Esti-
mate, sub-image coefficients are chosen for imbedding 
watermark to ensure the provision of an invisible wa-
termark as well as better power. Fig. 2. shows the con-
version of an isolated wavelet has been completed.

Fig. 2. M-band Dual-Tree Decomposition Scheme Over 2 Resolution Level
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1) Singular Value Decomposition (SVD)

The process of Singular Value Decomposition (SVD) 
involves breaking down a matrix A into the form. This 
computation allows us to retain the important singular 
values that the image requires while also releasing the 
values that are not as necessary in retaining the quality 
of the image.

The original matrix A will be designated as an image 
with a size of m*n, and the breach down of A will be 
provided in the following expression:

A= U S V T (1)

Singular Value Decomposition of A will be the break-
down process, as U is a unitary matrix of dimension 
m*m, S is a matrix of positive numbers to the diagonal 
and Zeros found in positions other than the diagonal 
of dimension *n, and the conjugate transpose of VT, 
is unitary of measurement n*n. The luminance of the 
image will be represented by positive values of matrix 
S. Changing positive S ideals would not affect image 
excellence. They cannot be changed, either, even if 
there's an intruding impact. Watermarking techniques 
took advantage of these characteristics.

2) Arnold Transform

Arnold transform is widely used in image stenogra-
phy, authentication, and tamper detection, self-recov-
ery and image cryptography algorithms. In all these 
cases, Arnold transform is used as a scrambling step in 
which the number of iterations is used as a key.

Arnold Transform can perform arbitrary positioning 
of individual picture elements in relation to the original 
image. However, if the process is repeated for enough 
times, it is found the unchanged image reappears. In Ar-

nold Transform, a change in position from one point to 
the next can be found. The Arnold transformation will be 
used to convert a digital image with dimension N*N.

(2)

While i, j ∈ {0, 1,...., N-1}, while (i, j) are the coordi-
nates that define the location of pixels in the actual 
image. (i', j') will coordinate that describe the location 
of pixels after the entire coordinates have been trans-
formed, resulting in a disoriented image.

3.2. PROPOSED WATERMARkINg AlgORIThM 
 USINg MUlTIBAND DTDWT

The initial generation of the Watermark image will 
take into account for the iris image, and then the image 
will be transformed into one that only contains binary 
values. Following that, the Iris image will go through a 
3-Stage Wavelet breakdown with 2D Coefficients. The 
watermark will be implanted after the Approximation 
sub-band LL3 has been selected. Prior to the implant-
ing process, the created watermark will be converted 
to Arnold format. Following that, watermarked coef-
ficients will be created by applying the SVD transform 
to the watermarked image along with the sub-band of 
choice. Following that, the watermarked image with 
the implanted watermark will be generated using the 
inverse Discrete Wavelet Transform. The procedure for 
extracting the watermark would be reversed from the 
procedure used to implant it. 

Fig. 3 depicts the proposed algorithm's step-by-
step movement. The iris image will be used as the 
concealed image, while the binary image will be used 
as the watermark. The proposed procedure is separat-
ed into two sections: 1. Embedding and 2. Extraction.

Fig. 3. Watermark Implanting Model
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3.2.1. Watermark Embedding Scheme

The following are the steps involved in embedding 
the Watermarks into the host image:

Step 1: Multiband DTDWT is used to break down 
an iris image. The LL3 approximation sub-band will 
be chosen from all of the obtained sub-bands.

Step 2: Pre-analysis of Iris Image Breaks in the Iris 
Image will be observed, and fake points will be 
produced. The mining would subsequently be 
performed by standardisation and frequency as-
sessment. The use of measured frequencies will be 
defined for filtering using Gabor Wavelet. 

Step 3: The Multiband Wavelet Transformation 
is the abstraction of iris features and the replace-
ment of features of iris images.

Step 4: Convert the Watermarked Image W using 
Arnold Transform.

Step 5: The Watermarked Coefficients AW is 
achieved by accepting below three stages:

1. A= U S V T

Step 1: The low-frequency wavelet coefficient LL3 
is selected to perform a multiband dual tree wave-
let transform on a watermarked image. 

Step 2: Implement Singular Value Decomposition 
(SVD) with respect to A*, the instruction is ob-
tained as A* =U* S1* V T *, along with accomplish 
U*, S1* and V T*.

3.2.2. Watermark Extraction Scheme:

The watermarking can be extracted by executing the 
opposite order of watermark imbedding procedure.

2. S +αW  = UW SW VW
T While α is a watermark asset

3. AW = USW VT

Step 6: Reverse wavelets are used to modify the pic-
ture from a true double precision to an unsigned 8 
bit integer. The picture of a watermark is created in 
relation to the implantation of a watermark. 

Step 7: The procedure for embedding watermark 
is completed.

Fig. 4. Watermark Extraction Model

4. EXPERIMENTAl RESUlTS

In unconditioned cases, the functionality of recogni-
tion schemes based on iris images would not produce 
accurate results. The availability of exactly collected iris 
image datasets with sufficient measurements will de-
cide the outcome of the research involving the speci-
fied complication. Since knowledge is minimal, iris-
based identification system analysis and investigation 
can be done by using the CASIA Iris Image Database 
sample is shown in Fig. 5. Fig 5. Sample CASIA Iris Image Database
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A. Statistics and Descriptions of the Database

CASIA-IrisV3 has three following subdivisions: CASIA-
Iris-Interval, CASIA-Iris-Lamp, and CASIA-Iris-Twins. 
CASIA-IrisV3 will contain large number of iris images: 
22,035 iris images from 700 subjects. The entire set of 
images will be captured as an 8-bit monochromatic 
JPEG with near-infrared lighting. 

B. Performance Analysis

CASIA iris images are used for iris recognition experi-
ments. Each iris illustration is included with ten iris im-
ages taken at various times; the first copy will be used 
to implant the watermark, while the outstanding nine 
images will be used for identification. Table 1 shows the 
results of the recognition experiment. 

Figure 6 shows the obtained images and extracted wa-
termark after the attacks. The result will be accessed with 
the metric such as Correct Recognition Rate (CRR), False 
Accept Rejection Rate (FAR) and False Rejection Rate (FRR).

Blur Attack Gaussian 
Noise Attack

JPEG 
Compression

Obtained Images after the Attack

Fig 6. Obtained Result Images

Algorithm/Attacks Proposed Multiband DTDWT DWT based Watermarking

Nature of Attacks CRR FAR FRR CRR FAR FRR

No Attack 99.4% 0.0014 0.124 99.4% 0.0014 0.124

Jpeg Compression 
Q=70% 97.3% 0.0007 0.0041 96.3% 0.0009 0.0049

Gaussian filtering 
with Var=3 98.3% 0.0025 0.0725 97.1% 0.0021 0.09

Median Filtering 
(3x3) 97.3% 0.0041 0.034 96.5% 0.0040 0.03

Blurring 97.1% 0.0030 0.0281 96.9% 0.0045 0.0881

The results depicts that the iris biometric data is pro-
tected from the being theft by the anonymous users.

Table 1. Biometric Authentication using Iris

For evaluating the functionality of suggested bio-
metric watermarking approaches in the context of the 
following scenarios: Jpeg Compression kept at 70% 
quality, Gaussian filtering with variance kept as 3pixel, 
median filtering in 3x3 Window and blurring with (3*3) 
Mask. The proposed Multiband DTDWT rate is higher 
than the existing DWT based Watermarking using Iris 
Biometric Authentication System.

5. CONClUSION

Multi-band DTDWT watermarks can withstand fre-
quency attacks, while DWT-based watermarks can 
resist regular attacks. This article proposes a new bio-
metric image watermarking procedure that syndicate 
Multi-band DTDWT and SVD-based algorithms that 
can increase durability and resilience when exposed to 
geometric and frequency attacks. The biometric recog-
nition procedure is used as an index, comprehensive 
recital of the iris biometric watermark.  The experimen-
tal outcomes show that the watermark procedure is 
more robust against geometric and frequency attacks 
compared to DWT-based watermarking. This algorithm 
can also preserve the integrity of the iris biometric tem-
plate. Finally, the proposed framework can be applied 
not only to the assessment of iris biometrics, but also to 

other areas where privacy is critical. For example, user 
profiles on social media can provide benefits such as 
content or travel advice, but also recover sensitive in-
formation from seemingly anonymous data.

The proposed Multiband discrete wavelet transform 
and singular value decomposition technique enhances 
the security of the iris biometric system than the exist-
ing authentication techniques.

•	 We embed watermark in the principle components 
of the multi-band discrete wavelet coefficients. 
Specifically, the watermark signal is embedded into 
the principle components of the multi-band wave-
let coefficients corresponding to the same spatial 
location at the same scale. With such a well-chosen 
embedding domain, the watermark is robustly and 
efficiently distributed to every detail frequency sub 
band. Our experimental results have shown that 
the watermark thus embedded has better invisibil-
ity and is more robust against JPEG compression 
than watermarks embedded in the DWT domain.

•	 Parameterized multi-band wavelet leads to a more 
secure watermark embedding domain, which 
makes the attack more difficult.

•	 Different from many other watermarking schemes, 
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in which watermark detection threshold is chosen 
empirically, the detection threshold of the pro-
posed watermarking scheme can be calculated ac-
cording to the targeted false positive.
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Abstract – An accurate diagnosis is significant for the treatment of any disease in its early stage. Content-Based Medical Image 
Retrieval (CBMIR) is used to find similar medical images in a huge database to help radiologists in diagnosis. The main difficulty in 
CBMIR is semantic gaps between the lower-level visual details, captured by computer-aided tools and higher-level semantic details 
captured by humans. Many existing methods such as Manhattan Distance, Triplet Deep Hashing, and Transfer Learning techniques 
for CBMIR were developed but showed lower efficiency and the computational cost was high. To solve such issues, a new feature 
extraction approach is proposed using Histogram of Gradient (HoG) with Local Ternary Pattern (LTP) to automatically retrieve 
medical images from the Contrast-Enhanced Magnetic Resonance Imaging (CE-MRI) database. Adam optimization algorithm is 
utilized to select features and the Euclidean measure calculates the similarity for query images. From the experimental analysis, it 
is clearly showing that the proposed HoG-LTP method achieves higher accuracy of 98.8%, a sensitivity of 98.5%, and a specificity of 
99.416%, which is better when compared to the existing Random Forest (RF) method which displayed an accuracy, sensitivity, and 
specificity of 81.1%, 81.7% and 90.5% respectively.

Keywords: CE-MRI dataset, Content-Based Medical Image Retrieval, Histogram of Gradient, Local Ternary Pattern

1. INTRODUCTION

In recent days, computer-aided techniques and tools 
are frequently employed in medical diagnosis for bet-
ter health management. Modern computer-aided 
medical technologies help clinicians in several areas, 
such as in the diagnosis and treatment of specific dis-
eases [1]. Several computer-based approaches like 
Computed Tomography, Optical Projection Tomogra-
phy (OPT), Magnetic Resonance Imaging (MRI), X-Ray, 
Angiography, Digital Mammography (DM), Ultraso-
nography, Optical Endoscopy (OE), Nuclear Medical 
Imaging (NMI), and Positron Emission Tomography 
(PET), give visual information that aids in the process of 
medical treatment and diagnosis [2]. This kind of medi-
cal photography / imagery offers details about various 
bodily sections needed for disease detection, diagno-
sis, monitoring, and therapy [3]. It takes a lot of work 
to compile computer-aided photographs in one place. 
Image retrieval has become essential for academicians, 

companies, and medical institutions to recover crucial 
information from the database [4]. Content-Based Im-
age Retrieval (CBIR) is used in many industries, includ-
ing healthcare, law enforcement, criminal justice, and 
heritage. CBIR is a unique tool for searching visual con-
tent amid a bigger amount of data and for retrieving 
images [5].

Content-Based Medical Image Retrieval (CBMIR) 
gives suitable results in extracting features from medi-
cal data [6]. The content-based retrieval system analy-
ses a particular database consisting of medical images, 
because the database includes information related to 
the ranks and features of images. Those that are most 
comparable to the query photographs are found dur-
ing retrieval, using similarity characteristics of the da-
tabase [7]. The present content-based retrieval method 
retrieves images using similarity measures, lower-level 
features, and semantic gap reduction [8]. The primary 
challenge in CBMIR image search is identifying perti-
nent data amongst available photos for the given que-

Volume 14, Number 3, 2023



268 International Journal of Electrical and Computer Engineering Systems

ry images. Identification of similar instances based on 
comparable anatomy acts as a virtual peer review for 
diagnosis in the field of medicine [9]. Two main issues 
with the current CBMIR approaches are feature extrac-
tion and distance measuring. To increase the efficacy 
of CBMIR technique, numerous research studies are de-
veloped. However, technologies that are now in use are 
still unable to deliver adequate, and crucial data from 
image visuals, during the process of medical image re-
trieval [10]. The major contributions of this research are 
mentioned as follows,

•	 A feature extraction method is suggested by com-
bining Histogram of Gradient (HoG) with Local Ter-
nary Pattern (LTP) to automatically obtain medical 
images from the CE-MRI database in order to boost 
efficiency and reduce computational cost.

•	 After that, the Euclidean measure is used to calcu-
late the similarity of the query images, and Adam 
optimizer is used to choose the features.

•	 The use of HoG and LTP to automatically retrieve 
medical images from CE-MRI database is offered as 
a solution of the Adam Optimizer method for the 
existing issues.

The remaining paper is given as follows: a review of 
existing approaches is explained in section 2, and the 
proposed HoG-LTP used to automatically retrieve med-
ical images from a larger database, is explained in sec-
tion 3. The results and discussions of the research work 
are given in section 4. The conclusion along with a brief 
mention of future work is presented in section 5.

2. LITERATURE REVIEW

Techniques based on content-based retrieval of im-
ages, that are currently in existence are reviewed in this 
section. The advantages and limitations of these meth-
ods are also described here.

Swati et al. [10] developed an automatic CBIR meth-
od based on fine-tuning and transfer learning to re-
trieve brain tumor-related image content. The features 
were extracted to identify regions with a brain tumor 
and were calculated using the Closed Form Metric 
Learning (CFML) and deep CNN VGG1. Transfer learn-
ing approach, along with fine-tuning based block-wise 
approach was used for the detection of tumor. The per-
formance was carried out on CE-MRI datasets which 
displayed an improved value of the CFML method in 
comparison to existing methods. Due to time and 
space constraints, the method focused solely on tumor 
retrieval from brain MRI images.

Veerashetty et al. [11] developed an efficient Man-
hattan distance approach for CBMIR, wherein the his-
togram of gradients approach was executed. The CB-
MIR method was divided into two stages: extracting 
features and matching the features. Initially, the filter 
of the Gaussian model was used to enhance medical 
images. The established CBMIR method was used to ex-
tract preprocessed features of medical images. Euclid-

ian distance measure was used to calculate and match 
the similarity between training and testing medical 
images. The developed method had the advantage 
of performing better in the retrieval of medical im-
ages. However, multiple features that were required to 
achieve accurate results were not extracted. 

A CBMIR method known as Manhattan-distance-
based Histogram of Oriented Gradients (M-HOG) was 
given by Ahmed et al. [12], in which the RGB-based 
images that were collected were first converted into 
Hue Saturation Value (HSV) colour space. A group of 18 
features was extracted using feature colour and texture 
function of Grey Level Co-occurrence Matrix (GLCM), 
and comparable scores were computed. According to 
the ranking system, top photographs were selected 
from the query search feedback method. While em-
ploying similar coefficients, the performance was in-
creased by means of precision and recall parameters. 
In the case of extracting features, the application of 
comparable coefficients to each pixel in the image was 
a time-consuming operation. 

Bressan et al. [13] developed an effective diagnosis 
method for breast cancer detection that depended 
on medical active learning for a content-based image 
retrieval process. The proposed effective diagnosis re-
sulted in high performance in inherent constraints and 
medical contexts. The group of highly informative im-
ages included a selection of conditions like uncertainty 
and diversity. The similarity developed using an appro-
priate active learning strategy. Results were evaluated 
in medical-based queries with an improved precision 
value given by the developed diagnosis method. The 
process of learning took more computational time in 
the presented content-based image retrieval process.

Zhang et al. [14] presented a triplet deep hashing ap-
proach based on the image retrieval framework's pri-
vacy preservation. Triplet deep Convolutional Neural 
Network (CNN) was introduced to evaluate the hash 
codes and visual results. The searching process in the 
image was improved using a suitable hash code based 
on S-Tree of Hierarchical Hashing S-Tree (H2S-Tree). 
The process of retrieving images in the cloud became 
easier by using an efficient structure of index in triplet 
deep hashing approach, which also provided an effec-
tive learning quality of hash code. Efficiency and accu-
racy were improved using the proposed triplet deep 
hashing approach, but the 1024 bits longer hash code 
resulted in a higher cost of storage.

Khatami et al. [15] developed a parallel deep solution 
method based on CNN to reduce imbalanced datasets. 
The majority vote with the HOG, Radon features, and 
Local Binary Pattern (LBP) was used in finding the best 
match query images. The capability of the parallel deep 
solution approach was improved in terms of error rate 
and accuracy using the IRMA dataset. The parallel deep 
learning approaches gave very satisfactory results in 
the process of feature extraction in medical fields, as 
compared to the existing techniques. 
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But, the unlabeled datasets and noisy data in the 
proposed deep solution approach led to unsatisfied 
results.

The feature extraction technique for multiple object 
recognition utilizing Histogram of Oriented Gradi-
ent (HOG) with Local Ternary Pattern (LTP) was shown 
by Akanksha and Rao [16]. The suggested technique 
used the Caltech 101 dataset. The proposed HoG and 
LTP were used to identify important regions from the 
image during the feature extraction procedure. Ad-
ditionally, in order to detect many objects, the Deep 
Convolutional Neural Network (D-CNN) was utilized to 

fuse the collected features before sending them to the 
Region-based Convolutional Neural Network (R-CNN). 
By successfully extracting the orientation features and 
texture features, the suggested HoG and LTP feature 
extraction methods had the advantage of increasing 
the classification accuracy.

3. PROPOSED METHODOLOGY

The architecture and description of the proposed 
HoG with the LTP method is presented in this section. 
The diagram of the proposed feature extraction meth-
od using HoG with LTP, for CBMIR, is given in Fig. 1.

Fig. 1. The proposed block diagram of extracting features using HoG  
with LTP for content-based image retrieval

3.1. DATASET AND PREPROCESSING

The publicly accessible Contrast-Enhanced Magnetic 
Resonance Imaging (CE-MRI) dataset is utilized in the 
proposed HoG-LTP method. This brain tumor dataset 
comprises 3064 T1-weighted contrast-enhanced im-
ages containing three kinds of brain tumors. It contains 
708 slices of images with Meningioma tumor, 1426 slic-
es of tumor images with Glioma, and 930 slices of the 
tumor with Pituitary, consisting of pixel size 

512×512 and the matrix size being 49mm×49mm. 
The dataset is collected from 233 patients that form a 
total of 3064 images containing axial, sagittal, and cor-
onal visions. The CE-MRI datasets were gathered from 
the hospitals of Nan Fang, Guangzhou, China, and the 
Medical University of Tianjin located in China between 
2005 and 2010. The 2D CE-MRI images have high se-
mantic gaps and have tumors of Glioma, Pituitary, and 
Meningioma. The data is divided into a training set and 
a test set in the following stages: (i) The proposed sys-
tem is trained using the training set, which contains 

80% of the images, and (ii) The remaining 20% goes 
to the test set which is classified using the trained net-
work to determine the accuracy.

3.2. PREPROCESSING

The collected greyscale images with a pixel size of 
512×512 are preprocessed by reframing the size of the 
images. The size of the image is reduced by resizing it, 
decreasing the number of pixels by extracting relevant 
pixels and deleting the unwanted background. The im-
age was framed with new width and height by remov-
ing the details of pixels. The same values are propor-
tional to the scale of the image values used for both 
width and height.

3.3. FEATURE ExTRACTION

Grayscale image CE-MRI datasets employ the de-
scriptor without any colour. HOG is used to produce 
the CE-MRI features, and LBP is used to assess the ob-
ject's shape and appearance.
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3.3.1 Histogram of Gradient

Histogram of Oriented Gradient (HOG) is used to 
detect the silent parts in the image during feature ex-
traction after the CE-MRI images are preprocessed. The 
presence of gradient orientation is calculated in the 
spatial regions of the images, referred to as cells. Gra-
dients of the image are calculated to extract features of 
HOG and an orientation histogram is created for every 
cell. Histograms are normalized for every cell, which re-
sults in specific blocks of the HOG descriptor. The HOG 
features are extracted as per the following steps:

The images are converted to greyscale after prepro-
cessing and then are convoluted into vertical and hori-
zontal masks to compute gradients [-1 0 1] and [-1 0 
1]^T. Horizontal and vertical mask gradients are repre-
sented as shown in equations (1) and (2).

(1)

(2)

Where * represents the convolution; I is the pre-pro-
cessed image; the orientation at each pixel (θ) that is 
computed using the gradient ratio in vertical and hori-
zontal directions, is stated as Gx (x, y), Gy (x, y) which is 
given in equation (3).

(3)

Further, every block is separated into M×N cells, 
where N≥M. Pixels in every image are counted using a 
weighted vote, which shows the magnitude gradient at 
every pixel, and the votes are accumulated in orienta-
tion bins. The L bins are placed between 0° to180° for 
un-signed gradients or 0° to 360° for signed gradients, 
and the lth value of bins is shown in equation (4).

(4)

Where pixels (x, y) are the magnitude of gradients 
represented as

(5)

The features of HOG taken from every cell are stated 
as fcell, and the generated features are the same as the 
number of bins, wherein the features are represented 
in equation (6).

(6)

Where ϵ is an immeasurable smaller quantity, and 
every cell’s normalized features in the block, extracted 
from dimension vector d, are the same as the product 
of overall cells in the block and oriented bins, which is 
the final descriptor of the block.

3.2.2.  Local Ternary Pattern (LTP)

A three-valued texture operator LTP provides a 
straightforward and efficient descriptor to describe 

the features. The new label is extracted from LTP label 
pixels of the image where the center value of every 
pixel based on neighborhood threshold is multiplied 
and added with a power of two. LTP is an extension 
of LBP where it mostly depends on center pixel values 
and pixel values existing between threshold (t) of -t 
to +t, with pixel value as zero. In case the pixel value 
is greater than the threshold, it results as 1 or -1 of the 
LTP operator. 

The evaluation of the LTP operator is explained in 
equation (7).

(7)

Value t represents the user-specified threshold, the 
pixel value of the neighbor is pi, and pc is the central val-
ue of the pixel. Texture operators are obtained by LTP 
which are noise sensitive due to not being dependent 
on center pixel value and grey-level transformations 
are not followed. The LTP value is classified as upper 
LTP and lower LTP wherein the upper LTP is developed 
by applying zeroes for negative values, and lower LTP is 
obtained by replacing the values of 1 with zeroes and 
changing the negative values to one in the original LTP. 
The query images and datasets extract the feature data 
from HoG and LTP in the feature selection process. 

3.4. FEATURE SELECTION

The features are selected from the CE-MRI dataset and 
query images using the Adam optimization algorithm.

3.4.1. Adam Optimization

The traditional stochastic gradient descent is updat-
ed as Adam Optimization which is an extension of sto-
chastic gradient descent and productively results in the 
weights of the updated network. The 1st and 2nd order 
element is taken in the Adam Optimizer to evaluate the 
gradient's first-order element (mean of the gradient), 
and element of second-order (squared gradient based 
on the element), and then, bias is corrected. The learn-
ing rate is divided by the square root of the second-or-
der moment and multiplied by the first-order element 
to get the update of the final weight.

The three hyper-parameters of LTP are: the learn-
ing rate, the decay rate of the first-order moment, and 
the decay rate of the second-order moment. This work 
shows that, if the optimal solution is predicted in ad-
vance, the learning rate generally takes the final result-
ing weight, making it simple to estimate the learning 
rate's scale. Firstly, the exponential moving average is 
biased towards zero, so it is divided by a number based 
on the decay rate to get an unbiased value. The Adam 
optimization algorithm consists of the below steps:

1. The element-wise square and gradient are com-
puted by present parameters.
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2. The 1st order and 2nd moment’s exponential aver-
ages are updated and calculated as unbiased aver-
ages.

3. In the Adam optimizer, weight updation is calcu-
lated as the average of unbiased 1st order, which is 
divided by average of the square root of unbiased 
2nd order (scaled by a learning rate of 0.001).

According to the Adam optimization algorithm, the 
weights are computed initially using equation (8).

(8)

(9)

The second moving momentum is calculated by us-
ing equation (10).

(10)

(11)

(12)

The bias correction of momentum is calculated by 
using equations (11-12).

Where, mt
1 is the moving momentum and vt

1 is the 
second moving momentum in Adam optimization.

3.1. CLASSIFICATION

The related query images from the end user are ex-
tracted by using CNN classifier.

3.5.1 Convolutional Neural Network

The CNN model includes four various layers, present-
ed as follows. The extracted features from input images 
are fed into convolutional layers, which compute the 
neurons that are connected to the input of local re-
gions. Each neuron is computed using a dot product 
of smaller weights and the input image volume is con-
nected. Activation function is then used to determine 
whether the neurons are right or not. The ReLU layer 
does not affect the dimensions of the images taken as 
input. Additionally, the pooling layer reduces the noise 
effect among the extracted features. Finally, the Fully 
Connected (FC) layer evaluates the higher-level fea-
tures. The proposed method uses a pre-trained deep 
CNN model such as VGG19 to determine the position of 
the first four lumbar vertebral bodies. The VGG19 net-
work has 19 learnable weight layers, 16 convolutional 
layers, and 3 FC layers with soft-max. Dropout regulari-
sation is used in the FC layer of VGG19, and ReLU acti-
vation function is used in convolutional layers. Convo-
lutional, pooling, ReLU, normalization, and FC layer are 
all parts of the VGG19 model. The convolutional layer 
detects the vertebral body by the images as shown in 
equation (13).

(13)

Where gi
L denotes L output layer, bi

L is the base value, 
ψL

i, j is the connection of the filter with ith and jth feature 
map, and output layer of L-1 is hj. The pooling layer de-
tects vertebral foramen in transverse slices and obtains 
maximum responses from the less convolutional layer 
to reduce unwanted features and solve the overfitting 
problem, which is explained using equations (14-16).

(14)

(15)

(16)

Where, SL represents the strides wherein the neural 
network parameters are changed in the movement of im-
ages, m1

L, m2
L, and m3

L are the feature map filters and the 
layers; FC and ReLU, are explained in equations (17-18).

(17)

(18)

Where the layer of ReLU is represented as Rei
l, h is the 

output layer, FCi
L is the layer of FC that follows the con-

volutional layer as well as pooling layer, and performs 
the FC layer activation function for the identification of 
deeper features.

4. RESULTS AND DISCUSSION

4.1. SIMILARITY CALCULATION

The Euclidean distance is used to calculate the simi-
larity between CE-MRI images and classified query im-
ages. The resemblance between feature dataset and 
feature vectors of the input query image is calculated. 
During the image retrieval phase, the global feature 
vector of the query image is extracted using identified 
category bank. Finally, similar images from identified 
semantic category are retrieved and ranked using Eu-
clidean distance between feature vector of the query 
image and similar candidate images. Effective sequen-
tial algorithms generate Euclidean distance maps. The 
map represents shortest distance from the nearby 
pixel in the background for each pixel present in the 
original binary picture's objects. The two picture scans 
with backward and forward movement of each line, are 
used to create a map including minor errors. As a result, 
successful computation is done with parallel propaga-
tion, which is an iterative process for expanding/shrink-
ing purpose. In distance mapping, image processing is 
used frequently. Typically, it is based on one of the met-
rics calculated using equation (19).

(19)

which is known as "distance of chessboard," or a combi-
nation of it, such as "octagonal distance" in the space of 
a two-dimensional rectangle with integers i, j, h, and k.
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The binary image includes two sets of pixels labeled 0 and 
1, the L(S) which represents the distance map, is an image 
in which each pixel (i, j) ∈ S corresponds to a pixel in L(S), 
wherein the distance map is given in equation (20).

(20)

Every pixel in S is having a particular L(S) label which 
is equal to the neighboring distance, hence the same 
map L(S) is defined for the background. 

Content-based medical images are retrieved effi-
ciently using the proposed feature detection; HoG with 
LTP method, for high-quality data. In contrast to the 
approaches that existed, this proposed feature detec-
tion method gives the desired results in recognizing 
features using CE-MRI dataset. The retrieval method is 
applied on a computer with 2.2 GHz, Python 3.7.3 and 
8GB RAM. This proposed method demonstrates consid-
erably good performance in extracting features from 
the image, in comparison to existing algorithms.

4.2. PERFORMANCE METRICS

The image retrieval performance of the proposed HoG 
with LTP uses 70% of training images and 30% of testing 
images. The proposed HoG with LTP is compared with 
existing techniques to check the nature of the system 
parameters. performance metrics considered in the as-
sessment of HoG with LTP are explained as follows:

4.3.1. Accuracy

Accuracy is used to evaluate the model’s classification 
by measuring ratio of the number of right predictions 
to total number of predictions, which is represented in 
equation (21).

(21)

4.2.2. Sensitivity

Sensitivity measures the ratio of positive values cal-
culated using equation (22).

(22)

4.2.3. Specificity

Specificity calculates the negative ratio that is pre-
dicted correctly and it is calculated using equation (23).

(23)

4.2.4. Precision

Precision is the ratio of overall truly classified positives 
to predicted positives. It is defined in equation (24). 

(24)

4.2.5. F-score

F-Score is calculated from the precision and recall of 
the test model which is expressed in equation (25).

4.2.6. Error Rate

The measure of error units present in the model is de-
fined as the Error rate and measured by equation (26). 

(25)

Error Rate=100-Accuracy (26)

4.3. Performance Analysis

The proposed feature detection HoG and LTP meth-
ods are used to analyze CE-MRI datasets and provide 
much more optimal results as compared to existing 
SVM, RF and RCNN [16]. Results of the proposed HoG 
and LTP methods are compared to existing models in 
tables 1 and 2.

Table1. Comparison of HoG-LTP method with 
existing techniques related to sensitivity, specificity, 

and accuracy for image retrieving

Methods Accuracy (%) Sensitivity (%) Specificity (%)

RF 81.1 81.7 90.5 

SVM 97.7 97.8 98.8

RCNN [16] 92.48 75.24 71.32

HoG-LTP 98.8 98.5 99.4

Table 1 compares the proposed HoG and LTP tech-
niques to the existing techniques which are RF, SVM 
and RCNN [16]. The proposed method achieves 98.8% 
accuracy, 98.5% sensitivity, and 99.4% specificity. 
Whereas the existing RF and SVM respectively obtained 
an accuracy of 81.1% and 97.7%, sensitivity of 81.7% 
and 97.8%, and specificity of 90.5% and 98.8%. While 
the existing RCNN obtains accuracy, sensitivity and 
specificity at 92.48%, 75.24% and 71.32% respectively. 
The output of comparison results of the presented HoG 
with LTP method proves its higher performance when 
it is compared to previous conventional methods in 
terms of sensitivity, specificity, and accuracy. Figure 2 
compares the proposed HoG with the LTP method to 
previously existing methods in terms of sensitivity, ac-
curacy, and specificity.

The proposed HoG-LTP method gives higher perfor-
mance and the error rate is reduced as compared to ex-
isting models, which is shown in Figure 3. The retrieved 
images of Meningioma and Glioma tumors are shown 
in Fig. 4 and Fig. 5.

Table 2. The comparison of HoG-LTP and existing 
methods in terms of Error rate, Precision, and 

F-score for images to retrieve features

Methods Precision (%) Error Rate (%) F-score (%)

RF 90 18 75

SVM 94 2 97

HoG-LTP 100 1 100
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Table 2 compares the error rate, F-score, and preci-
sion of the proposed HoG-LTP method to those of ex-
isting techniques such as RF and SVM. The proposed 
method achieves a precision of 100%, an error rate of 

1%, and an F-score of 100%, whereas, for existing mod-
els of RF and SVM, the precision value is 90% and 94%, 
the rate of error is 18% and 2%, and F-Score is 75% and 
97%, correspondingly.

Fig. 2. The comparison of HoG-LTP and existing methods in terms of accuracy, sensitivity, and specificity

Fig. 3. Comparative graph of HoG-LTP with existing methods in terms of error rate, precision, and f-score

Fig. 4. Meningioma tumor query-based retrieved images
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Fig. 5. The images that are retrieved for the glioma tumor image query

5. CONCLUSION

The main objective of the proposed HoG and LTP 
models using CB-MIR is, to extract relevant features 
from medical images for accurate diagnosis of disease. 
To overcome issues persisting in traditional methods, 
a novel feature selection method is proposed, which 
combines HoG and LTP to retrieve medical images au-
tomatically from CE-MRI dataset. The size of images in 
CE-MRI is reconstructed to modify the pixels, which 
results in a reduction of image size. HOG extracts suf-
ficient information on global features from CE-MRI, 
and LBP provides an appearance of the object and its 
shape. Adam optimization algorithm is used to select 
features from CE-MRI dataset and query images. The 
extracted features are fed into the CNN classifier, which 
uses them in the query of images to retrieve from the 
end-user. Euclidean distance is used to compute the 
similarity measurement between an input of query im-
age feature vectors and the dataset's feature. Experi-
mental results show that the proposed HoG-LTP tech-
nique with CNN classifier, achieves higher performance 
than existing methods. For future works, various ma-
chine learning algorithms will be applied for optimized 
feature extraction in medical images to reduce the re-
dundant data from the given image datasets.
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Abstract – Fluid clot below the retinal surface is the root cause of Central Serous Retinopathy (CSR), often referred to as Central Serous 
Chorioretinopathy (CSC). Delicate tissues that absorb sunlight and enable the brain to recognize images make up the retina. This 
important organ is vulnerable to damage, which could result in blindness and vision loss for the affected person. Therefore, complete 
visual loss may be reversed and, in some circumstances, may return to normal with early diagnosis discovery. Therefore, timely and precise 
CSR detection prevents serious damage to the macula and serves as a foundation for the detection of other retinal disorders. Although 
CSR has been detected using Blue Wave Fundus Autofluorescence (BWFA) images, developing an accurate and efficient computational 
system is still difficult. This paper focuses on the use of trained Convolutional Neural Networks (CNN) to implement a framework for 
accurate and automatic CSR recognition from BWFA images. Transfer Learning has been used in conjunction with pre-trained network 
architectures (VGG19) for classification. Statistical parameter evaluation has been used to investigate the effectiveness of DCNN. For 
VGG19, the statistic parameters evaluation revealed a classification accuracy of 97.30%, a precision of 99.56%, an F1 score of 97.25%, 
and a recall of 95.04% when using a BWFA image dataset collected from a local eye hospital in Cochin, Kerala, India. Identification of CSR 
from BWFA images is not done before. This paper illustrates how the proposed framework might be applied in clinical situations to assist 
physicians and clinicians in the identification of retinal diseases.

Keywords: Blue Wave Fundus Autofluorescence, Central Serous Retinopathy, Deep Learning, Retinal Pathology, Macular Disease

1.  INTRODUCTION

The retina is located near the optic nerve at the back 
of the eyeball and is made up of thin layers of ocular 
tissues [1]. The major job of the retina is to collect light 
from the focal length of the lens and convert it into 
message signals that the brain can recognize visually. 
As a result, the retina is regarded as an important com-
ponent of the eye and is crucial for identifying diverse 
nearby objects. Any abnormal or impairment to the ret-
inal layer might cause the patient to lose their vision or 
have visual impairments. Blindness and visual loss may 
be caused by Central Serous Retinopathy (CSR), one of 

the diseases which impacted more people worldwide. 
The primary reason for CSR is the clotting of the liquid 
medium on the Retinal Surface Area (RSA), which ad-
versely impairs people's eyesight [2]. To prevent visual 
loss, early accurate CSR detection can help with treat-
ment choices and diagnostic methods. Several imag-
ing modalities, including Fundus photography, Optical 
Coherence Tomography Angiography (OCTA), and Blue 
Wave Fundus Autofluorescence (BWFA), are employed 
for this CSR detection purpose. Among all BWFA-based 
methods for detecting a variety of retinal diseases, it is 
considered the most suitable and cutting-edge imag-
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ing tool. Although the BWFA imaging method is similar 
to ultrasonic imaging, it has a little difference in de-
tection. Unlike ultrasound imaging, which records an 
ultrasound image using sound waves, BWFA imaging 
uses blue light rays [3]. Employing a set of endoscopes 
and catheters, high-definition pictures of the RSA were 
generated via BWFA. In BWFA images of healthy pa-
tients and those with CSR the size of the fovea, the cho-
roid, the Inner Limiting Membrane (ILM), and serous 
retinal detachment could be detected.

Thanks to the recent advancement of quantitative 
BWFA, Artificial Intelligence (AI) categorization of eye 
disorders and computer-aided illness diagnosis are 
now feasible. Vascular occlusions, Sickle Cell Retinopa-
thy, Age-related Macular Degeneration (AMD), and CSR 
have all been investigated using quantitative BWFA 
analysis. Recent research has shown that supervised 
Machine Learning (ML) is effective for categorizing a 
range of activities to distinguish between normal and 
CSR images. Deep Learning (DL) provides a simple 
means of promoting the clinical application of AI clas-
sification of BWFA images. The Convolutional Neural 
Network (CNN) method, which was designed to mimic 
how the human brain interprets visual data, is normally 
referred to as DL [4].

To extract and analyze straightforward characteristics 
in the early layers and information useful in the layers 
of the network of the feed-forward processing of visual 
signals, CNNs employ millions of artificial neurons, often 
known as parameters. Until a CNN can be trained for a 
specific classification task, the network parameters need 
to be adjusted using millions of images. The lack of cur-
rently available images for the comparatively recent im-
aging modality BWFA, however, presents a challenge for 
the practical use of DL. DL has been proven to be imple-
mented using a Transfer Learning (TL) approach to get 
around the data size restriction. TL is a technique for op-
timizing the weights of a pre-trained CNN by adopting 
some of its weights and correctly retraining parts of its 
layers (i.e., AI classification of retinal images). TL has been 
investigated in fundus photography for artery-vein seg-
mentation, glaucoma diagnosis, and diabetic macular 
thinning assessment. TL has recently been investigated 
in BWFA for the detection of AMD, diabetic macular ede-
ma, and choroidal neovascularization.

Fig. 1. Convolutional Neural Network for Image 
Classification

Because the weights in each layer can be changed, TL 
can theoretically entail a single layer or numerous lay-
ers. In a 16-layer CNN, for instance, the precise number 
of layers needed for retraining may differ based on the 
dataset at hand and the target job. Since there aren't as 
many large publicly accessible BWFA datasets, images 
verified by ophthalmologists have been collected from 
a private hospital [5]. In this study, we show how BWFA 
can be used for DL-based automated classification for 
the first time. We want to train a small dataset using TL 
to produce a highly accurate CSR classification.

2.  RELATED WORKS

To evaluate CSR, Dursun et al. [6] presented the Deep 
Capillary Plexus (DCP-VD) and Superficial Capillary 
Plexus (SCP-VD) parameters. The accuracy of detec-
tion when utilizing a Support Vector Machine (SVM) is 
87%. Pawan et al. [7] introduced a modified version of 
Capsule Network for the detection and segmentation 
of CSR. This algorithm is lightweight and reduces the 
computational overhead. While using 1792 samples 
this technique provides a Dice Coefficient of 94.04 and 
an accuracy of 91.67%. Sulzbacher et al [8] categorized 
neo-vascular and non-neo-vascular CSR. They utilized 
ML algorithms for the diagnosis of CSR. By using logis-
tic regression, the accuracy obtained is 92.63%. Signal 
variations at the Chorio Capillaries (CC) level in patients 
with various phases were examined by Cakir et al. [9]. 
According to this approach, CSR patients were classi-
fied into four categories: acute, persistently atrophic, 
non-resolving, and inactive. CNN was used for the de-
tection of CSR and the accuracy of detection is 92.13%. 
Aggarwal et al. [10] conducted an analysis to identify 
the differences between acute Vogt-Koyanagi-Harada 
disease (VKH) and acute CSR in terms of image char-
acteristics. Sonoda et al. [11] suggested employing 
enhanced depth imaging to identify the anatomical 
changes of the choroid in eyes with CSR. The Inner and 
Outer Choroid structural changes technique is em-
ployed. In the images, the inner and outer choroid's 
hypo-reflective and hyperreflective regions were mea-
sured separately. The results revealed that the outer 
choroid of the CSR eyes had a significantly larger hypo-
reflective area (446,549 + 121,214μm2) than the con-
trol eyes (235,680 + 97,352μm2, P<0.01). 

The diagnosis in CSR, according to Kulikov et al. [12], 
is based on ML and AI. The values for identifying sub-
retinal fluid were 0.61, 0.99, 0.99, and 0.76, respectively, 
according to the analysis of test sets. For the detection 
of anomalies in the retinal pigment epithelium (RPE), 
the specificity, sensitivity, F1-score, and precision were 
0.95, 0.14, 0.24, and 0.94, respectively. For leaking point 
identification, the sensitivity, specificity, accuracy, and 
F1-score were 0.06, 1.0, 1.0, and 0.12, respectively. 
The proposed method concluded that ML had great 
promise for identifying structural anomalies linked to 
acute CSR. Narendra et al [25] reported a CNN for the 
automatic segmentation of Sub-Retinal Fluid (SRF) to 
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identify CSR. The suggested technique, provided Dice, 
Recall, and Precision of 0.91, 0.83%, and 0.93%, respec-
tively. An automatic SRF segmentation method is ap-
plied in the suggested model. Pre-processing and fluid 
segmentation are the two stages of the SRF segmen-
tation method. Yoon et al. [13] proposed developing 
a DL system model to diagnose CSR and differentiate 
between chronic and acute CSR. This model's accura-
cy, sensitivity, and specificity for diagnosing CSR were 
93.8%, 90.0%, and 99.1%, respectively. Jaisankar et al. 
[14] identified damaged choroidal areas and associat-
ed retinal alterations in acute and recurring CSR. Khalid 
et al. [15] conducted the first-ever analysis of a decision 
support system. The proposed system's automated dis-
ease identification is based on a multilayered SVM clas-
sifier that was trained on 40 labelled scans. With sensi-
tivity, accuracy, and specificity ratings of 98 %, 96.92 %, 
and 95.86 %, respectively, the suggested approach was 
successfully diagnosed in 2817/2819 individuals. 

Evaluation of the morphological variations in the 
choroidal vasculature in acute and chronic CSR was 
suggested by Lee et al. [16]. Different choroidal vascu-
lar dilatation patterns between acute and chronic CSR 
were discovered using the suggested methodology. 
These discoveries could aid in our understanding of the 
pathophysiology of CSR. In eyes with acute CSR that 
had not yet received treatment, Yang et al. [17] recom-
mended using CNN to evaluate the three-dimensional 
choroidal vascularity index (CVI). This technique makes 
use of 3D-CVI, which volumetrically evaluates the cho-
roidal vasculature, and is a valuable imaging marker of 
choroidal disorders, according to the suggested meth-
od, which may help better understand the pathophysi-
ology of CSR. 

In the evaluation of the eyes, Altnel et al. [18] divided 
them into three groups: failure, partial remission, and 
complete remission. The thickness of the Ellipsoid Zone 
(EZ), Outer Nuclear Layer (ONL), and retinal pigment 
epithelium (RPE) were all assessed using this proce-
dure. In the group of patients with complete remission, 
the baseline EZ and RPE were discovered to be intact 
in 71.4% and 64.3% of the eyes, respectively. However, 
in the failure group, these rates were 25% and 16.7%, 
respectively.  Tang et al. [19] proposed evaluating 
quantitative indicators associated with treatment re-
sponse and the beginning of macular neovasculariza-
tion (MNV) in CSR using an AI-based methodology. In 
the experiment, eplerenone produced an outstanding 
reaction in 40/78 (51%) of the eyes, compared to PDT in 
38/78 (49%) of the eyes.

3. METHODOLOgy

The images collected from a local eye hospital in Co-
chin, Kerala, India (BWFA dataset) are used to train the 
classifier (VGG19) used in this research [20]. TL is incor-
porated to enhance the classifier's performance. In the 
event of an error, it spreads backwards through the sys-
tem and modifies the weight of each node. 

Iterations of this procedure are repeated over and over, 
and the distance is continually assessed and improved. 
Convolutional layers extract the features, and the CNN is 
trained using these features. A CNN is a DL-based Artifi-
cial Neural Network (ANN) architecture. We developed a 
fairly straightforward method. The convolution layer and 
max-pooling layer of the CNN, which together form the 
2D spatial image (pooling), are mapped to the values in 
Equations (1) and (2). Every neuron receives an output 
value z from a function called activation that filters input 
data x with weight coefficients w. If a layer has an n num-
ber of neurons, then a specific neuron named j in the fol-
lowing layer gets an n input value. Bias bj integrates and 
adds these coefficient-weighted inputs. wi,j is the weight 
applied to the input of ith neuron to produce an output 
at jth neuron. A neuron's activation function f produces 
the signal zj. Fig. 2 shows the structure of an artificial 
neural network.

(1)

(2)

The input variable x is assumed to have L x L 2D 
source pixels and to be processed by convolution with 
a table of weights using H x H window. After extract-
ing values of the same size from the source image, the 
convolution combines the weighting factors of the 
window H x H by the filter values of the pixels for the 
source. By shifting the window, then the process of 
filtering is applied once more to the source image. It 
should be mentioned that a zero-padding method was 
included to make sure that both the input and output 
are of the same size.

Fig. 2. Structure of ANN (a) Data Flow in DL (b) Inner 
Structure of Neuron

(a) (b)

The convolution operation is displayed in Fig. 3. As xi,j 
is then multiplied by wk,l,n, a grid at (i,j) on the filters is 
independently shifted. This equation is written as fol-
lows, incorporating the bias bn in the expression and 
the convolution form:

(3)

(4)

yi,j,n represents the convolution output of the image 
with a weighing filter and zi,j,n is the final output after 
applying a rectified linear unit (ReLU) as the activation 
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function (f ), which could select positive input values as 
a result of an improvement in matrix conversion.

(5)

Fig. 3. Convolution Layer with Filter

Equation (6) defines pooling, which is generally used 
to produce 2D data, but does not include weighted co-
efficients or activation functions. p, q is the domain's 
horizontal and vertical parts, and Up, q is the square 
unit domain with the dimensions R x R.

(6)

where zp,q represents the max-pooled output of the 
processed image sub-region xi,j, of the whole image 
Up,q. The same purpose as Equations (1) and (2) is served 
by these processes, which produce relatively small 2D 
picture data that are subsequently transmitted to a ful-
ly linked layer. These 2D picture data are transformed 
into several number of 1D digital files that offer details 
about the classification of the original image. The Soft-
Max function in Equation (7) transforms outcomes into 
probabilities in the output layer. It is a normalized ex-
ponential function. It evaluates binary categorization.

(7)

fyj represents the softmax function that converts the 
output score of each neuron yj to probabilities of being 
in a class.

This work considers the existence of two distinct do-
mains. Large datasets used to train a model in a specific 
(source) domain typically require a lot of time before 
an accurate prediction can be made. When the model 
is used in a different (target) domain that is unrelated 
to the source domain, training takes a lot of time. TL is 
one of the approaches for improving the effectiveness 
of the prediction in the target domain (e.g., decreasing 
run time). For the target domain, the TL can repurpose 
accumulated common knowledge from the source 
domain. Recently, the CNN combined with a transfer-
learning strategy (CNN-TL) is a successful image clas-
sification technique. In this work, CNN-TL was used to 
transform time series data to picture data because our 
model should be able to forecast time series. CNN was 
initially carried in the target domain (Fig. 4a). Second, 
portions of the CNN's hidden layers were modified be-
fore being reapplied to the particular domain. Finally, 
using datasets from the target domain, "the fully con-

nected layer 1" and "the fully connected layer 2" in the 
deep layers were re-trained (Fig. 4b).

Fig. 4. DL Architectures (a) Typical CNN  
and (b) CNN with TL

The CNN image must match a CSR value for CNN 
training and prediction operations to be effective. The 
dataset's images having size 256x256 were chosen be-
cause there weren't many variables. As input data, a 
square image is utilized. A 1x1 of the data output was 
linked to the data from the input data at the expected 
time. We assumed that the quantity of the predicted 
position in the following time step is produced by the 
CSR data in a square picture. Take note that the predict-
ed point indicates whether or not CSR is present.

4. RESULTS AND DISCUSSION 

The experimental outcomes of the suggested CSR 
detection algorithm are shown in this section. Utilizing 
the BWFA dataset, the proposed TL model's implemen-
tation is verified. BWFA images of individuals with CSR 
disease and BWFA images of healthy people have both 
undergone classifications. The entire dataset of images 
was divided into two categories by the algorithm, such 
as training and testing images. The dataset includes 
1600 images from the normal (healthy) group and 1608 
images from the CSR category. Sample images from 
both categories are shown in Fig. 5.

(a) (b)

Fig. 5. Sample Images from BWFA Dataset (a) CSR 
(b) Healthy.

The research addresses the class imbalance problem. 
The distribution of samples for the training classes is uni-
form. 70% of the images from each class were taken for 
training the CNN. The remaining 30% of the images from 
each class were used for testing the CNN. 
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Fig. 6 shows the distribution of BWFA images into dif-
ferent groups, which are used for training and testing 
the classifier.

Fig. 6. BWFA Dataset Class Distribution

The input to this network has a fixed-size (256 * 256) 
RGB image. Hence the matrix had the structure of (256, 
256, 3). The mean RGB value of each pixel, calculated 
throughout the whole training set, was the only pre-
processing that was carried out. They made use of ker-
nels with a stride size of 3 × 3 pixels. They were able to 
completely hide the image because of this. Spatial pad-
ding is being used to preserve the spatial resolution of 
the image. Max pooling was done with stride 2 above a 
2x2 pixel window. ReLu was then used to add non-lin-
earity, which improved computational efficiency and 
helped the model better categorise data than earlier 
models that employed tanh or sigmoid functions.

VGG19 is a CNN having 19 hidden layers in total. It 
is possible to load a network that has already been 
trained using more than a million images from the 
ImageNet database. The pre-trained network can cat-
egorize images into more than 1000 different object 
categories and has amassed rich visual information for 
a range of images. After loading the pre-trained model 
and analyzing the feature representations, it is noticed 
that there are 20,057,153 parameters in total. Of these 
parameters, 32,769 parameters are trainable. These pa-
rameters are trained using the features obtained from 
the BWFA dataset. The architecture of the proposed 
modified VGG19 model is depicted in Fig. 7.

The 32,769 parameters are trained using the pro-
posed model by considering binary cross entropy as 
the loss function. The usage of loss functions is to calcu-
late the quantity that a model should be used to mini-
mize during training. It computes the cross-entropy 
loss between true labels and predicted labels. Further-
more, when comparing our results to existing work, we 
used the same settings by using cross-validation and 
fixed partitioning techniques. The Python language 
was used to create the pre-trained models based on 
TL, which were then run on the Google Colab platform 
[21]. The rate of learning was 1 x 10-4, the minimum 
batch size was 32 and the optimum epoch count is 50. 
A reduction in the rate of learning increases the time 
for the training network while raising it causes training 
to become locked at an inadequate result [22].

Fig. 7. Proposed VGG19 Model Architecture.

Many performance indicators were considered to val-
idate the effectiveness and efficiency of the pre-trained 
VGG19 model integrating TL. Precision, F1 Score, recall, 
ROC AUC, specificity, and accuracy are the measures 
that are most frequently utilized. The words True Posi-
tive (TP), False Negative (FN), True Negative (TN), and 
False Positive (FP) are used to describe classification ac-
curacy. The count of CSR images labelled as CSR is TP 
and the count of healthy images labelled as healthy is 
TN. The count of healthy images labelled as CSR is FN 
and the count of CSR images labelled as healthy is FP 
[23]. The performance parameters are expressed math-
ematically as,

(8)

(9)

(10)

(11)

F1 score is the harmonic mean of precision and recall 
as indicated in equation 10. Fig. 8 shows the visualiza-
tion charts for the accuracy of BWFA image classifica-
tion. The number of iterations (epochs) used in the 
experiment was 50. The values of performance param-
eters are stable and high after the 40th epoch. This is 
due to the classification problem being solved using 
a TL approach. There is a chance that an error will oc-
cur during training, which is referred to as a loss. The 
proposed VGG19 model with TL for CSR detection has a 
minimum loss of 0.38, which is quite low as illustrated 
in Fig. 9. The entire set of test images must be used in 
the evaluation. The proposed VGG19 with TL model 
for CSR detection has an average accuracy of 97.30%. 
Precision and recall have average values of 99.56% and 
95.04%, respectively. The proposed model provides an 
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F1 score of 97.25% and a ROC AUC of 97.31%. The max-
imum number of BWFA images used for training can 
be increased to increase the classification parameters.

Fig. 8. Variation in Accuracy with Epochs

Fig. 9. Variation in Loss with Epochs

Experiments have been conducted on the developed 
model using a given BWFA dataset. The batch size se-
lected for training the model is 32. An experiment is 
conducted in various steps by varying the number of 
epochs. The total number of epochs varied from 10 to 
50, and the values of performance metrics were com-
puted. 10 epochs provided lower values for the perfor-
mance parameters, and 50 epochs provided higher val-
ues. There was no change in the performance parame-
ters after 50 epochs. So, the experiments are concluded 
and the values obtained for various performance met-
rics are given in Table 1. Fig. 10 shows ROC graphs and 
AUC displays the performance. The overall AUC for this 
cross-validation research was 0.9731.

Performance 
Metrics

Epoch

10 20 30 40 50

Accuracy (%) 95.72 96.21 97.78 96.14 97.30

Precision (%) 94.73 96.09 96.56 98.32 99.56

Recall (%) 92.16 91.58 93.57 93.92 95.04

F1 Score (%) 92.37 94.62 94.87 96.56 97.25

Loss 0.72 0.56 0.54 0.45 0.38

Table 1. Variation in Performance with Epochs

Fig. 10. ROC curves for the cross-validation of the 
proposed model

A detailed comparison of classification performance 
is required to assess the effectiveness of the proposed 
TL approach. On various datasets, the proposed trans-
ferred models' classification performance is evaluated. 
Table 2 compares the efficiency of existing models us-
ing the selected performance metrics.

Table 2. Comparison of CSR Detection Models

Model Accuracy 
(%)

Precision 
(%)

Recall 
(%)

F1-Score 
(%)

Loss 
(%)

AlexNet 95.92 96.21 94.78 92.32 0.58

GoogleNet 88.73 89.09 86.56 90.17 0.71

ResNet101 92.16 91.58 90.57 91.53 0.63

VGG16 92.37 92.62 91.87 95.56 0.44

Inception v3 87.92 84.06 85.74 92.45 0.56

Inception 
ResNet v2 89.95 89.40 91.57 93.52 0.49

Proposed 97.30 99.56 95.04 97.25 0.38

When comparing classification accuracy, the pro-
posed model achieves the best result of 97.30%, which 
is achieved through TL. In terms of accuracy, pre-trained 
models like AlexNet (95.92%), ResNet101 (92.16%), and 
VGG16 (92.37%) performed well. When compared to 
AlexNet's accuracy, the proposed classification model 
has an increase of 1.38%. When comparing classifica-
tion precision, the proposed model achieves 99.56%, 
which is the highest among all other models. AlexNet's 
precision was 96.21%, ResNet101's precision was 
91.58%, and VGG16's precision was 92.62%. When com-
paring the proposed classification model to AlexNet's 
precision, there is a 3.35% increase. The proposed mod-
el achieves a recall value of 95.05%. When compared 
to other models, this has the best recall value. AlexNet 
had a recall of 95.78%, Inception ResNet v2 had a re-
call of 91.57%, and VGG16 had a recall of 91.87%. The 
proposed classification model has a 0.27% increase in 
recall when compared to AlexNet's recall.

When the training loss is compared, the proposed 
method and AlexNet have a lower loss. The proposed 
model has a 0.38 training loss, while the AlexNet model 
has a 0.58 training loss. When comparing these two 
models, there is a difference of 0.2. The proposed mod-
el achieved the lowest loss and is the best classification 
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model for CSR detection. The significance of selected 
parameters demonstrates the value of TL in the reduc-
tion of over-fitting and improving classification accu-
racy. The proposed model and AlexNet were found to 
be efficient in identifying samples across appropriate 
datasets. Fig. 11 shows how the performance of the 
various models compares. In Fig. 12, it is possible to vi-
sualise the comparison of training loss.

Fig. 11. Comparison of Classification Performance

When it comes to CNN-based models, the real moti-
vation comes from the fact that they are used to solve 
extremely difficult problems using millions of labelled 
datasets. To create a dataset for DL models, you'll need 
years of data collection. There are various advantages 
to employing pre-trained VGG19 systems with TL for 
categorization. First and foremost, the coding system 
is automated. Secondly, noise filtering, ROI delineation, 
feature extraction, and selection are not required any-
more. Thirdly, there are no biases, and the pre-trained 
CNN models' predictions are repeatable. Finally, in con-
trast to previous CNN-based studies, a ceiling level of 
accuracy is obtained. The computation time is reduced 
because we used the Colab platform's CPU and GPU as 
hardware resources.

5. CONCLUSION 

In this work, we evaluated various pre-trained CNN 
techniques employing TL for BWFA image categoriza-
tion. To get the highest recognition rate, pre-trained 
CNN methods have been successfully combined with 
TL. The suggested model surpassed every other mod-
el that was put to the test, scoring 97.30% accuracy, 
99.56% precision, an F1 score of 97.25% and 95.04% re-
call for the BWFA datasets. This model uses TL to obtain 
the lowest training loss of 0.38. The results performed 
better on CSR classification from BWFA images than 
current classical and DL techniques. It performs better 
than current methods in eliminating the requirement 
for pre-processing procedures. Additionally, compared 
to existing DL-based work, the pre-trained AlexNet 
model produces better performance metrics. Future 
studies will concentrate on putting the models into 
platforms, reducing computational complexity, and in-
vestigating additional methods of fine-tuning.
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Abstract – Similar languages with massive parallel corpora are readily implemented by large-scale systems using either Statistical 
Machine Translation (SMT) or Neural Machine Translation (NMT). Translations involving low-resource language pairs with linguistic 
divergence have always been a challenge. We consider one such pair, English-Manipuri, which shows linguistic divergence and belongs 
to the low resource category. For such language pairs, SMT gets better acclamation than NMT. However, SMT’s more prominent phrase-
based model uses groupings of surface word forms treated as phrases for translation. Therefore, without any linguistic knowledge, it fails 
to learn a proper mapping between the source and target language symbols. Our model adopts a factored model of SMT (FSMT3*) with 
a part-of-speech (POS) tag as a factor to incorporate linguistic information about the languages followed by hand-coded reordering. The 
reordering of source sentences makes them similar to the target language allowing better mapping between source and target symbols. 
The reordering also converts long-distance reordering problems to monotone reordering that SMT models can better handle, thereby 
reducing the load during decoding time. Additionally, we discover that adding a POS feature data enhances the system’s precision. 
Experimental results using automatic evaluation metrics show that our model improved over phrase-based and other factored models 
using the lexicalised Moses reordering options. Our FSMT3* model shows an increase in the automatic scores of translation result over 
the factored model with lexicalised phrase reordering (FSMT2) by an amount of 11.05% (Bilingual Evaluation Understudy), 5.46% (F1), 
9.35% (Precision), and 2.56% (Recall), respectively.

Keywords: Factored SMT, Reordering, Factoring, English, Manipuri, Automatic Evaluation

1.  INTRODUCTION

Machine Translation (MT) is defined as a ”loop con-
sisting of three steps in which, i) a source constituent is 
detected, ii) required information including syntactic, 
semantic and other types of information related to the 
constituent is collected, and iii) finally, it is transferred to 
a target form which is the end of the translation process 
for that constituent” [1]. By description, implementing an 
MT system seems straightforward and uncomplicated. 
Still, given the variety of languages spoken worldwide, 
each of which belongs to a separate family and has its 
unique linguistic structure, MT is not a simple procedure. 
The major issue is that these difficulties differ depending 
on the language combination under examination. Some 
of the challenges in our work are:

•	 Linguistic differences and their complexity

•	 Low resource category
•	 Unavailability of natural language processing (NLP) 

tools for Manipuri
MT is a very challenging task. The diversity of languag-

es with linguistic differences between them, along with 
the inherently ambiguous nature, further amplifies the 
challenges. The language pair English-Manipuri is one 
such. We highlight a few linguistic differences between 
English and Manipuri. English has rudimental morphol-
ogy with Subject-Verb-Object (S-V-O) sentences and 
non-tonal. The derivation is the most common process 
of word formation in English. For example, ”un+happy”, 
”pre+judge”. In comparison, Manipuri has prolific mor-
phology and agglutinating with Subject-Object-Verb 
(S-O-V) structure. Manipuri shows a variance from other 
Tibeto-Burman categories of languages in that it gives 
prominence to tense rather than mood. 
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Manipuri also shows tonal contrast, with two levels 
- high falling and level. For example, The word ”tummi” 
can mean “sleeping” (high falling tone) or “pointy” (level 
tone). Word formation in Manipuri uses a large num-
ber of suffixes with fewer affixes and primarily uses the 
process of compounding. For example, lan (war) + mee 
(person) - “lanmee” (soldier). Manipuri has two scripts 
- Bengali and Meitei-Mayek. We are using the Bengali 
script for our work. 

What is more challenging with our work is that Mani-
puri is a low-resource language. It is known that Neural 
Machine Translation (NMT) is data-hungry, and Statisti-
cal Machine Translation (SMT) is a better option at low 
resource conditions [2]. The sufficient training data 
size for NMT is in the order of millions [3] compared 
to few thousand for SMT. Above this, NLP tools, such 
as morphological analysers and part-of-speech (POS) 
taggers, are unavailable for the Manipuri language. 
This unavailability greatly restricts the researchers from 
implementing and trying out different possibilities in 
their area of research. The two techniques, which are 
pretty conventional in the area of MT, are SMT and 
NMT - with NMT getting more acclamation than SMT. 
Research on translations from more affluent to poor-
er morphology and vice versa is rarely focussed. The 
study [4] reports that translating from poorer to richer 
morphology is more complex and challenging than 
vice versa. However, for translations that involve two 
languages which are morphologically and structurally 
variant, determining which technique is better is still a 
question of doubt. Our work uses the SMT technique to 
develop a translation system for English-Manipuri. SMT 
makes use of parallel corpora and learning algorithms 
to train a model. Based on the translation model’s train-
ing process, many SMT approach models are available: 
baseline model, phrase-based model, factored model 
and hierarchical phrase-based. Traditional or baseline 
models use word-level mapping, which produces low 
translations. An improvement to it is the phrasal one, 
the most routine SMT. The phrase-based SMT (PBSMT) 
uses a grouping of surface forms of words treated as 
phrases. On the other hand, a factored model, an ex-
tension of PBSMT, uses surface word forms with ad-
ditional factors such as lemma, POS tags, morpho-
logical information, case, and genders. In contrast, the 
hierarchical model requires grammar which consists 
of Synchronous Context Free Grammar rules. In SMT, 
language models are used to establish the target word 
order. They are, however, limited by the sparsity of the 
data caused by larger n-grams. Therefore, a lexicalised 
reordering model subjects reordering to the PBSMT 
phrases. One of the most challenging issues in SMT is 
reordering; it manifests differently depending on the 
language combinations. Language pairings with far-
off syntactic structures, like English and Manipuri, ex-
perience long-distance reordering issues that the lexi-
calised reordering models cannot resolve. 

 In our paper, we implement a factored model for 

English-Manipuri along with pre-processing, post-pro-
cessing, and reordering modules. The following sec-
tions give a detailed explanation of the architecture. 
Unfortunately, unlike high-resource languages such as 
English with POS taggers available in the open domain, 
no such tool is available for Manipuri. It is also difficult 
to find annotated corpora for this language. So, owing 
to financial reasons, we have developed only a small 
set of annotated corpora of the entertainment domain 
to experiment with the system. Additional corpora 
with more factors, if available, can be incorporated 
to improve the result. This work is a quest to improve 
translation quality.

The paper implements a factored model with POS 
information-based reordering to enhance transla-
tion between linguistically disparate language pairs. 
The goal of the current task is to rearrange the source 
chunks so that the alignments of the source and des-
tination pieces are more monotonous. The reordering 
has been done by manually rearranging the source text 
at the chunk level to replicate the ordering of the target 
language. The process mitigates the problem of long-
range reordering to only short-range, intra-chunk re-
ordering that the lexicalised reordering easily handles. 
Furthermore, Manipuri's low resources and agglutinat-
ing nature produces untranslated words, which are 
transliterated.

2. FACTORED SMT

The most dominant SMT approach, the PBSMT mod-
el, has an extension model called the factored SMT 
model. The phrase model uses small text chunks and 
phrases without linguistic information during transla-
tion. The PBSMT model uses the noisy channel model. 
After applying Bayes theorem [5], the translation prob-
ability for translating a source sentence (S) to a target 
sentence (T) is

P(T|S)=P(S|T)P(T)=argmaxm P(S|T)P(T) (1)

In Equation 1, the component P(S|T) represents 
the translation model. In contrast, P(T) represents the 
language model. For finding the best translation of a 
given source sentence, S we use a decoder to find the 
best probable target sentence, T. The decoder finds 
the n-best possible translations of S to T, out of which 
the translation with the highest probability is chosen, 
specified by argmaxm in Equation 1.

The phrase-based technique provides promising re-
sults for language pairs that are structurally and mor-
phologically similar. In the PBSMT framework, the dis-
tortion and lexicalised reordering models are widely 
used to handle reordering. The lexicalised reordering 
of Moses makes reordering simple for language pairs 
with analogous syntactic structures. However, the 
translation is quite bad for language pairs that are 
structurally and morphologically distant from each 
other with low resources, due to the problem of long-
distance reordering. Although the basic PBSMT model 
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is expandable to account for long-distance reordering, 
it often performs worse due to distortion limitations 
[6]. Mapping at the grouping of surface forms of words 
does not reflect the pattern between the languages. 
Therefore, it is difficult for the PBSMT model to learn 
the translation pattern between the languages. To deal 
with it, the factored SMT model is adopted. In the fac-
tored model, a word is represented not only by its sur-
face form, but by multiple levels called factors - such 
as lemma, POS, and morphological information. We are 
incorporating linguistic features into the corpus with 
this multiple-level representation of words. Incorpo-
rating linguistic information through factors will aid in 
learning a translation model that addresses the linguis-
tic divergences between the languages. Works using 
factored SMT models significantly improve the transla-
tion result of PBSMT. One such implementation is for 
the Kannada language [7]. The factored model of SMT 
is mainly helpful in involving language pairs where one 
is morphologically rich and the other poor. We can feed 
more factors to improve our translation results better. 
The contributions of our work are:-

•	 We develop a small set of POS-tagged Manipuri 
corpora of the entertainment domain using the IL-
POST (Indian Language Parts of Speech Tagset) [8] 
framework.

•	 We implement a PBSMT model as the basis for 
comparison.

•	 We implement factored SMT models with the in-
built reordering option of Moses.

•	 We perform hand-coded reordering of the POS-
tagged English side sentences of the training and 
testing corpus and implement a factored model of 
SMT. 

•	 We compare the results of our systems using au-
tomatic evaluation metrics and establish that our 
architecture improves translation results.

3. LITERATURE REVIEW

Works that integrate linguistic information into the 
more routine PBSMT are limited. Here, we discuss some 
works that use the factors and factored SMT model in 
different ways to improve the translation result and ad-
dress data sparsity, grammatical error, and fluency for 
morphologically rich languages in MT.

They describe one of the early approaches for trans-
lating French to English using linguistic information in 
work [9]. Utilising factored models for English-Latvian 
and English-Lithuanian SMT systems is the subject of 
yet another implementation report [10]. Latvian and 
Lithuanian languages are highly inflectional. They 
belong to morphologically rich, have free phrase or-
der and are highly ambiguous, which results in data 
sparseness in translation. They have addressed this 
issue by splitting each token into its stem and suffix 
parts and treating them as separate models for Lith-

uanian-English translation. While for English-Latvian, 
morphologic tags are used as an additional language 
model apart from suffixes. Their work claims a signifi-
cant improvement over baseline SMT through human 
evaluation. Similar experiments with phrase-based MT 
for English-Czech were conducted by [11], demonstrat-
ing the benefits of utilising multiple factors. His work 
involves different models involving combinations of 
word forms, lemma and morphological tags as factors. 
His work concludes with the BLEU (Bilingual Evaluation 
Understudy) score report demonstrating that multi-
factor SMT consistently outperforms baseline SMT. In 
another study, a factored SMT model is implemented 
by [12] using fixed-length word suffixes that approxi-
mate POS tags in some ways. Their work reduces the 
language model’s perplexity and increases the gram-
matical correctness of the results. Their work shows an 
improvement over the baseline SMT.

Contrary to translations from morphologically rich 
languages, translations to them have the limitation of 
lousy translation quality output. One major issue with 
morphologically rich languages is the data sparseness 
problem. Various reports associated with data sparse-
ness are available for morphologically rich languages 
such as Latvian, Lithuanian, Croatian, Tamil, Malayalam, 
Mizo, Hindi, Kannada, and Farsi. Their work handles the 
data sparsity problem in translating a morphologically 
rich language [13]. They suggested a solution that gen-
erates unseen morphological forms fed into the train-
ing corpora. Their proposed solution claims to improve 
the translation quality through translation experiments 
of English to Hindi and Marathi languages.

Works that perform pre-processing, apart from having 
factors on the corpus, are available. One such factored 
SMT system for English to Tamil [14] is available. Their 
model uses lemma, POS and compound tag as factors 
on the source side; and lemma, POS tag and morpho-
logical information on the target side. They develop a 
novel pre-processing approach on the source language 
(English) so that it conforms to the target language 
(Tamil). The training uses the pre-processed sentences 
using a factored SMT model. Finally, morphological gen-
erators of the Tamil language generate a surface form of 
words from the factors output by the SMT model. The 
output result outperforms Google Translate and other 
systems. Pre-processing to change the source sentences' 
(English) structure by adding POS tags is another simi-
lar effort [15]. They use POS tags to modify the English 
sentences to be more similar to the richer Spanish and 
Catalan target sentences. However, some rely upon 
post-processing rather than pre-processing. In their 
work [16], they adopt post-processing techniques using 
syntactic and morphological knowledge of both source 
and target data to predict inflected forms of a sequence 
of word stems of the target side.

The work of [7] compares the factored model  and 
the baseline model of the SMT technique for the mor-
phologically rich Kannada translation. They create lan-
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guage models based on surface form and POS tag for 
the factored model. They report that the factored mod-
el provides an improvement of 25% in BLEU compared 
to the baseline model. In another paper [17], morpho-
logical information factors comprising word stem, pre-
fix, suffix, and POS tag - handle grammatical error cor-
rection. For evaluation, they modelled five individual 
systems with each factor - stem, prefix, suffix, and POS 
tag. Evaluation of the systems uses measuring their 
performance in the grammatical error correction task. 
Their models show an improvement in BLEU by 32.54% 
over the phrase-based model. Further, their model was 
experimented with official test data and compared with 
thirteen other systems at the ”CoNLL 2014 shared task”, 
in which they got the 7th and 5th F0.5 scores. They con-
cluded that POS information is the most effective, out 
of all factors, and that the model with POS information 
outperforms others with other factors. Even with the 
latest technique of NMT, [18] they apply pre-ordering 
to reduce word order divergence between source and 
target languages for a few resourced Indic languages. 
Their approach relatively improves the translation 
quality even in low-resource scenarios.

For the Manipuri language, [19] they work reports the 
only factored SMT model implementation. They have 
used suffix and dependency relations as factors on the 
source (English) side and case markers on the target 
(Manipuri) side. Their system was trained on 10,350 sen-
tences and tested on 500 news domain datasets. BLEU 
score and subjective evaluation claim an improvement 
in their result. MT systems for the Manipuri language 
are getting built but are far from perfect. Currently there 
isn't any Manipuri-language content that makes use 
of POS tags or sentence restructuring. Their study [20] 
evaluates the effectiveness of unsupervised MT mod-
els for Manipuri-English translation using a comparable 
corpus of news domain. They use a suffix segmenter us-
ing graph-based stemmer and transliteration models to 
re-score the sentence translation and the lexical prob-
ability. They report that the unsupervised SMT model 
is more successful than the unsupervised NMT models 
for the language pair. Using data augmentation ap-
proaches, they addressed low-resource problems while 
experimenting with a semi-supervised approach [21]. 
The data augmentation process uses comparable mono-
lingual corpora from the news domain. They employ a 
self-training and back-translation approach to produce 
synthetic parallel data from monolingual data. Accord-
ing to reports, their model outperforms unsupervised, 
supervised, mBART, and other standard semi-supervised 
models in quantitative efficacy and can handle sparse 
data. Additionally, they make empirical claims about 
how well their models cope with uncommon words and 
long-term dependencies.

Their study [22] uses the multilingual pre-trained 
models mBART50 and mT5-base with fine-tuning for 
transfer learning of low-resource MT involving Assa-
mese, Manipuri, and Bengali languages.  Their fine-

tuned models outperform the multilingual baseline 
model indicated by their BLEU scores. On the WAT-
2021 test set, their model with mT5-base fine-tuning 
performs best. Their model, however, predicts a lower 
score for the Flores-101 test set. Another experiment 
with a many-to-many NMT model with cross-lingual 
capabilities is reported [23]. Their work enhances the 
basic paradigm for many-to-many translation between 
Manipuri and English and the bilingual model. Ad-
ditionally, they use zero-shot translation to examine 
the generalizability of their methodology on language 
pairs with no direct correspondence and contrast it 
with pivot-based translation. To translate English to 
Manipuri, [24] examine the supervised and unsuper-
vised SMT and NMT techniques. They also test out 
low-resource techniques like self-training and back 
translation. They examine the difficulties and mistakes 
made in translating English to Manipuri. Works of [25], 
[26] and [27] are a few other NMT implementations for 
the Manipuri language. Recently, Google Translate [28] 
supported Manipuri using the Meitei-Mayek script, us-
ing the concept of Zero-Shot translation [29].

4.  PROBLEM STATEMENT

SMT and NMT are the techniques that dominate MT. 
Dealing with dissimilar language pairs in low-resource 
settings is still challenging for both techniques. Based 
on the language pair under consideration, some sys-
tems favour SMT [30], while some favour NMT [31]. SMT 
is good at handling adequacy but trades for fluency [2], 
while NMT trades adequacy for fluency [32]. NMT has 
replaced most larger MT systems, which have larger 
corpora. However, SMT has suggested a better option 
for low-resource conditions. SMT uses mathematical 
models to map the source and target language sym-
bols. The mapping is more straightforward for similar 
languages, and the results are promising. Despite the 
state-of-the-art PBSMT's usage of reordering models, 
the inconsistency in word ordering between distant 
languages leads to subpar translation quality. We pose 
the divergences between languages and the inability 
of lexicalised reordering to handle long-distance re-
ordering as a problem.  We propose prior source-side 
reordering to mitigate the syntactic differences  and 
handle long-distance reordering to improve the trans-
lation result.

5.  PROPOSED METHODOLOGY

As mentioned above, English and Manipuri lan-
guages have significant linguistic differences in com-
parison. Their morphological and structural differences 
increase the challenges of translation. To treat this, we 
first employ separate pre-processing modules for both 
English and Manipuri sentences, followed by training. 
System training uses our proposed model, followed 
by a transliteration module, for handling untranslated 
tokens present in the output. Further explanation is in 
the following subsections.
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5.1. PRE-PROCESSING

5.1.1. English Sentences 

The pre-processing of English sentences follows the 
order of tokenising, factoring and reordering. Tokenising 
of the English side uses the inbuilt tokeniser of Moses. 
A factoring module then treats the tokenised output to 
extract the factors. The factors may be lemma, POS and 
morphology.  Here, we use the maximum entropy-based 
MXPOST [33] framework to include only POS tags as fac-
tors, as the target side has only POS tags as a factor. The 
MXPOST uses the Penn treebank POS tagset. Using the 
POS information, we reordered the factored sentences 
using the linguistic rules of Manipuri. Reordering trans-
forms the structure of English sentences to make them 
structurally more similar to Manipuri. This transforma-
tion will reduce the syntactic divergences between the 
language pair, thereby better mapping between source 
and target symbols. The source text's prior reorder-
ing has two effects on how well the MT performs [34]. 
Firstly, it handles long-distance reordering and thus, re-

duces the workload on the reordering model by prior 
reordering the source text. Only trivial reordering oc-
curs during decoding, and the translation hypothesis's 
construction uses a monotone orientation. Secondly, 
prior source reordering should result in more accurate 
word alignments, better translation models and higher 
translation quality since statistical word alignment ap-
proaches function efficiently for linguistic groups with 
analogous grammatical structures. Fig 1. represents 
the pre-processing module of English sentences. As an 
example, we have an English sentence below.

Example:

(Before pre-processing) 

I am a boy.

(After factoring)

I|PRP am|VBP a|DT boy|NN .|.

(After reordering)

I| PRP boy| NN am| VBP a|DT .|.

Fig. 1. English side pre-processing

5.1.2. Manipuri Sentences

Fig. 2 shows the pre-processing module of Manipuri 
sentences. The process is similar to English for Manipuri 
side pre-processing, except the reordering step is not 
present. The tokenising step here uses the dedicated 
indicNLP [29] tokeniser for the Manipuri language. 

Tokenising is followed by factoring. Higher the number 
of factors, the more refined our system is. For our current 
work, we have considered only the POS tag as the fac-
tor due to the high cost of manual preparation, as open-
source NLP tools are not available for Manipuri. We manu-
ally develop our annotated corpora of the entertainment 
domain using the ILPOST for the Manipuri language.

Fig. 2. Manipuri side pre-processing

5.2 Architecture of the System

The overall architecture of our system is in Fig. 3. We 
use the outputs of pre-processing modules of Fig. 1 and 
Fig. 2 as the dataset to train our system. There are no 
POS taggers or annotated corpora for the Manipuri lan-
guage. Consequently, we developed the dataset for this 
research with the aid of a linguist. It is essential to specify 
that the dataset we use to train our system is relatively 
small owing to financial reasons. We split up the dataset 
into training, development, and test set using Python's 
split code. We employ a training set of 8,000 sentences, 
a development set of 1,000 sentences, and a test set of 

2,000 sentences from the entertainment domain. The 
source side test data undergoes the pre-processing of 
Fig.1 before feeding for translation. Therefore, the trans-
lation step in our system uses the pre-processed text. 
Adequacy measures the mapping between source and 
target symbols, which is not an issue for translations in-
volving language pairs with the same structure and mor-
phology. However, when the structure and morphology 
are different, it is a problem that needs addressing. The 
language divergence makes it more challenging to map 
source and target symbols correctly, affecting the ad-
equacy and fluency of translation results, which are the 
measures of translation quality.
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Our architecture uses factoring followed by hand-cod-
ed reordering on the source side to address this issue. 
Through reordering, we attempt to reduce the structural 
divergences; thus, the translation output will closely re-
semble the target side language, thereby providing a 
better mapping mechanism between source and target 
symbols. Furthermore, when using a factored model, we 
consider the POS feature in addition to the surface form 
to produce the translated output. Therefore, incorporat-
ing a POS tag on the dataset provides language-specific 
linguistic knowledge to the training model. Lastly, given 
the small training data, untranslated words will appear 
in the translated output, which uses transliteration as a 
post-processing step.

Fig. 3. Architecture of our proposed model of 
factored English-Manipuri system

6. RESULTS AND DISCUSSION

Our language pair, as mentioned above, has different 
word order. The distortion limit limits the distance be-
tween the following and previously translated phrases, 
which might seriously impair disparate languages. We, 
therefore, set the distortion limit to 0.5 instead of the 
default 0.3 to increase the search space of the decoder. 
For comparison, we experiment with multiple systems 
with different parameter settings using the same data 
size. One system is the general PBSMT which we use as 
a basis. This system data does not have any factoring or 
explicit reordering involved. 

We also train three different factored models. FSMT1 
(factored model with word-based reordering), FSMT2 
(factored model with phrase-based reordering) and 
FSMT3* (factored model with hand-coded reordering 
on source side). The FSMT3* is the model which uses 
our proposed architecture model of Fig. 3. It is essen-
tial to mention that in FSMT3*, before translation, the 
source side of the test set first undergoes factoring, fol-
lowed by hand-coded reordering.

Table 1. Score comparison of the systems

PBSMT FSMT1 FSMT2 FSMT3*

BLEU 3.58 3.47 3.71 4.12

F1 0.181  0.181  0.183 0.193

Meteor 0.098  0.093  0.10 0.1

Precision 0.170  0.175 0.171  0.187

Recall  0.194 0.189  0.195  0.2

Table 1 shows the BLEU [35], F1, Meteor [36], Preci-
sion and Recall scores of these systems tested using a 
test set size of 2000 sentences. We find that PBSMT out-
performs FSMT1 in terms of BLEU, Meteor, and Recall 
scores, except Precision - which suggests that phrasal 
reordering obscures FSMT1's POS feature information. 
Therefore, the FSMT2 model, which utilises both POS 
characteristics and lexicalised phrasal reordering, per-
forms better in all scores than PBSMT and FSMT1. How-
ever, the proposed model, FSMT3*, proves a further 
improvement in all scores, even over the FSMT2 model 
discussed above. FSMT3* outperforms the FSMT2 mod-
el by 11.05% (BLEU), 5.46% (F1), 9.35% (Precision), and 
2.56% (Recall), even with scant training data. Our result 
shows that reordering the English sentences as per the 
Manipuri syntax along with POS features improves the 
translation quality, even when the dataset is small.

7. CONCLUSION

Our work found that handling linguistic divergenc-
es is lucrative in MT. Pre-ordering the source side and 
adding POS as a linguistic characteristic increased the 
scores by 11.05% (BLEU), 5.46% (F1), 9.35% (Precision), 
and 2.56% (Recall), respectively, from that of FSMT2. 
Despite being small, this gain represents a significant 
improvement given the dataset and feature limita-
tions. Prior reordering handles long-distance reorder-
ing, thus mitigating language divergences. Further-
more, language-specific hand-coded reordering of the 
source side chunks that match the target language 
chunks provides better alignment than the lexicalised 
reordering option of Moses. It thus improves transla-
tion quality even under low-resource settings. 

Our current work uses a small dataset prepared for 
experimental purposes, and reordering is also manual. 
If Manipuri-specific NLP tools are available, we can au-
tomate the factoring and reordering process by incor-
porating other features to refine our results further. Our 
hand-coded reordering model on the source side with 
POS as a feature for the low-resource English-Manipuri 
translation is a bootstrapping strategy towards reduc-
ing the linguistic gap for enhancing translation qual-
ity. The goal is to find techniques to close the linguistic 
divergence gap because MT models never produce 
the best word alignments for languages with far-off 
linguistic features. Due to our study's usage of differ-
ent scripts, we exclude a comparison with the Google 
Translate result. 
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Abstract – Similar to the recognition of captions, pictures, or overlapped text that typically appears horizontally, multi-oriented text 
recognition in video frames is challenging since it has high contrast related to its background. Multi-oriented form of text normally 
denotes scene text which makes text recognition further stimulating and remarkable owing to the disparaging features of scene text. 
Hence, predictable text detection approaches might not give virtuous outcomes for multi-oriented scene text detection. Text detection 
from any such natural image has been challenging since earlier times, and significant enhancement has been made recently to 
execute this task. While coming to blurred, low-resolution, and small-sized images, most of the previous research conducted doesn’t 
work well; hence, there is a research gap in that area. Scene-based text detection is a key area due to its adverse applications. One 
such primary reason for the failure of earlier methods is that the existing methods could not generate precise alignments across 
feature areas and targets for those images. This research focuses on scene-based text detection with the aid of YOLO based object 
detector and a CNN-based classification approach. The experiments were conducted in MATLAB 2019A, and the packages used were 
RESNET50, INCEPTIONRESNETV2, and DENSENET201. The efficiency of the proposed methodology - Hybrid resnet -YOLO procured 
maximum accuracy of 91%, Hybrid inceptionresnetv2 -YOLO  of 81.2%, and Hybrid densenet201 -YOLO of 83.1% and was verified by 
comparing it with the existing research works  Resnet50 of 76.9%, ResNet-101 of 79.5%, and ResNet-152 of 82%. 

Keywords: CNN, Scene based text detection,RESNET50,Text Detection,YOLO

1.  INTRODUCTION

Now day's digital world has increased its digital im-
age or video database sizes, which is used for social me-
dia, digital education, commercial purpose, etc. Image-
based retrieval has become a dynamic research such as 
computer vision, artificial intelligence, pattern recogni-
tion, etc. The CBIR method is of two types which are 1. 
Text-based 2. Content-based systems. The text-based 
method used for Google, Yahoo and Bing, etc., focuses 
on text keyword searches. The text-based image recov-
ery method has numerous confines. For instance, once 
the keyword 'Apple' is given, retrieved results for the 
Apple laptop, company logo, apple fruits, etc. However, 
this text keyword search does not achieve good perfor-
mance and does not describe the visual content of an 
image's properties.

The above problem is rectified by proposing a hy-
brid method; currently, many academics focus on 
hybrid features with re-ranking. The hybrid model is 
defined as the feature level that provides a stabilized 
order to retrieve similar images. The CBIR technique 
has resolved this problem, which uses hybrid features 
centered on low-level aspects like color, texture, shape, 
etc. Image characteristics are defined by low-level fea-
tures. Those features that describe visual content might 
refer to color, texture, shape, etc., and hence, it helps 
to retrieve similar results and achieves better perfor-
mance. In today’s society, people learn various subject 
matter aspects that are related to different domains 
and industries. The subject matter learned consists of 
varied amounts of knowledge and concepts. With the 
different types of subjects that are available on a global 
scale, there exists a requirement to assess the people to 
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see whether the supplied knowledge is encompassed 
within the people. 

This section will give a brief introduction to the signifi-
cance of scene-based text recognition and classification 
techniques. This part will deliver a momentary summary 
of the state of the art of text classification techniques used 
for several applications. This section provides the back-
ground of the research paper, including the overview of 
deep learning models for text recognition, along with the 
challenges associated with it. The section will further elab-
orate on the objectives of the study and research signifi-
cance. In the 1950s, the automatic form of text summary 
instigated an impression, and in the late 1950s, Hans Peter 
Luhn issued an article named “Automatic creation of liter-
ature abstracts” [1] which could deploy features like word 
and sentence frequency to excerpt elementary stretches 
from the text for summary purposes.

Conferring to Radev et al. Summary is demarcated as 
"a text produced from one or more texts that convey 
the important information in the original text(s), and 
that is no longer than half the length of the original 
text(s) and usually significantly less than that." [2] Ab-
stracts assist in realizing the implication of the text. Text 
summarization supports consumers in accomplishing 
a huge quantity of data by summarizing documents 
and integrating additional appropriate evidence.

The text summarization procedure consists of 3 main 
phases such as analysis, transformation, and combina-
tion [3]. The authors of [4] examined and related the 
performance of 3 diverse processes. The difficulty of 
scene text recognition compacts with identifying text 
in natural scene images. In conventional means, text 
recognition was engrossed in identifying printed text 
in documents, and such kind of schemes projected im-
ages to be black and white and in a document style lay-
out embracing text lines.

In this research, an efficient technique is presented to 
perceive texts in natural scene images. Also constructs 
the "CRF model" by relating "CNN scores of MSERs" and 
multiple neighborhood information. Moreover, miss-
ing text mechanisms were additionally recovered using 
perspective information. Additionally, it incorporates 
gray and binary features and designs shape-specific 
classifiers to exactly validate text lines. The suggested 
system has been estimated on four public benchmarks 
and succeeds in hopeful performance, representing 
the efficiency and robustness of this method. The most 
apparent drawback of CRF is the high computational 
intricacy of the training phase of the system. 

This research work focuses on scene image text de-
tection with the aid of a novel approach. A combination 
of YOLO and RESNET is the first case, combined INCEP-
TIONRESNET, AND YOLO and combined DENSENET201 
AND YOLO approach. The precision value for all those 
methodologies will be evaluated for better output.

The other sections of the work are as follows: Section 2 
explains the Literature Review that compares the existing 

research on video-based database systems. Section 3 de-
fines the research methodology - a novel scene-based text 
recognition and classification model using hybrid CNN. 
Section 4 explains the analysis of simulation results and 
performance evaluation of the suggested methodology. 
Finally, section 5 describes the conclusion of the research.

2. LITERATURE REVIEW

In video-based database systems, every video is 
tagged manually with the support of several keywords 
to assist with the searching and retrieval process. This 
system is found to be protracted and unreliable in 
nature; for instance, any two users could use various 
keywords in order to look for a similar video. Another 
scheme is to extract keywords from text which appears 
in the frame [5]. Mainly, any video text is divided into 
two groups such as graphics text and scene text. Dur-
ing the editing section, the graphics text is added to 
the video content separately. Scene text occurs logi-
cally in the prospect captured by the camera. By means 
of the rapid development of the Internet, there exists 
an aggregate demand for text detection from video. 

Several techniques have been established since ear-
lier research, but text detection still faces several chal-
lenges. The major aspects which show the disadvantage 
is unconstrained colors, size, and alignment of charac-
ters. Also, the scene text gets exaggerated by lighting 
environments and perspective falsifications [6]. Text 
detection could be mainly categorized into three differ-
ent means such as “component-based, edge-based and 
texture-based approaches” [7,8]. Owing to color drain-
ing and short divergence of text lines, connected com-
ponents or elements might not preserve the complete 
shape of the character, and hence, these approaches 
cannot be applicable to video images.

There is a vast amount of data found online, so ob-
viously, summarizing the information has special im-
portance. Text summarization generates an overall 
summary of the given document. There are two dif-
ferent summarization techniques that can be used to 
generate the summary, extractive and abstractive. But 
the majority of Indian language summarization works 
focused on the extractive approach since the grammar 
rules are a little more complex in such languages to 
generate an abstract one.

The uses of image processing are developing each 
day, and some of its applications are: - 

1. Pattern recognition - Pattern recognition involves 
studying and recognizing various patterns like 
handwriting. It is integrated with artificial intel-
ligence like computers. Assisted diagnostics and 
handwriting can be done easily. 

2. Video Editing - It is also a digital image processing 
field. A collection of frames or photos is arranged 
in such a way that it makes the photo flow faster. 
Includes reduced motion detection of sound 
movement and color space modification etc. 
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3. Image sharpening – In this, the appearance and 
field of an image could be changed. Image sharp-
ening manages the image and gives the desired 
effect. It includes individual modification, blurring, 
sharpening, retrieval, and image recognition. 

4. Robot Vision - Many robotic machines operate with 
the use of digital images, where they can see their 
paths, for example, the roots of obstacle detection 
and the next line of robots. 

Edge-based systems were proposed in order to over-
come the low contrast issues. Arithmetical topographies 
from Sobel edge maps were extracted [9] in 4 directions, 
and K-means were deployed to determine the pixels into 
text and non-text clusters. Though this method was found 
vigorous alongside the composite environs, it could not 
meet up with detecting low contrast text and text of a 
lesser font. Moreover, it was more exclusive to accomplish 
due to the huge feature set. Two filters were deployed in 
[10] to develop the edges in the text areas, and here, sev-
eral threshold values were employed to choose whether 
to progress the edges in a particular area. Thus, it could 
not simplify in a better way for different datasets. To dis-
cover the potential line segments, research [11] analyzed 
the maximum gradient difference. The multi-orientation 
problem was addressed in [12] with the support of a sys-
tem based on the laplacian and skeletonization concepts. 
This technique ended in a high false positive rate and mis-
direction ratio for multi-oriented text. This is owing to the 
heuristics entailed in the segmentation approach [13]. A 
novel method based on a 2-level classification system and 
two sets of features specifically developed for capturing 
equally inherent features of subjectively oriented video 
texts were suggested in [14]. Gradient Vector Flow based 
method was proposed to detect the scene text which 
deeds character gap [15]. This approach did not meet the 
necessary general symmetry points due to the small font, 
low contrast, and complex background in the video. The 
Discrete Cosine Transform (DCT) factors of the intensity 
images have been extensively deployed as the texture el-
ements for text detection [16-18].

Analysis of visuals like images and videos and their 
evolving systems is a stimulating and significant task to 
be enhanced and accomplished on benchmark datasets. 
This issue is resolved by deploying the STN-OCR model, 
including deep neural networks and spatial transformer 
networks. This research network design model consists 
of 2 phases such as localization and recognition network. 
In the localization network, it advocates text regions and 
creates the sampling grid [19]. A novel approach based 
on wavelet medium moments is presented in [20], along 
with a new indication of angle projection for perceiving 
multi-oriented text in the video. 

A “deep neural network” for perceiving text in natu-
ral scene images was suggested in [21], which uses the 
drawbacks of arbitrarily oriented texts and intricate 
background images. This approach mentioned is con-
strained to natural scene images then not applicable to 
video as it includes several actions in it. A novel method 

was suggested in [22] for identifying scene text with 
the aid of deep reinforcement learning. Here, an agent 
is provided with a state and learns to predict future re-
turn aspects and develops sequential-based decisions 
to identify scene texts. For reading scene text in the wild 
centered on scene text proposal, the new method is 
presented in [23]. For natural scene text detection, [24] 
leveraged color prior centered MSER which extracts 
stroke features with support of strokes width distance 
depending on segmented edges. Several drawbacks still 
exist, such as multi-type texts, graphics, and scene texts. 
In [23], “Fourier laplacian filtering and hidden Markov 
model” is suggested for text and non-text classification. 
A two-staged approach [25] is suggested by means of 
a quadrilateral scene text detector, but these structural 
aspects might not hold for the irregular form of text. An 
adaptive bezier curve-based network is deployed in [26] 
for text detection in scene images. Similarity prediction 
among the textual elements of several views of natural 
scene images was presented in [27] for attaining ad-
vanced performance. A scene text detection-based seg-
mentation system is proposed in [28], which introduced 
the text-mountain model. An edge descriptor model is 
used in [29] to discover local binary patterns. CNN model 
is explored in [30] for multi-lingual based text detection 
for detecting natural scene images. To enhance the ca-
pability of recognition-based methods, research in [31] 
introduced fractals, wavelet transforms, and optical 
flow for undertaking the drawback of video and natural 
scene images. Dependencies among word tokens in a 
sentence are extracted in [31], which assist 2D spatial de-
pendences among two characters in a scene text image.

3. RESEARCH METHOD

The research methodology includes the proposed re-
search flowchart given in Figure 1 for designing a novel 
scene-based text recognition and classification model 
using hybrid CNN. The following steps, such as data 
collection, data preprocessing, feature extraction, and 
classification, are discussed as follows:

3.1 DATA COLLECTION

In the object detection phase, "ground truth" states 
data gathered at a particular location. Ground truth 
permits image sequence data to be connected to phys-
ical features and materials on the ground. The assem-
bly of ground truth data empowers the discovery of the 
entities in the image or video format. 

3.2 DATA PREPROCESSINg

Data preprocessing techniques include text filtering, 
binarization, image segmentation, etc. Image prepos-
sessing are steps taken to format images before they are 
used by model training and inference systems. This con-
tains re-sizing, orienting, and color corrections. Bound-
ing box on all regions in the image and selects the point 
with the highest score as the center of the crop.
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3.3 FEATURE ExTRACTION

Feature extraction is described as extracting relevant 
features from data. Here, the function of max pooling 
could minimize feature map dimension and solves the 
fitting issue. By depending upon these feature values, 
the network could be trained and tested.

K-medoids Clustering is an unsupervised means of 
clustering system that cluster objects in labeled data. 
In “K-medoids Clustering,” as an alternative to taking 
the centroid of objects in a cluster as a location point as 
in k-means clustering, this research considers medoid 
as a reference point.

In ResNet50, layers are unequivocally reformulated 
as learning residual functions with respect to layers 
input. The resnet50 could categorize images into 1000 
object groups, including keyboard, mouse, pencil, and 
many animals. As an effect, the network has learned 
rich feature depictions for an inclusive array of images. 
The network has an image input size of “224-by-224” 
for further pre-trained networks in “MATLAB.”

Fig. 1. Proposed Approach

“Inception-ResNet-v2” is a convolutional neural net-
work, and it is qualified on further than a million imag-
es from the ImageNet database. The network is 164 lay-
ers deep and can categorize images into 1000 object 
groups like the keyboard, mouse, pencil, and various 
animals; as a consequence, the network has learned 
rich feature depictions for a varied series of images and 
has an image input size of “299-by-299”. 

DenseNet-201 is a convolutional neural network that 
is 201 layers deep, and a pre-trained form of network 
proficient on more than a million images from the 
“ImageNet database” could be loaded. The pre-trained 
network could categorize images into “1000 object” 
types such as keyboard, mouse, pencil, and many ani-
mals. As an effect, the network has learned rich feature 
demonstrations for a comprehensive series of images. 

The proposed model encompasses a neural network 
along with Res Net as a feature extractor and YOLO v2 
for classification. The selection of these two systems is to 
progress the efficacy of the object discovery scheme by 
increasing accuracy and identifying even smaller objects 
exactly. A neural network is fashioned by using the ResNet 
network, which does the feature extraction manner. 
ResNet is deployed for its enhanced learning and accura-
cy with deeper networks. The deprivation problem occurs 
in deeper networks which saturates the accuracy of the 
model by restating the similar process again and again 
at greater levels. To overcome this problem, the ResNet 
model is used, which evades a step that is administered 
more than twice, so that accuracy may not saturate even 
with deeper networks. Mainly for classification, a fully con-
nected network is transformed into YOLO v2 network.

YOLO is a single-stage entity-based recognition net-
work, and it has a fast recognition speed. It is qualified by 
dense and consistent sampling above locations, scales, 
and an end-to-end flow. YOLO is a system that uses neu-
ral networks to afford instantaneous object detection. 
This system is standard for its speed and accuracy. It has 
been deployed in innumerable applications to perceive 
traffic signs, people, parking meters, and animals. In our 
project, we used to detect the Devanagari images. 

Anchor Box:

The “YOLOv2” model fragments the input image into 
N×N grid cells, and all grid cell has the task of restricting 
an object if the midpoint of that particular object falls 
in a grid cell. If the midpoint of 2 objects corresponds 
with one another, the detection system could merely 
prefer any one of the objects. To resolve this problem, 
the conception of “Anchor Boxes” is used.

The YOLO algorithm is significant owing to subse-
quent details:

This system advances promptness of recognition as 
it can envisage objects in real time. YOLO is a prognos-
tic system that offers precise effects with insignificant 
background errors. The system has excellent learning 
competencies that empower it to learn depictions of 
objects and relate them to object discovery.

3.4 CLASSIFICATION USINg 
 HyBRID CNN MODEL

The classification process is executed by using a hy-
brid CNN-RNN model, and a detailed analysis of the 
proposed system architecture is given and evaluates 
the methodology involved in the text recognition 
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and classification process. And finally, the network is 
trained with the help of trainYOLOv2ObjectDetector 
with SGDM (stochastic gradient descent with momen-
tum) optimizer and detects the output likewise. In a 
convolution neural network, the convolutional filters 
remove the noise images. Filters detect spatial patterns 
such as edges in an image by detecting the changes in 
intensity values of the image. 

Convolutional layers are strong feature extractors in 
which the convolutional filters are capable of finding 
features of images. The function of max-pooling layers 
is to reduce the size of feature maps and solve over fit-
ting problems. Based on these features value, the data 
is trained and tested. After this PYTHON is integrated 
in order to recognize the character which is given as 
input. Here Easy-OCR is used for recognizing the char-
acter of the object. Optical Character Recognition is 
a piece of technology that can identify text in digital 
images. Text in scanned documents and photos is fre-
quently recognized using this technique. 

An easy-to-use Python tool called Easy-OCR makes 
optical character recognition possible for computer vi-
sion engineers. Optical character recognition is by far 
the easiest to use when it comes to OCR, from that an 
Easy-OCR is the most popular method. Easy-OCR is a 
straightforward, lightweight library to use in compari-
son to others, as the name suggests. It supports a vari-
ety of languages. Additionally, it may be accomplished 
to perform better for particular use cases by adjusting 
various hyper-parameters. There is also another OCR 
which is Tesseract-OCR but it will not provide better 
result based on speed and accuracy when compared 
to Easy-OCR, so Easy-OCR is chosen. After Object Char-
acter Recognition it will be converted to ASCII key and 
then given to MATLAB GUI to finally identify the text 
from the natural image provided as input.

4. RESULTS 

The analysis of simulation results and performance 
evaluation of the suggested methodology is described 
as follows. 

1) Initial GUI

Fig. 2. Initial GUI

Figure 2 shows the initial GUI when the input im-
age is taken. Figure 3 denotes the combined form of 
RESNET and YOLO output, where the text detected is 
shown separately. The detected text is shown separate-
ly by means of the EC-OCR coding model.

2) Combined RESNET and YOLO output

Fig. 3. Combined RESNET and YOLO output

3) Combined INCEPTIONRESNET and YOLO output

Fig. 4. Combined INCEPTIONRESNET and YOLO 
output

Figure 4 represents the combined form of INCEP-
TIONRESNET and YOLO output, where the text detected 
is shown separately in a white box. Here, the detected 
text is shown separately by means of the EC-OCR cod-
ing model.

4) Combined DENSENET201 and YOLO output

Fig. 5. Combined DENSENET201 and YOLO output
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Fig. 5. represents the combined form of DENSENET 
201 and YOLO output, where the text detected is 
shown separately in a white box. Here, the detected 
text is shown separately by means of the EC-OCR cod-
ing model and, the accuracy graph is extracted for each 
model.

Accuracy is a fraction of true positive occurrences to 
all positive examples of objects in the detector, cen-
tered on ground truth. For a multiclass indicator, aver-
age precision is a vector of average precision scores for 
all object classes.

Fig. 6. Representation of the total word accurately 
detection rate in each and every images

Log miss rate, resumed as either one vector of numeric 
scalars or as cell arrangement. For the multiclass indica-
tor system, FPPI and log miss rate were cell arrays, where 
every cell covers data points for every object class.

Fig. 7. Representation of the total word detection 
miss rate in each and every images

4.1. PERFORMANCE EVALUATION

The performance of the anticipated system is esti-
mated with the aid of diverse performance metrics like 

“accuracy, precision, recall, f1 score, and support”, and 
respective outcomes are discussed.

Table 1. Proposed model

S. No Models name Precision Detection miss rate

1 Hybrid resnet  
- YOLO 0.907 0.152

2 Hybrid inceptionresnetv2 
-YOLO  0.819 0.307

3 Hybrid densenet201 
-YOLO 0.831 0.283

4.2 PERFORMANCE COMPARISON

A comparative analysis is provided by comparing the 
efficiency of the anticipated method with the methodolo-
gy presented in the existing works. Maximum accuracy of 
0.907 is attained from the hybrid resnet –YOLO approach, 
which shows the efficiency of the proposed method.

Results attained while considering the existing re-
search are given as follows:

Model names resnet50 and Region Proposal Net-
work (RPN) with feature pyramid network to generate 
bounding boxes for the input image are presented. 

Table 2. Existing research work

S. No Models name Precision

1 Resnet50 0.769

2 ResNet-101 0.795

3 ResNet-152 0.82

5. CONCLUSION 

The current research work focused on the scene-
based text detection from any such natural images with 
the aid of comparative methodology, which includes a 
combination of YOLO and RESNET as the first case, com-
bined INCEPTIONRESNET AND YOLO and combined 
DENSENET201 AND YOLO approach as a third case. In 
the first case, the model comprehends a neural network 
with Res Net as a feature extractor and YOLO v2 for the 
classification stage. The choice of these two algorithms 
is to advance the efficacy of the object detection system 
by increasing accuracy through detecting even smaller 
objects in an accurate manner. This approach could im-
prove the speed of detection as it could foresee objects 
in real time. The research was implemented and tested 
using MATLAB 2019A, and the packages used were 
RESNET50, INCEPTIONRESNETV2, and DENSENET201. 
The effectiveness of the suggested technique was veri-
fied by relating accuracy value with the existing research 
works. Maximum accuracy of 0.907 is attained from the 
hybrid resnet –YOLO approach, which shows the effi-
ciency of the proposed method.
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Abstract – There are various challenges in identifying the speakers accurately. The Extraction of discriminative features is a vital 
task for accurate identification in the speaker identification task. Nowadays, speaker identification is widely investigated using 
deep learning. The complex and noisy speech data affects the performance of Mel Frequency Cepstral Coefficients (MFCC); hence, 
MFCC fails to represent the speaker characteristics accurately. In this proposed work, a novel text-independent speaker identification 
system is developed to enhance the performance by fusion of Log-MelSpectrum and excitation features. The excitation information 
is obtained due to the vibration of vocal folds, and it is represented using Linear Prediction (LP) residual. The various types of features 
extracted from the excitation are residual phase, sharpness, Energy of Excitation (EoE), and Strength of Excitation (SoE). The extracted 
features were processed with the dilated convolution neural network (dilated CNN) to fulfill the identification task. The extensive 
evaluation showed that the fusion of excitation features gives better results than the existing methods. The accuracy reaches 94.12% 
for 11 complex classes and 91.34% for 80 speakers, and Equal Error Rate (EER) is reduced to 1.16% for the proposed model. The 
proposed model is tested with the Librispeech corpus using Matlab 2021b tool, outperforming the existing baseline models. The 
proposed model achieves an accuracy improvement of 1.34% compared to the baseline system.

Keywords: Log-MelSpectrum, MFCC, Speaker Identification, excitation features, Convolution Neural Network(CNN), LP Residual, 
deep learning, Deep Neural Network

1.  INTRODUCTION

Speaker recognition is one of the most prominent 
bio-feature based methods. Identifying the speaker 
depends on the speaker’s voice signal [1]. The natu-
rally produced voice is one of the significant human 
biometric characteristics. The vocal tract, larynx sizes, 
and various organs responsible for speech generation 
are unique for each individual [2]. It contains rich infor-
mation which provides many things about the speaker, 
including age, gender, and emotions [3,1]. The unique 
characteristic of speech enables us to focus on speaker 
recognition. Advanced speaker recognition systems 
are used in many fields, including online banking, secu-
rity control, voice access, forensics, and military appli-
cations [4,2,5]. Speaker recognition may be mainly clas-

sified into two classes: speaker identification (SI) and 
verification. The SI identifies the unknown speaker’s 
identity by comparing their speech characteristics with 
those of recognized speakers. The speaker with the 
highest utterance score is identified as an actual speak-
er [1]. Thus, it is considered a 1:N match where each ut-
terance is compared against many sets of utterances 
[4,3]. The speaker verification verifies the claimed iden-
tity of the person by accepting /rejecting the speaker 
[5,3]. It is the 1:1 match where the claimed speaker is 
compared with their characteristics [3]. Speaker recog-
nition can be divided into text-dependent and Text-
independent systems. Text-dependent modules work 
with the same set of phrases in training and testing 
[6]. Whereas in text-independent systems, there are no 
such limitations on text phrases in training and testing. 
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This paper aims to focus on a text-independent speak-
er identification system.

Artificial intelligence (AI) approaches can be helpful 
to Speaker recognition since it is considered a pattern 
recognition approach [7]. Deep learning addresses 
complex recognition tasks and effectively helps imple-
ment speaker identification systems [8]. Various factors 
affect the performance of speaker identification. The 
noisy environment may lead to the misclassification 
of speakers. The quality of speech signal is severely 
degraded in forensic applications, leading to difficulty 
in identifying the correct speaker [9]. Thus, extracting 
more discriminative features for each individual is the 
challenge in speaker identification [10]. The research-
ers found various feature engineering techniques in 
their study on speaker identification, such as MFCC, 
LPCC, and several time-domain and spectral-domain 
features. However, these features cannot represent the 
unique characteristics under complex and noisy data 
such as LibriSpeech [11,10]. Moreover, dependence 
on only a single type of feature set restricts the perfor-
mance and reliability of the system. In this regard, we 
propose the model in relation to the researcher’s work 
in this area.

1.1. RATIONAlE bEHIND USINg ExCITATION 
 FEATURES IN SPEAKER IDENTIFICATION

The MFCC projects the useful speaker's characteris-
tics for speaker identification. However, it is necessary 
to understand the acoustic cues that describe the de-
tailed speaker characteristics, including different voice 
qualities and emotions. Then, utilize this information to 
identify the speaker [12]. Hence, it is required to cap-
ture the features describing excitation and the vocal 
filter in speech production. Thus, excitation features 
provide supportive information to the frequently used 
vocal tract features of various speakers. The different 
methods are well established to describe the vocal 
tract filter, but the researchers showed less interest in 
excitation features [12]. The study of [13] demonstrated 
the methods to capture the excitation features effec-
tively and mentioned the future scope to combine ex-
citation and vocal tract features. This motivates us to 
combine the derived excitation features from the LP 
Residual method and vocal tract filter characteristics.

1.2. CONTRIbUTIONS

The significant contributions of the paper are as 
follows: 1) proposed an efficient feature engineering 
technique by combining the log-MelSpectrum (vocal 
tract filter feature) and the various excitation-based 
features (source features) to improve the identification 
accuracy. 2) proposed a deep learning-based model re-
ferred to as an advanced dilated convolution network 
that takes the combined feature set of each sample as 
input to reduce memory consumption and training 
time. The reason for choosing the dilation convolution 
network for model construction is it allows us to learn 

sparse relationships. Primarily, it helps learn speaker-
dependent features, as elaborated in the following 
sections. 3) Evaluate the performance of the system 
on standard complex LibriSpeech corpus and compare 
it with baseline methods. 4) Evaluate the proposed 
model performance by comparing its accuracy with 
baseline models and analyze the performance with the 
different number of speakers.

Different sections of the paper are structured as fol-
lows. The recent trends in speaker identification re-
search and the performance of the well-established 
speaker identification methods are presented in sec-
tion II. Section III presents the analysis of various fea-
tures and identification models. Section IV presents 
the dataset corpus, training, and experiments. Section 
V reports the results of different experiments and dis-
cusses the importance of obtained results. Section VI 
concludes with overall findings and improvements in 
the proposed model.

2. lITERATURE REVIEW

The human speech signal is a powerful medium for 
communication. Due to the unique characteristics of 
each individual, it is widely used in biometric systems 
such as speaker recognition and speech recognition. 
A speaker recognition system should handle various 
variations, such as environmental and background 
noises, speaker-based and technology-based varia-
tions. It extracts the speaker characteristics effectively 
from the speech signal [1] and it includes the features 
commonly used, such as Mel-FrequencyCepstralCoef-
ficients (MFCC) and Linear Prediction Cepstral Coeffi-
cients (LPCC). The various feature extraction methods, 
the variations in MFCC, and fusion [7] have been ad-
opted to address complexity and noise-related issues 
in speaker identification. Significant progress has been 
made in the first efforts to build the speaker identifica-
tion system. 

The non-parametric approaches called vector quan-
tization [14] and Dynamic time warping have been 
popular in the research. Later on, researchers shifted 
towards parametric methods such as Hidden-Markov 
Model and Gaussian Mixture Model (GMM) for text-
independent based systems. The approaches on MFCC 
and GMM-based text-independent speaker identifica-
tion systems [15] were popular. The expectation-max-
imization algorithm was used for parameter estima-
tion and Maximum likelihood(ML) to train the model, 
while maximum a posteriori(MAP) was used to train 
the model in [15]. But it requires long utterances, and 
the MFCC fails to classify correctly under noisy audio 
data. In some other approaches, the support vector 
machine(SVM) trained with a large amount of data and 
Neural Networks were widely used in SI [3].

Jahangir et al. [10] proposed a feature combination 
of MFCC and time base features to enhance the overall 
accuracy of their proposed identification system and 
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fed to the deep neural network (DNN). They obtained 
an accuracy of 89% on LibriSpeech for 100 speakers. 
Although they achieved a good performance, the ac-
curacy is still affected due to similar voice patterns. 
Also, this is due to their simpler deep learning architec-
ture. Chowdhury et al. [9]  recently proposed a speaker 
recognition system in different degraded audio condi-
tions. The study fused MFCC and Linear Predictive Co-
efficients (LPC) features to classify speakers using their 
proposed architecture with dilated convolution. The 
four other datasets were used to evaluate the model. 
The total match rate was improved by 12% on degrad-
ed TIMIT data compared to the existing method but 
still failed to verify 14% of samples under this dataset. 

Hao Meng et al. [16] proposed dilated CNN-based 
novel architecture for speech emotion recognition. It 
was evaluated on two popular emotional databases. 
They picked up the log-MelSpectrum of the speech 
signal and obtained a notable improvement in accura-
cy. In [12], the authors stated that it is required to ana-
lyze the generation of acoustical cues in the process of 
speech production. Extracting the features of both the 
excitation and vocal tract system is required. Various 
approaches are used to extract excitation information 
[17,18]. The authors of [13,17] elaborated on the three 
excitation features based on strength, energy and de-
rived frequency around Glottal Closure Instant (GCI) 
locations. The authors [17] concluded that the perfor-
mance of recognition systems might be improved by 
combining excitation- based features with the features 
that describe the vocal tract systems.

Ali et al. [19] proposed an SVM-based speaker iden-
tification using an Urdu dataset to identify ten speak-
ers. They fused deep belief network features and MFCC 
features. The model achieved an accuracy of about 
92.6%. But only ten speakers were used for evaluation, 
and each utterance contained only one word. Nainan 
Kulkarni et al. [20] evaluated 1D CNN, SVM and GMM 
based on dynamic MFCC features. The 1D CNN-based 
model achieved a validation accuracy of about 73.25% 
on the VidTimit dataset. But it was evaluated for only 
43 speakers. Samia Abd EI-Moneim et al. [21] proposed 
an LSTM-RNN-based text-independent speaker recog-
nition system to identify five female speakers using the 
Chinese mandarin dataset. They extracted the log spec-
trum from the speech signal and used it as the feature 
set for the model. The experimental results achieved 
98.7% with undistorted data. The spectral subtraction 
method was used to reduce the noise from the speech 
signal and improve the recognition performance. Al-
though the model improved accuracy, it was evaluated 
on only five speakers.

Ting Lin et al. [22] proposed a long-term acoustic 
features-based DNN to identify ten speakers from the 
LibriSpeech corpus. The authors extracted MFCC and 
super MFCC features as LTA features and DNN is em-
ployed as a classifier. The experimental results achieved 
the accuracy of 90%. V Srinivas et al. [23] proposed an 

efficient adaptive fraction bat-based support vector 
neural network for speaker recognition. They employed 
frequency-dependent features like spectral kurtosis. It 
was evaluated on the ELSDSR dataset and achieved an 
accuracy of 95%. It can be further extended to test on a 
large dataset since ELSDSR consists of only 22 speakers. 
Soleymanpour et al. [24] proposed a text-independent 
speaker identification model based on an artificial neu-
ral network and clustering of MFCC. It was evaluated on 
the ELSDSR dataset and achieved an accuracy of 93%. 

3. PROPOSED METHODOlOgY

This part of the paper deals with the detailed meth-
odology of speaker identification and it is shown in Fig. 
2. Firstly, the male and female voices from the Librisp-
eech corpus were collected to conduct the experiments 
[10]. Second, the speech signals from the database are 
processed, extracting the various useful features to 
form the fused feature set. This feature set was given 
as input to the dilated CNN architecture to design the 
speaker identification model. The developed model 
was evaluated with the different number of speakers 
and complex data and compared with existing base-
line systems. The next sections will discuss in detail the 
preferences and parameters considered for the model.

3.1. SPEECH DATA ORgANIzATION

First, split the speech samples into several frames 
with a window of 25ms. The log MelSpectrum and 
residual phase MelSpectrum are derived with the ex-
act window sizes. The log-MelSpectrum of each frame 
comprises 13 coefficients. For the fixed sampling rate of 
16KHz and duration of 2s, we have 198 feature frames 
from each speech sample in the database. Hence, each 
speech sample is of size 13 x 198 for the log-Mel spec-
trum. The extraction of excitation features enriches the 
feature extraction phase. The residual phase MelSpec-
trum comprises 13 coefficients and two excitation fea-
tures per frame.

3.2.  FEATURE ENgINEERINg

The feature set plays a prominent role in the system's 
overall performance. In deep learning, the speaker iden-
tification task depends on the relevant features extract-
ed [10]. Hence, several valuable features are required to 
extract from the speech samples and these features are 
appropriate to accomplish the speaker identification 
mechanism. Therefore, extracting the discriminative fea-
tures and preparing the feature set through feature engi-
neering is essential. These features are used by the deep 
learning model and make learning and developing the 
speaker identification model easier. Thus, the proposed 
work adopts the extraction and fusion of novel features 
known as log-MelSpectrum and excitation features to 
build an accurate system for speaker identification. The 
functionality and usage of these features are discussed 
in the following sections.
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The vocal tract information can be best depicted by 
log-MelSpectrum and is used to capture the individual 
speech characteristics. First, each speech utterance is 
split into overlapping segments called frames. Each 
frame of the same length passed through the ham-
ming window. Thus, we obtain the overlapping frames 
with a step size of 10ms. The number of frames can be 
calculated as shown in (1).

(1)

After frame blocking and windowing of speech signal, 
the log-Mel spectrum can be extracted by computing 
the discrete Fourier transform. Then apply the mel-scale 
filter bank and take the logarithm of the obtained values.

3.3. PROPOSED ExCITATION FEATURES

The speech signal provides acoustical information 
about the speaker's state. It includes the emotion and 
health state of the speaker. The speech production sys-
tem consists of two functional parts [12]. One is exci-
tation produced at the larynx and another is filtering, 
which is excited by the excitation e(n). Thus, the speech 
signal s(n) can be produced by exciting the filter v(n) 
using an excitation.

(2)

The excitation component contains relevant individual 
speakers’ data as the vocal fold vibrations are distinct for 
a specific individual speaker [25]. The glottal vibrations, 
the shape of the glottal wave and the SoE of each glottal 
cycle are the characteristics of the speaker [25]. The varia-
tion of physical acoustical  movement of excitation leads 
to changing essential features such as pitch and quality of 
voice [12]. The excitation features extracted from speech 
signals are Instantaneous Frequency (Fo), GCI and Glottal 
Opening Instant (GOI). The glottal flow shows a sudden 
negative peak in the excitation during the closing phase. 
This instant where the negative peak occurs is called GCI 
[12]. This peak is an important excitation to the vocal tract. 
LP analysis derives the excitation component from the 
speech signal [13]. Due to the abrupt variations in the 
movements of the vocal fold, the impulse-like event is 
produced which gives the prominent characteristic of the 
excitation [13]. In the LP residual, the instant where the 
maximum error value occurs refers to the GCI location. In 
linear prediction, each present sample is predicted from 
the past l samples [25]. This mathematical representation 
of prediction is given by (3).

(3)

The obtained difference between true and predicted 
sample is said to be the error signal as given in (4).

(4)

Where ak indicates prediction coefficients and l indi-
cates the order of prediction. The obtained LP residual 

signal or glottal excitation suppresses vocal tract char-
acteristics. The glottal excitation phase, or the residual 
phase, is unique for each individual, and thus the feature 
is helpful in recognition applications [18]. This feature 
can be extracted by taking the cosine phase of an ana-
lytic signal using the Hilbert transform eh(n). The analytic 
signal ea(n), cosine phase and Hilbert envelope he(n) rep-
resentations are given in (5), (6), (7), respectively.

(5)

(6)

(7)

The detailed flow chart of computation residual 
phase melspectrum is given in Fig. 1. Various Glottal 
Closure Instant(GCI) parameters which reflects the re-
sidual signal [13], [17] are discussed below.

Fig. 1. The Block diagram for computation of 
Residual Phase based MelSpectrum

•	 Strength of Excitation: The strength is given by the 
substantial residual error at the prominent excita-
tion and it varies by the rate  of glottal closure [25]. 
The Strength of Excitation is referred to the magni-
tude of the impulse-like excitation [13]. It is comput-
ed as the amplitude of excitation at GCI.  From the LP 
Residual signal, the SoE can be given by (8).

(8)

•	 Energy of Excitation: LP residual is closely related 
to the excitation of the speech sample. EoE given in 
(9) reflects the vocal effort. This can be calculated 
from the Hilbert envelope around each GCI of LP 
Residual.

(9)

•	 Sharpness of Excitation: The sharpness of exci-
tation can be computed as the ratio of standard 
deviation (ŋ) to the mean (µ) [18]. The ŋ and µ are 
computed for the Hilbert envelope of excitation at 
the closure instance. The mathematical expression 
is given in (10).

(10)

3.4. FUSION OF lOg-MElSPECTRUM AND 
 ExCITATION FEATURES

The four sets of features are obtained as given in (11). 
The first vector represents the log-Mel spectrum of the 
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speech sample with 13 coefficients and the second 
vector represents the LP residual phase MelSpectrum 
with 13 coefficients for each frame. The third and fourth 
feature vector represents the sharpness and strength 
of the excitation. Thus, it forms the 28 features for each 
frame of the speech segment. Finally, all the feature 
vectors are fused to create a 28 x 198 size matrix, shown 
in (11) and fed to the dilated convolution neural net-
work to accomplish the speaker identification task.

(11)

Where:
SS1= first speech sample
M= log-melspectrum of speech sample ‘SS1’ 
m= number of coefficients of M 
R = melspectrum of residual phase for speech 
r = number of coefficients of R
P = Sharpness of Excitation
S = Strength of Excitation  
n = Number of frames

Fig. 2. Proposed Dilated Convolution Network with 
Excitation Features

3.5. DIlATED CONVOlUTION

The learning capability of CNN depends on the design 
and depth of the convolution layers. Each layer learns 

and then gives the transformed data to the layers in 
the network and has sparse connectivity [26]. Since the 
speech signal changes continuously due to articulatory 
movements, it is considered non-stationary. So, working 
on short time segments of the speech signal is desired 
to get stable speech characteristics [9]. We used dilated 
convolution instead of traditional convolution due to 
the following reasons. The pooling layer imposes the 
data loss in the network by reducing the dimensional-
ity. Without imposing a computational burden, dilated 
convolution increases the receptive field extensively. It 
learns the sparse relationship between the features. For 
example, a one-dimensional convolution kernel of size 
4 x 1learns the sparse filter of 7 x1 with a dilation factor 
of 2. The dilation convolution kernel populated alterna-
tive positions when the dilation factor is two and this 
reduces the data loss. Also, learning the sparse relation-
ship between the features is helpful in degraded speech 
as the frequency bands are degraded in dense regions 
[9]. Hence, dilated convolution prevents it from learning 
local dense regions due to sparse filters.

4. DATASET AND ExPERIMENTS

4.1. SPEECH DATASET

The LibriSpeech dataset in the experiments is used 
for evaluating certain aspects of speaker identification. 
The class or category with speech utterances of vari-
ous speakers is named an unknown class. The experi-
ments on the LibriSpeech corpus aim to analyze the 
proposed algorithm under the different number of 
speakers and different classes, including the unknown 
category. The publicly available LibriSpeech corpus 
provides the clean speech data of nearly 100 speakers. 
Each speaker's training and testing sets are disjoint to 
make it text-independent. It consists of 250 utterances 
by each speaker in the English language. We split the 
available data into the training and test with 80% and 
20% proportions, respectively.

4.2. TRAININg

The proposed network schemes are implemented 
using Matlab 2021b and the deep learning toolbox is 
used to build the network. The model is trained for 25 
epochs for all the experiments with a minibatch of 128. 
The number of iterations is changed for the different 
number of speakers. The validation data is used to tune 
hyper-parameters. The proposed dilated convolution 
network shown in Fig. 2 is trained using Adam opti-
mization with an initial learning rate of 0.00001. The 
convolution kernel size and learning rate are selected 
based on a trial and error approach. The weights are 
updated throughout the learning process.

The tendency of the gradient of the sigmoid activa-
tion function is to shrink at every step throughout the 
depth of the network [1]. It could lead to a vanishing 
gradient problem. The ReLU creates the dead neuron 
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when the gradient becomes zero. Hence, in our experi-
ments, the Leaky ReLU activation function was used 
after each convolution layer.

4.3. ExPERIMENTAl SETUP

The experimental overview of the proposed feature 
fusion and dilated convolution network is discussed in 
this section. Many experiments are conducted to mea-
sure the performance of the developed system. The fol-
lowing sets of experiments on the proposed model are 
performed to evaluate and compare its performance 
with baseline systems.

Firstly, the proposed excitation features are extracted 
from speech utterances to identify 11 classes, includ-
ing one unknown class. The excitation features such as 
residual phase, sharpness of excitation, EoE and SoE are 
combined with log-MelSpectrum and given as input to 
the dilation convolution neural network for the classi-
fication of speakers. The four sets of features (four ex-
periments) are given as input to Dilated CNN separately 
to evaluate the performance.

In the second set of experiments, the performance 
of the different number of speakers (say 100, 70, 56, 
30,10) for the proposed model is evaluated. This setting 
allows us to evaluate the classification performance in 
classifying the large number of speakers.

Lastly, our model is compared with the baseline 
system and evaluates the performance of five female 
speakers. The improvement of the proposed feature 
fusion-based system is compared with several existing 
baseline- models by computing accuracy, EER and ROC.

5. ExPERIMENTAl RESUlTS

5.1. EVAlUATION METRICS

We compare the Accuracy, Equal Error Rate (EER), Re-
ceiver Operating Characteristics (ROC) curves and confu-
sion matrices for both baseline and proposed systems of a 
varying number of speakers and various classes of speak-
ers. These are chosen as performance metrics of the pro-
posed method. We also evaluated and reported the ac-
curacies of male and female speaker identification for five 
speakers of the proposed system. Accuracy is computed 
as the number of samples that are correctly identified di-
vided by the total samples in the test subset. Equation (12) 
gives the mathematical expression for accuracy.

(12)

Equal Error Rate (EER) is computed by finding the 
same value of FAR and FRR. The system with low EER 
indicates good performance.

ROC is used to analyze the classifier's performance 
for each speaker class and gives a precise performance 
overview by plotting curves of each class. The Area 
Under the Curve(AUC) measures how efficiently the ar-

chitecture separates classes [4]. A value of AUC nearly 
equal to one indicates the good conduct of the clas-
sifier, while this value of less than 0.5 indicates poor 
performance [8,10] . To understand and plot the ROC, 
the mathematical expressions of true positive (TP) and 
negative (TN) rates are useful as shown in (13), (14).

(13)

(14)

5.2. MODEl RESUlTS

In this section, the results of various experiments are 
discussed as follows. We trained the dilated convolu-
tion neural network using Librispeech corpus with an 
available speaker training set to obtain the results and 
analyze the performance. Then, evaluate the trained 
model for identification of speakers’ test data. First, the 
results of the proposed model with excitation and log-
MelSpectrum with various classes, including unknown 
class are obtained. The results of the proposed meth-
od with the different number of speakers are also ob-
tained. Lastly, the results of the comparison of the pro-
posed network with baseline systems and with respect 
to gender are obtained. All these results are discussed 
in the following sections.

In the first set of experiments, the proposed model's 
overall accuracies and Equal Error rate with various ex-
citation features are evaluated and compared with the 
previously developed models in the research. The re-
ported accuracies ranged from 76.61% to 94.12% with 
the librispeech dataset shown in Table 1. As shown in 
Table 1, the proposed deep learning model with 28 
features outperformed the existing models by obtain-
ing an accuracy of 94.12% and an EER of 1.16% for 
speaker identification. In the other three methods, the 
advanced dilated convolution network, when trained 
and tested on the fusion of log-MelSpectrum and exci-
tation features such as sharpness of excitation and EoE, 
obtained the highest accuracy of about 91.57% with 
EER 1.16%. The plot of accuracies of various methods 
is shown in Fig. 3.

Ac
cu

ra
cy

Various Methods

Fig. 3. Plot of Accuracies for various methods



307Volume 14, Number 3, 2023

Table 1. The performance of the identification 
models with 11 classes of speakers (including 

unknown class) using LibriSpeech data

Type of Model Features Dilation 
factor

Accuracy 
(%) EER

CNN MFCC 1 76.61% 5.90 %

Dilated CNN Log-MelSpectrum 2 80.73% 4.82 %

AlexNet Log-MelSpectrum 1 82.40% -

Advanced 
Dilated CNN Log-MelSpectrum 4 90.97% 2.38%

Advanced 
Dilated CNN

Log-MelSpectrum 
+ LP Residual Phase 
MelSpectrum+EoE

4 91.03% 2.28%

Advanced 
Dilated CNN

Log-MelSpectrum 
+ LP Residual Phase 

MelSpectrum + 
Sharpness

4 91.19% 2.27%

Advanced 
Dilated 

CNN(Proposed)

Log-MelSpectrum 
+ LP Residual Phase 

MelSpectrum 
+ Sharpness of 

Excitation + EoE

4 91.57% 1.16%

Advanced 
Dilated CNN 
(Proposed)

log-MelSpectrum 
+ lP Residual 

Phase 
MelSpectrum 

+ Sharpness of 
Excitation + SoE

4 94.12% 1.16%

Across the eight experiments in Table 1, the pro-
posed method correctly identifies an extra 2.59% of 
the test samples over advanced dilated CNN with 
sharpness and EoE. Also, an additional 3.15% of the test 
samples were over the Log-MelSpectrum model. Fig. 4 
shows the confusion matrix that analyzes the number 
of test samples over false acceptance and rejection for 
the proposed method. The proposed system also im-
proved the EER from 5.90% to 1.16%.

The efficiency of the proposed method is revealed 
by comparing its performance with baseline systems. 
The experimental results of the baseline and proposed 
methods are shown in Table 2. The ratio of train and test 
sets is the same (80:20) for all the methods mentioned 

Fig. 4. Confusion matrix for validation data of the 
proposed method

in Table 2. In general, the performance of the classifi-
cation model decreases when the number of speakers 
increases. As presented in the Table 2, the proposed 
excitation features based dilated convolution network 
outperformed the baseline methods. The plot of train-
ing and validation accuracy is given in Fig. 5.
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)

Iteraion

Fig. 5. Accuracy Vs Iterations plot of proposed 
method

Table 2. The performance comparison of proposed 
model with existing baseline models

li
te

ra
tu

re

M
et

ho
do

lo
gy

Fe
at

ur
es

D
at

ab
as

e

Sp
ea

ke
rs

A
cc

ur
ac

y

Jahangir et.al. 
[10] DNN MFCC + 

MFCCT
Libri 

Speech 50 90 
%

Ting Lin et.al. 
[22] DNN

MFCC and 
Super 
MFCC

Libri 
Speech 10 90 

%

S. 
Chakraborthy 

et. al. [27]
GMM-UBM MFCC Libri 

Speech 40 86 
%

Pentapati 
et.al.[6]

Dilated 
CNN 

(dilation 
factor 2)

Log-Mel 
Spectrum

Libri 
Speech 11 80.6 

%

Proposed

Dilated 
CNN 

(dilation 
factor 4)

Excitation 
features 
and log-

Mel 
Spectrum

libri 
Speech

80 91.34 
%

11  
(with 
Un-

known)

94.12 
%

The baseline method[10] obtained 90% and 89% 
accuracy with 50 and 100 speakers, respectively. Com-
pared with the baseline method [10], the proposed 
model shows improvement in performance by obtain-
ing an accuracy of 91.34% with 80 speakers. To confirm 
this, the number of speakers gradually increased from 
10 to 80. The experiments are conducted to evaluate 
the performance of each set of speakers as shown in 
Table 3. In all these four experiments, the proposed 
method outperformed the baseline method.
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Table 3. Performance comparison of the proposed 
method with different number of speakers

Number of 
Speakers

Accuracy 
(%) EER Training 

error (%)
Validation 
Error (%)

10 97.61% 1.02% 0% 2.3923%

26 96.26% 1.16% 0.1348% 3.7409%

56 93.54% 2.08% 0.6827% 6.4551%

80 91.34% 3.11% 0.9093% 8.6585%

The comparative analysis of the proposed and base-
line method [10] can be observed in Fig. 6. The accu-
racy of the proposed system is slightly lower than that 
of the baseline method [10] by 1.9% for ten speakers. 
Despite that lower value, the accuracy of our approach 
is much better on 26, 56 and 80 speakers compared to 
the method proposed in [10].

Across the several methods in Table 2, the proposed 
method improves the accuracy by 7.61% compared to 
[22] baseline method for 10 speakers. The accuracy of 

Fig. 6. Comparative analysis of proposed and 
baseline method

Fig. 7. ROC and AUC of the proposed method for different number of speakers
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the proposed method further improves by nearly 8% 
and 14% compared to the baseline methods [27] and 
[6] respectively. The proposed work does not introduce 
computational complexity since extracting the log-
melspectrum and excitation features have been done 
offline. Thus, the proposed model achieved improved 
accuracy with training time of 115 seconds per epoch.



Fig. 8. Variation of EER for different 
number of speakers

In Table 2, Jahangir et al. [10] were achieved an  ac-
curacy of 90% for 50 speakers since an efficient MF-
CCT-based feature fusion was employed. Although 
they used novel feature fusion, the model didn’t reach 
the desired accuracy due to simpler deep learning 
architecture. Thereby, misclassification happens due 
to similar voice patterns. Ting Lin et al. [22] were also 
extracted novel LTA-based features along with MFCC. 
They used simple DNN and tested only ten speakers 
on the Librispeech corpus and achieved 90% accuracy. 
In contrast, the proposed method used an advanced 
dilated convolution network with feature fusion of 
excitation features. Hence, enhancing the accuracy to 
91.34% for 80 speakers. In Table 1, the previous model 
with advanced dilated CNN achieved only 90.97% ac-
curacy since only log-melspectrum was used in the fea-
ture extraction phase.

Across the four experiments shown in Table 3, the 
proposed model with 10 speakers correctly identifies 
an additional 1.35% of the test samples over 26 speak-
ers, 4.07% over 56 speakers, 6.27% over 80 speakers. 
The Fig. 7 shows ROC and AUC plots of proposed meth-
od with 10,11,26 and 56 speakers. This shows AUC of 
10 speakers achieved the highest value of 0.9976 when 
compared with other sets. As shown in Fig.8, It also im-
proved the EER from 3.11% to 1.02%.

The log-spectrum based baseline method [21] ob-
tained the highest accuracy of 98.7% with five female 
speakers on the Chinese mandarin database. The Five 
female speakers with only 100 utterances per speaker, 
a frame size of 256 samples and 128 features were con-
sidered in the model proposed by [21]. In contrast, the 
proposed model considered the 250 utterances of each 
speaker with a frame size of 400 samples.

The Librispeech and Chinese Mandarin datasets con-
sidered the undistorted samples with the same sam-
pling rates. Also, the training and testing sets are disjoint 
and collected under the same environmental conditions 
in both datasets. As the number of utterances to classify 
increases, the model performance decreases. To confirm 
the improvement in the proposed design, the experi-
ment is conducted to test the proposed method with 
five male and five female speakers. As shown in Table 
4, the proposed model obtained an accuracy of 99.52% 

for female speakers. It correctly identifies an additional 
0.82% of the test samples over the baseline [21].

Table 4. Performance comparison of the proposed 
method and baseline method [21] for five Speakers
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 %

Samia 
Abd EI-

Moneiet. 
al. [21]

Chinese 
mandarin 

Corpus
Female Log-Spectrum 256 98.7%

Proposed
Libri 

Speech 
Corpus

Female

Log-
Melspectrum + 

Residual Phase + 
Sharpness +SoE 

400 99.52%

Proposed
Libri 

Speech 
Corpus

Male

Log-
Melspectrum + 

Residual Phase + 
Sharpness + SoE

400 99.49%

6. CONClUSION

In this paper, the efficient excitation-based features 
are considered and combined with Log-MelSpectrum 
of the speech sample. The excitation-based features 
such as the Residual phase, Sharpness of excitation, 
EoE and SoE are extracted using Linear prediction 
analysis. Extensive experiments are conducted on 
the proposed advanced dilated convolution network 
with excitation features using the LibriSpeech corpus. 
It showed that the accuracy and EER are 94.12% and 
1.16%, respectively, with 11 complex classes including 
the unknown category. For 80 speakers, the proposed 
method achieved an accuracy of 91.34% and the ac-
curacy reached 99.52% for five female speakers. The 
experimental results proved that the proposed speaker 
identification system is effective with respect to the 
number of speakers and computational complexity 
compared to existing baseline systems. In the future, 
we aim to develop a speaker identification system with 
a more profound architecture to handle a much more 
extensive database and reduce the misclassified sam-
ples. The hyper-parameter tuning process can be en-
hanced to improve the system's performance further.
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Abstract – The recent technological advances related to embedded systems, and the increased requirements of the Electric Vehicle 
(EV) industry, lead to the evolution of design and validation methodologies applied to complex systems, in order to design a product 
that respects the requirements defined according to its performance, safety, and reliability. This research paper presents a design and 
validation methodology, based on a hardware-in-the-loop (HIL) approach, including a software platform represented by Matlab/
Simulink and a real-time STM32 microcontroller used as a hardware platform. The objective of this work is to evaluate and validate 
an Energy Management System (EMS) based on Fuzzy Logic Controller (FLC), developed in C code and embedded on an STM32 
microcontroller. The developed EMS is designed to control, in real-time, the energy flow in a hybrid energy storage system (HESS), 
designed in an active topology, made of a Li-ion battery and Super-Capacitors (SC). The proposed HESS model was organized using the 
Energetic Macroscopic Representation (EMR) and constructed on Matlab/Simulink software platform. The evaluation and validation of 
the developed algorithm were performed by comparing the HIL and simulation results under the New European Driving Cycle (NEDC).

Keywords: Fuzzy Logic Controller, Hardware-In-the-Loop, Hybrid Energy Storage System, STM32 microcontroller

1.  INTRODUCTION

All around the world, the transportation sector is the 
main contributor to urban pollution [1]. Public health 
studies in different countries have demonstrated that 
the increase in air pollution concentrations is associ-
ated with an increase in the mortality rate, particularly 
in urban areas. The electric vehicle (EV) seems to be 
an efficient solution to overcome this public health 
problem, a technology that is encouraged by govern-
ment policies, to support and generalize this means 

of transport that ensures zero-CO2 emissions. Mean-
while, several manufacturers have focused a large part 
of their development program on this industrial seg-
ment, with the aim of accelerating the total insertion 
of the EV in the car fleet during the next years.

Therefore, EVs are currently facing several challeng-
es, especially those related to the range and lifetime 
of the main source of energy provided by batteries [2]. 
In fact, industrial companies and scientists are con-
fronted with the challenge of finding solutions to EV's 
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limitations, taking into account the constraints related 
to its performance required by the users. In this case, 
the adoption of a HESS-based architecture with the 
integration of SCs [3,4], and the implementation of an 
EMS ensuring efficient energy management between 
energy sources, allowing optimization of the efficien-
cy of the battery lifespan and the vehicle autonomy.

According to the literature, EMS is a key element to 
optimize the EV battery lifespan and autonomy. In-
deed, there are three main approaches to energy man-
agement algorithms: EMS-based optimization algo-
rithms, algorithms based on artificial intelligence, and 
rule-based algorithms [5,6,7]. The authors in [8,9] pro-
pose a rule-based EMS, applied to the management of 
the energy flow in a HESS in a full-active topology [10], 
ensuring the supply of the EV's powertrain. The EMS 
presented in this work is based on a Fuzzy Logic Con-
troller (FLC), which supports two inputs represented 
by the SC’s state of charge and the power ratio related 
to the maximum battery power. Thus, the objective 
of this study is to control the SCs as an energy buffer, 
and to support the power pulses, in order to improve 
the battery performance and optimize its lifespan. 
Another work presented in [11], uses a fuzzy control-
ler that supports the same inputs mentioned previ-
ously. This work ensures the same objectives with the 
criterion of minimizing the Root Mean Square (RMS) 
of the battery current. In [12], the authors present a 
work that is based on two fuzzy controllers, managing 
the distribution of the power demanded by the pow-
ertrain, between the battery and the SCs in a HESS’s 
full-active topology. The first fuzzy controller supports 
the estimated source’s states of charge using the Kal-
man filter, the energy sources, and the required power. 
The second one determines the power required by the 
battery, where the inputs are based on the power cal-
culated by the first block of the fuzzy controller, and 
the power estimated via the Kalman filter. The objec-
tive of this work is to minimize the power pulses that 
the battery should support. 

On the other hand, the evolution of EVs has to take 
into account constraints related to costs and develop-
ment times, in order to optimize the time to market of 
this technology. Hence, the rise of new methodologies 
and platforms, designed to satisfy these requirements, 
has been able to optimize the design of complex sys-
tems such as the EV, for instance, the Hardware-In-
the-Loop (HIL) applied to EMSs. Thus, some research-
ers in [13] have proposed a HIL architecture for the 
emulation and real-time control of a boost converter, 
designed in the PSIM software, with a PI cascaded con-
troller on the STM32 microcontroller, to regulate the 
output voltage. The objective of this work is to evalu-
ate the control model through the comparison of the 
HIL results, and the simulation model established in 
the PSIM software. In [14] the authors present another 
HIL architecture based on a real-time simulator of an 
EV, built using the Simulink platform, and a vehicle 

control unit (VCU) designed on a hardware platform. 
The EV model is made of a BLDC engine with a mo-
tor control unit (MCU), and a HESS powering the ve-
hicle. The VCU is connected to the simulator through 
inputs/outputs (CAN bus, RS232, analog/digital I/O) 
using a DSP interface. Another HIL simulation plat-
form applied to the electric vehicle powertrain used to 
emulate the driving cycle is presented in [15]. The pro-
posed architecture is based on two coupled electrical 
machines, the first one is an induction machine that 
emulates the vehicle's traction machine and the sec-
ond one is a DC machine that provides the load simu-
lation. A dSPACE DS1102 board is used as an interface 
between the control established on the Simulink plat-
form, and the power converter assures the control of 
both machines. The authors in [16,17] present a solu-
tion of HIL that aims at the validation of an FLC-based 
EMS algorithm, designed for the control of the energy 
flow in a HESS in a full-active topology, built on the 
Simulink platform. The Atmega microcontroller was 
used in the first work, while the FPGA hardware plat-
form was used in the second work for the same archi-
tecture.

Thus, this paper presents a HIL architecture based 
on an active-topology HESS model, organized using 
the Energetic Macroscopic Representation (EMR) and 
implemented on the Matlab/Simulink software plat-
form. The proposed HESS is designed to supply an EV 
to ensure a maximum speed of 120km/h with a pro-
pulsion power of 70kW. The electric vehicle can pro-
vide a total range of 150km. The HESS’s EMS is used 
for the management and optimization of the energy 
flow using an FLC. The proposed FLC was developed 
in C language, and embedded in the STM32 microcon-
troller. The STM32 is connected in a closed loop with 
the HESS simulation model, to control in real-time, the 
contribution of both sources: SCs and battery.

In a previous work [16], an architecture of a HESS is 
presented. The proposed EMS based on FLC is imple-
mented on an Atmega microcontroller. The output 
of the used FLC is defined by a simplified method 
for computing the Center of Gravity (CoG) abscissa of 
the resulting polygon. The FLC is based on a 3x3 rule 
base matrix. In this work, the rule-based EMS-FLC is 
embedded in the STM32 low-power microcontroller, 
which is a part of the family of ARM-based 32-bit mi-
crocontrollers and has some major hardware advan-
tages over the Atmega microcontrollers 8-bit. It’s also 
popular and widely used in the field of EVs. Moreover, 
the CoG defuzzification method is based on a precise 
value depending on the fuzzy set‘s center of gravity 
of the resulting area. In addition, the proposed FLC is 
based on a 4x5 rule base matrix.   

 Indeed, the objective of this work is to evaluate 
on the one hand, the performance of the developed 
EMS, on the other hand to validate the algorithm of 
the EMS-FLC, via the comparison between the results 
obtained from the HIL and the simulation. 
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The rest of this paper is organized as follows: sec-
tion 2 presents the nomenclature; the description of 
the model and the control of the developed HESS is 
detailed in section 3. Section 4 presents the proposed 
HESS. Section 5 details the EMS implementation 
methodology in the STM32 microcontroller. Section 6 
presents and discusses the experimental and simula-
tion results. Finally, Section 7 concludes the paper. 

2. NOMENCLATURE

CSC SC Capacitance (F)

CoG Center Of Gravity

Ebat Battery energy

EMS Energy Management System

HESS Hybrid Energy Storage System

HIL Hardware-In-the-Loop

ibat battery current (A)

ibat_ref battery current reference (A)

ich_bat DC–DC battery Current converter (A)

ich_sc DC–DC SC Current converter (A)

iDC DC BUS Current (A)

ireq_ref HESS Current reference (A)

isc SC current (A)

isc_ref SC current reference (A)

kcont Battery contribution factor

Pbat_Fil Filtered battery power reference

Pbat_lim Battery power limit

Preq Required drivetrain power (W)

RESR SC Equivalent Series Resistance

RMSE Root Mean Square Error

SC Supercapacitors

SoCsc SC State of Charge (%)

Ubat battery voltage (V)

Ubat_meas Measured battery voltage (V)

UDC DC BUS voltage (V)

Uch_bat DC–DC battery voltage converter (V)

Uch_SC DC–DC SC voltage converter (V)

Usc SC voltage (V)

αbat DC–DC battery converter duty cycle

αsc DC–DC SC converter duty cycle

ηch_bat DC–DC Battery converter efficiency

ηch_sc DC–DC SC converter efficiency

3. HESS MODELING AND CONTROL

The developed system is a 70 kW HESS in full-active 
topology [12], shown in Fig. 1. It includes two energy 
sources: the primary one is represented by the Li-Ion 
battery and the secondary source uses the SCs. The 
100Ah battery and the 5000F SCs are interfaced with 
the DC bus via two bidirectional buck-boost DC/DC 
converters and a principal coupling capacitor. The char-
acteristics of the power sources are shown in Table 1 
and Table 2. The adopted topology has the advantage 
of decoupling the battery and the SCs control, in order 
to control separately the power flow between the elec-
trical sources and the DC bus voltage.

Fig. 1. Scheme of the proposed HESS

2.1. HESS MODELING

•	 Battery:

The complex electrochemical phenomena involved 
in a battery make its modeling highly complicated [18]. 
The simplified model adopted in this study shown in 
equation 1, is characterized by an internal capacity Cbat 
and an internal impedance rbat of the battery pack. 

(1)

(2)

The battery state of charge (equation 2) is the ratio 
of the battery's capacity at any given time to its total 
capacity. The state of charge is an important parameter 
to manage efficiently the battery control:

Table 1. Characteristics of the battery source

Battery Li-Ion cell (3.7V) Symbol Value Unit

SoC Limits SoCbatt [30, 100] %

Energy density ρbatt 160 Wh/kg

total mass Mbatt 314 Kg

energy Ebatt 654 Ah



314 International Journal of Electrical and Computer Engineering Systems

The calculation model of the SCs state of charge in a 
given instant t, is presented in equation 4. The calcula-
tion model is based on the ratio of the voltage of the 
SCs at this moment t to its initial voltage.

(3)

(4)

Table 2. Characteristics of the SC’s source 
(GTCAP GTSPP-2R7-508UT)

SC (2.7V) Symbol Value Unit

Capacitance Csc 5000 F

ESR RESR 0.21 mΩ

SoC Limits SoCsc [50, 100] %

•	 DC-DC converter:

The technology of the DC-DC converter adopted in 
this work is a Buck-Boost chopper. This converter al-
lows for ensuring a bidirectional energy flow, in order 
to ensure the power required by the powertrain on one 
side, the recharging of the energy sources on the other 
side, in particular during the braking phases, and the 
exchanges between both energy sources.

Thus, the first part of the chopper model is presented 
in equation 5, represented by the current smoothing 
inductor. This element is characterized by a capacity 
to store energy as magnetic energy, in order to supply 
it when it is required. Thus, providing a quasi-constant 
current profile. The inductor model is characterized by 
an inductance Lsource and an internal resistance rsource. 

(5)

On the other hand, the switch model is presented 
in equations (6) and (7). The adopted approach in this 
case uses an average model with αbat and αsc represent-
ing the duty cycles of both choppers, ηch_bat, and ηch_bat 
are the efficiencies of the DC-DC converters, used in the 
proposed HESS. 

(6)

(7)

•	 Sources Coupling and DC-bus capacitor:

In order to ensure continuous power supplied by 
both sources, the electrical coupling is required. In-
deed, equation 8 shows the electrical model adopted 
in this case, which is based on the nodes law between 
both choppers controlling the power sources.

One of the most important criteria for evaluating the 
HESS performance is the DC bus voltage, which should 
be constant. Thus, integrating a capacitor interfacing 
the HESS and the powertrain allows control and mini-
mizes the UDC voltage fluctuations. Thus, the model of 
the capacitor is presented in equation 9 characterized 
by the internal capacitance Ccpl.

•	 Load equivalent model:

In order to simplify the simulation model, and opti-
mize the computation time. The equivalent load model 
is considered as a controllable current source, where 
the power profile is presented in Fig. 2. The required 
power used in the simulation is extracted from a pow-
ertrain model, with a maximum power of 70 kW. The 
power profile depends on the NEDC cycle speed, with 
a maximum value of 120 km/h.

(10)

Fig. 2. Power requirement profile of the powertrain

2.2. HESS CONTROL

In order to design and establish the control layer, the 
EMR approach was adopted. The Energetic Macroscop-
ic Representation (EMR) was developed by the Labo-
ratory of Electrical Engineering and Power Electronics 
(L2EP) of Lille (France) [18, 19, 20] in the 2000s. This 
formalism allows to the definition of a synthetic repre-
sentation for complex Multiphysics systems, respecting 
a functional description. It is based on integral causal-
ity and power conservation. Thus, three elements that 
represent the subsystems can be distinguished: source, 
energy accumulation, and conversion without energy 
accumulation. Indeed, the establishment of the control 
layer has been carried out based on the EMR inversion 
rules, in order to deduce the maximum control struc-
ture (MCS) presented in Fig. 3.

•	 Supercapacitors (SC):

Characterized by a fast dynamic behavior, SCs have 
the advantage of being able to support frequent pow-
er variations during charging or discharging phases. 
There are several models in the literature, with vari-
able complexity depending on the purpose of using 
these models. However, a simplified model has been 
adopted in this study, shown in equation 3, based on 
an internal capacitance CSC and the equivalent series 
resistance RESR.

(8)

(9)
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Fig. 3. EMR of the proposed HESS

4. ENERGY MANAGEMENT SYSTEM

The EMS or Energy Management System in an EV 
HESS refers to the algorithm implemented in an on-
board electronic control unit, designed to ensure 
power management and vehicle propulsion. Hence, 
EMS represents the control strategy, which takes into 
account the state and model of the vehicle. The EMS 
should control the power distribution between the dif-
ferent energy sources, in order to minimize the solici-
tations which are harmful to the battery performance. 
It ensures the required power response respecting ve-
hicle performance requirements (speed, stability, preci-
sion, and robustness).

Fig. 4. EMS strategy scheme

In fact, this work proposes an FLC-based EMS (Fig. 
4), providing the same objectives mentioned above. 

The designed EMS operates according to the different 
phases of the vehicle driving cycle, which are summa-
rized as follows:

•	 During acceleration:

In this phase, power pulses are generated, which can 
cause battery degradation. Indeed, the EMS should 
engage the SCs to support the power demand of the 
powertrain, since SCs are characterized by their fast 
dynamics to ensure this function, which allows to pre-
serve the battery and optimize its lifetime. 

•	 During quasi-constant speed:

During this phase, the EMS is engaging the battery 
progressively, to provide the powertrain demand. The 
SCs are activated to support high-frequency harmon-
ics. This distribution is provided by the low-pass filter 
as shown in Fig. 4.

•	 During the braking phase:

In order to optimize EV autonomy, the braking phase 
is used as a source of recovered electrical energy. Thus, 
the EMS should activate the chopper of the SCs in or-
der to ensure their recharge and restore them to their 
initial state of charge. This operation allows to the SCs 
control as an energy buffer and ensures their optimal 
functioning in the range of their optimal energy effi-
ciency SoCSC ∈ [50,100] %.

Fig. 5. Membership functions of the proposed 
Fuzzy Logic EMS

•	 During the total stop of the vehicle:

The architecture adopted in the proposed HESS al-
lows the energetic exchange between both energy 
sources. Thus, during a total vehicle stop, the EMS 
should activate the battery chopper in order to re-
charge the SCs, and restore them to their initial state 
(when SoCsc(t)<SoCsc_Init). 

Indeed, the proposed EMS used to satisfy the 
previously mentioned objectives, is based on an FLC-
EMS. Thus, the EMS output function, shown in equation 
11, represents the battery contribution depending on 
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two input parameters that reflect the vehicle state. 
Therefore, the first input parameter represented by 
SoCSC is based on four MFs defining the charging level 
of SCs: LOW, NORMAL, HIGH_SC, and VERY_HIGH. The 
second input parameter is the ratio of the required 
power of the EV powertrain to the battery power 
limit: PLoad_ref / Plim_bat. This parameter allows defining 
the EV driving phases (acceleration/constant speed, 
deceleration/braking, vehicle total stop) according 
to five MFs: Under_ZERO2, UNDER_ZERO1, ZERO, 
NORMAL_P, HIGH_P.

(11)

Table 3. Inference Rules-base of the proposed FLC

SOC_SC

POWER_ 
RATIO LOW NORMAL HIGH_SC VERY_

HIGH

UNDER_ 
ZERO2

BEYOND-
SYSTEM

BEYOND-
SYSTEM

BEYOND-
SYSTEM

BEYOND-
SYSTEM

UNDER_ 
ZERO1

BEYOND-
SYSTEM ALONE ALONE ALONE

ZERO HIGH HIGH HALF ALONE

NORMAL_P HIGH KEEP ALONE ALONE

HIGH_P KEEP HALF ALONE ALONE

In fact, according to the literature, FLC processing in-
cludes three main steps:

•	 The first step is related to the input fuzzification 
(SoCSC and PLoad_ref / Plim_bat), represented by the mem-
bership functions (MF) of the inputs shown in Fig. 5. 

•	 The second step is based on the inference rules 
(Table 1), which are constructed according to the 
objectives defined at the beginning of this section. 

•	 The last step consists of defuzzification based on 
Mamdani's Center of Gravity (CoG) approach, in or-
der to calculate the kCONTR value which defines the 
battery's contribution. This part will be detailed in 
the next section.

5. HESS HIL DEVELOPMENT

The real-time HIL simulator is a validation approach 
that combines a hardware platform, in this case, the 
STM32 microcontroller, and a software simulation plat-
form represented by the proposed Simulink model of 
HESS. The objective of this technique is the evaluation 
of the energy management algorithm embedded in 
the microcontroller. Therefore, the validation criteria 
are based on the control and analysis of parameters 
that reflect the EV performance. Fig. 6 shows the pro-
posed HIL architecture, including the following ele-
ments:

•	 Two Simulink Models of HESS, organized in EMR 
subsystems. The first model uses the Fuzzy library 
block based on MFs and inference rules, which 
are discussed in the previous section. The second 

model uses the Serial Communication blocks with 
a Simulink block scheme, designed to concatenate 
the input parameters, in order to ensure their trans-
fer in a single frame.

•	 The STM32 F411RE microcontroller with 100 MHz 
clock frequency, connected with the computer 
through a USB cable via the ST-LINK debugger/
programmer interface.

Fig. 6. The proposed HESS’s EMS Hardware-in-the-
loop (HIL) architecture

In the first step of the HIL processing, the Simulink 
simulation platform of HESS sends both input param-
eters (SoCSC, PLoad_ref / Plim_bat) via the serial port. Simul-
taneously, the microcontroller proceeds to load the 
Membership functions in the predefined array struc-
ture. Once the frame is received, the first part of the 
program performs the extraction, assignment, and cast 
in the "double" data type of the input variables (SOCSC 
et PLoad_ref / Plim_bat).

After completing the variables loading, the algo-
rithm performs the fuzzification function. This function 
allows to determine the degree of membership of each 
input, the mathematical model of this operation is pre-
sented in equation 12.

(12)

Where, (Xi , Yi) and (Xi+1,Yi+1) are the coordinates of two 
points of the segments which define the MFs triangle. 
The input parameters (SoCSC or PLoad_ref / Plim_bat) should 
satisfy the condition of being in the interval defined by 
this segment.

Thereafter, the function of the inference rules is ex-
ecuted, to define the MFs value of the output param-
eters, based on the decision matrix which is detailed in 
previous work in [17]. The inference rules, in this case, 
are based on the logical operator "and". Each value of 
the MFs-outputs is defined by the minimum value of 
the related input values. 

Once the degrees of membership of the MFs-outputs 
are defined, the defuzzification function is activated. 
This function is designed on the principle of the Center 
of Gravity (CoG) calculation. Indeed, the adopted ap-
proach is based on the decomposition of the MFs-out-
put surfaces into independent sub-surfaces Si (Fig. 7).

The definition of the possible configurations is per-
formed according to the degree of membership value 
calculated for each MFs γi (Fig. 7 and Fig. 8), compared 
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with the intersection points of the triangle Pi represent-
ing the MFs.

Fig. 7. Vertices of the resulting polygons (𝛾i > YP)

Fig. 8. Vertices of the resulting polygons (𝛾i < YP)

Then, this operation allows for defining the configu-
ration and coordinates of each polygon's vertices, and 
then the calculation of the sub-surface’s (Si) CoG which 
is based on equation 13:

(13)

After calculating the CoG abscissae Xi and sub-surfac-
es Si, the resulting polygon CoG is calculated as follows 
(equation 14):

(14)

Thus, the resulting area CoG abscissa defines the val-
ue of the FLC output. It represents the battery contri-
bution, corresponding to the input value and the infer-
ence rules established for the proposed solution. Once 
this value is calculated, it is submitted to the HESS sim-
ulation platform running on MATLAB/Simulink via the 
serial port, before starting a new iteration.

6. RESULTS AND DISCUSSIONS

In order to evaluate the HESS model and verify the 
proposed FLC-EMS algorithm, both simulation and HIL 
models were built and run in the same software plat-
form (MATLAB/Simulink), aiming to ensure the same 
number of computational samples (Fig. 6). The simu-
lations were conducted using the NEDC driving cycle 

with a calculation step of 10-5. The verification of the 
developed algorithm was done by comparing the re-
sults of both models.

Indeed, according to the analysis of Fig. 9, the curves 
of SoCSC and SoCbat demonstrate that the EMS allows con-
trolling the SCs as an energy buffer, and the SCs recover 
their initial SoCSC at the end of each cycle SoCSC(tec) = 
SoCSC(tinit) = 85%. Moreover, the SCs operate in the range 
that is prescribed by the EMS: SoCSC ∈ [65,86] %, which 
ensures optimal energy efficiency of the SCs. Whereas, 
the SoCbat is generally smoothed and shows a limited 
variation. This behavior demonstrates that the battery 
stresses are reduced and therefore an optimization of its 
lifetime. Thus, according to the evaluation of the SCs and 
battery behavior, as is demonstrated by SoCSC and SoC-
bat curves in Fig. 10, the EMS allows the control of both 
sources considering the vehicle driving phases:

•	 SCs operate during acceleration phases (e.g., t ∈ [10, 
14] s, t ∈ [48, 60] s and t ∈ [117, 142.5] s) when power 
demand is fast.

•	 The battery supports the power demand of the 
powertrain during (t ∈ [14, 22] s, t ∈ [60, 84] s, t ∈ 
[142.5, 154] s and t ∈ [162, 175] s) when the power 
profile is approximately constant.

•	 During the braking and deceleration phases (t ∈ [22, 
27] s, t ∈ [84, 95] s, t ∈ [154, 162] s and t ∈ [175, 187] 
s), the EMS engages the SCs to ensure their recharg-
ing from the recovered energy so that they can sat-
isfy the next cycle demand.

•	 During the total stop of the vehicle (t ∈ [24, 27] s, t 
∈ [84, 94] s and t ∈ [175, 187] s), the SoCbat decreases 
gradually while the SoCSC increases to reach SoCSC = 
85%. This demonstrates the possibility of the energy 
exchange between both sources, ensured by the ad-
opted architecture and the implemented EMS.

In addition, Fig. 9 shows the behavior of the DC bus 
voltage UDC. The analysis of the UDC curve shows that 
the value of this parameter is relatively constant dur-
ing the entire NEDC cycle: UDC =163,25 V with ΔUDC_max 
= 0,5V, which demonstrates the robustness of the im-
plemented control and the developed EMS. In fact, the 
EMS ensures a continuous and relatively stable power 
supply, without compromising the driving cycle per-
formed by the vehicle. 

•	 In addition, the power ratio curve shown in the 
same figure demonstrates that the value of the 
power demanded by the powertrain, is kept below 
the battery power limit (PLoad_ref / Plim_bat < 1). This 
characteristic guarantees the reduction of battery 
degradation and the validity of the proposed HESS 
architecture.

•	 On the other hand, Fig. 9 presents the results ob-
tained from the HIL simulations, allowing to vali-
date the developed code of the EMS-FLC embed-
ded in the STM32 microcontroller. Indeed, accord-
ing to the comparison of the curves of the energetic 
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parameters presented in Fig. 9, both types of results 
(HIL and simulation) are in perfect agreement. Thus, 
Table 4 presents the differences calculated between 
both platforms, using the Root Mean Square Error 

RMSE, which presents acceptable differences, due 
to the defined precision (10-4) in the transferred 
data between Matlab/Simulink and the STM32 mi-
crocontroller. 

Fig. 9. Simulation results of the EV HESS for NEDC driving cycle [0,1180 s]

In addition, the power ratio curve shown in the same 
figure demonstrates that the value of the power de-
manded by the powertrain, is kept below the battery 
power limit (PLoad_ref / Plim_bat <1). This characteristic guar-
antees the reduction of battery degradation and the 
validity of the proposed HESS architecture.

On the other hand, Fig. 9 presents the results ob-
tained from the HIL simulations, allowing to validate 
the developed code of the EMS-FLC embedded in the 
STM32 microcontroller. Indeed, according to the com-
parison of the curves of the energetic parameters pre-
sented in Fig. 9, both types of results (HIL and simula-
tion) are in perfect agreement. Thus, Table 4 presents 
the differences calculated between both platforms, us-

ing the Root Mean Square Error RMSE, which presents 
acceptable differences, due to the defined precision 
(10-4) in the transferred data between Matlab/Simulink 
and the STM32 microcontroller.

Table 4. RMSE of HIL and simulation energy 
parameters

Parameters RMSE

SoCSC (%) 3.57 10-2

SoCBat (%) 1.8 10-3

UDC (V) 2.433 10-5 

Preq  /Plim_bat 2.1085 10-17

Sources Contribution (%) 12.1 10-3
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Fig. 10. Simulation results of the EV HESS for ECE-15 driving cycle [0,200s]

7. CONCLUSION

In this paper, a real-time HIL simulation for a 70kW 
full-active topology HESS is proposed. The energy 
management system is provided by a rule-based 
EMS-FLC, validated on MATLAB/Simulink simulation 
platform, developed in C code, and embedded on an 
STM32 microcontroller. Thus, according to the perfor-
mance evaluation based on the obtained results, the 
developed EMS satisfied the conditions set for the con-
trol of both sources (SCs and battery), under the NEDC 
driving phases on the one hand. On the other hand, 
the comparison of the results of the energy parameters 
of both HIL and simulation platforms allowed valida-
tion of the approach adopted during the development 
of the proposed C code algorithm, embedded in the 
STM32 microcontroller.

Therefore, future research will be conducted on a 
real HESS with the same characteristics adopted in 
this study, using the same approach for the design of 
an electronic control unit ECU, integrating the control 
layer and communication interfaces, using the proto-
cols applied in the EVs embedded systems, namely the 
Control Area Network (CAN). 
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Abstract – Memory corruption error is one of the critical security attack vectors against a wide range of software. Addressing this 
problem, modern compilers provide multiple features to fortify the software against such errors. However, applying compiler-based 
memory defense is problematic in legacy systems we often encounter in industry or military environments because source codes are 
unavailable. In this study, we propose memory diversification techniques tailored for legacy binaries to which we cannot apply state-of-
the-art compiler-based solutions. The basic idea of our approach is to automatically patch the machine code instructions of each legacy 
system differently (e.g., a drone, or a vehicle firmware) without altering any semantic behavior of the software logic. As a result of our 
system, attackers must create a specific attack payload for each target by analyzing the particular firmware, thus significantly increasing 
exploit development time and cost. Our approach is evaluated by applying it to a stack and heap of multiple binaries, including PX4 
drone firmware and other Linux utilities.

Keywords: Legacy System, Diversification, Memory Layout Randomization, UAV Firmware

1.  INTRODUCTION

Memory corruption vulnerabilities are caused by 
unexpected changes or reference of memory values, 
and there are various categories of them [1,2]. Gener-
ally, the existence and detailed structures of specific 
memory regions vary by application, but the stack and 
heap memory regions of most applications, including 
legacy binaries, are composed based on a general and 
common memory layout; thus, its exploitation steps 
are fairly similar from one to another [3-5].

For instance, memory corruption vulnerabilities in a 
stack such as buffer overflow vulnerability often target 
to corrupt a specific/common data so-called return ad-
dress. Defending such memory corruption-based ex-
ploitation is also well established by security research-
ers: use stack canary and check if the canary value has 
changed [6]. However, such defense (stack canary) is 
applied by compilers; thus, it is difficult to apply such 
defense to legacy binary which cannot be re-compiled.

Various vulnerabilities are also likely to exist in the 
heap memory area as the heap is dynamically allocat-

ed at runtime and it is usually more complicatedly con-
structed than the stack memory buffers [7]. Similarly, 
to stack situations, multiple defense systems including 
address space layout randomization (ASLR) are pro-
posed as a part of the compiler feature or heap-alloca-
tor’s runtime verification logic [8].

All such state-of-the-art defenses are inapplicable 
to legacy binaries as they cannot be re-compiled [9]. 
However, we claim that applying the ASLR effects (even 
partially) to stack and heap memory regions would ap-
ply to some extent solely based on binary analysis and 
in-place instruction patching [10,11]. This is the part 
where our idea comes in.

To apply the memory diversification effect to legacy 
binaries, we use binary analysis techniques and in-place 
instruction patching to change the runtime memory 
layout of binary without re-compiling the source code.

The goal is to create different memory layouts for each 
physical device, without altering the original functional-
ity. More specifically, we patch the binary/firmware to 
differentiate the size/distance of unused memory pad-

Volume 14, Number 3, 2023



322 International Journal of Electrical and Computer Engineering Systems

dings in stack and heap. As a result, when our diversi-
fication technology is applied to drones, even if the 
software system is prone to memory corruption, the 
attacker must adjust the attack payload differently each 
time when attacking an instance because diversification 
renders the memory layout of each physical instance 
differently. As a result, an attacker must create multiple 
attack payloads by analyzing the instance of each ma-
chine, which significantly increases attack time and cost. 

Several related works also consider the lack-of-
source-code situation. For example, [9] also fortifies 
the binary to prevent exploitation. The key idea of such 
work is to patch the ROP-gadget instruction instead of 
changing the memory layout as our system does. We 
have surveyed previous studies to this end and sum-
marized more details in section 2.

In short, we proposed binary-patch-based memory 
layout randomization technique that does not require 
source code and is thus suitable for legacy systems. The 
main contributions of this paper are as follows.

1. Our system provides a way to change the memory 
layout without re-compiling the binary. This is use-
ful to fortify outdated system binaries when their 
source code is intentionally or unintentionally un-
available. 

2. Our system effectively raises the bar of applying 
memory corruption attacks against multiple physi-
cal devices using the same firmware. Because our 
approach diversifies the memory layout of each 
target, the attacker must develop different exploit 
payloads (e.g., ROP payload for buffer overflow vul-
nerability) for each target device.

3. We implemented and deployed our idea against 
commercial-off-the-shelf (COTS) software such as 
Intel PX4 aero drone firmware and popular Binutils 
binaries in the Linux system.

4. We provide academic analysis and discussion that 
our approach must consider data alignment issues 
and code/data interleaving problems in ARM-like 
CPU architectures. This is a thought-provoking dis-
cussion for additional future research to this end.

The rest of the paper is structured as follows. Section 
2 covers various related works regarding our research 
direction. Section 3 proposes a system theory about 
the legacy system and memory safety. Next, we de-
scribe the design of our framework in section 4, and the 
implementation of algorithms in section 5. Afterward, 
we present the evaluation results in section 6. Finally, 
we summarize our paper and conclude in section 7.

2. RELATED WORK

2.1. BINARY PATCH

Because many commercial software applications are 
developed based on closed-source code, it is difficult to 
apply security patches to their vulnerable parts. Various 

researches are addressing this limitation. [12] conducted 
a study to prevent return-oriented programming (ROP) 
attacks based on the return instruction without based on 
debugging symbol information in a Linux 64-bit environ-
ment without source code. [13] conducted a patch for a 
buffer overflow vulnerability by automating the secu-
rity patch for the Windows x86 binary without the use of 
source code, debugging information or human interven-
tion. [14] considers a closed-source code patching envi-
ronment in PowerPC-based binaries. [9] achieves security 
effectiveness by patching the binary to prevent code re-
use attacks. [15] identified vulnerabilities in closed-source 
code software based on the bug signature. [16] per-
formed a static binary patch to prevent vulnerabilities in 
ARM-based Internet of Things (IoT) device firmware.

Additionally, many studies aim to better identify the 
causes of security vulnerabilities in binary. [17], [18] 
enabled finding similar patches or vulnerabilities in dif-
ferent binaries by identifying code portions changed 
by a binary patch through basic block analysis. [19] 
detected software vulnerabilities in the binary codes 
of patched and unpatched programs using the patch 
diffing technology. Previous studies primarily aimed 
at preventing specific security vulnerabilities in an en-
vironment with binary-only approach without source 
code. To some extent, our study is similar to these stud-
ies in that patch is performed in a binary-only environ-
ment, but our framework is mainly focused on diversi-
fying the memory layout and hindering memory cor-
ruption exploitation for physical instances (e.g., each 
drone machine).

2.2. MEMORY RANDOMIZATION

As attacks that exploit memory corruption vulnerabili-
ties have been launched against several commercial 
software applications, the latest security technolo-
gies for memory protection, such as ASLR, have been 
implemented in most software applications. ASLR is 
a technology that can defend against attacks using a 
fixed address by randomly changing the address of the 
data area whenever a binary is executed. Thus, research 
to prevent external attacks by randomizing part of the 
memory is being actively conducted. [20] proposed a 
technology to randomize the stack layout based on the 
LLVM compiler to prevent memory corruption vulner-
abilities. The position of each object was randomized 
using source code information so that attackers cannot 
predict the stack layout. [8] performed randomization 
for the entire heap memory area by proposing a ran-
dom memory block allocation algorithm. It is similar 
to our study in that randomization is performed in the 
heap memory area, but the detailed process to obtain 
the randomization effect is different. [21] proposed a 
solution to prevent just-in-time (JIT) code reuse attacks 
using memory randomization technology that is subdi-
vided for each process so that code sharing is not dis-
turbed. [22] conducted a study on the kernel defense 
mechanism by performing device driver randomiza-
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tion and proposed a solution to prevent ROP attacks 
on the Linux kernel by increasing the KASLR entropy. 
[11] proposed a method for randomizing the memory 
layout in user-end machines to prevent buffer overflow 
attacks. As shown in the above examples, memory ran-
domization to reinforce security is being extensively 
researched. Although some studies do not use source 
code and symbols, many studies perform memory ran-
domization using the source code information. Our 
study performed effective memory randomization 
only for binaries without source code information.

2.3. LEGACY SYSTEM

A legacy system is one that uses software applications 
from older versions or works in uncommon ways. Cur-
rently, the latest software updates and distributions are 
done quickly based on open sources, but many legacy 
systems are still being used in military or space explora-
tion systems. Because these legacy systems are mostly 
based on closed-source code, it is difficult to apply se-
curity patches to them. In this situation, research into 
the reinforcement of the security of legacy systems is in-
dispensable. [23] generates randomized instruction ad-
dresses whenever a legacy x86 binary is executed with-
out source code or symbol information. [9] proposed a 
binary-based rewriting technology for patching legacy 
binary to prevent code reuse attacks. [24] proposed a so-
lution for detecting control flow integrity (CFI) attacks, 
such as buffer overflow and ROP attacks. It detected CFI 
attacks with high accuracy by inserting performance 
counters and instrumentation hooks through binary ed-
iting in the ELF file, which is legacy software.

3. PROPOSED SYSTEM THEORY

3.1. LEGACY SYSTEM

A legacy computer system in this paper refers to a 
computer device with old software application/firm-
ware that differs from the recent standard. Currently, 
the development and distribution of software are done 
quickly based on state-of-the-art compilers, yet many 
legacy systems are still used as old version binaries in 
various fields. Because most legacy systems are closed-
sourced, and not properly updated, they can be a good 
target for attackers to abuse system vulnerabilities such 
as memory errors.

3.2. ASLR

ASLR is a memory layout diversification technology 
that changes the address of the data whenever a pro-
gram is executed by randomly placing memory layouts 
such as stack, heap, and library codes in the unpredict-
ed address space to make memory exploitation attacks 
difficult. As memory exploitation technologies such 
as return oriented programming (ROP) are becoming 
more popular, memory protection techniques such as 
ASLR are now widely used in most software systems. 

3.3. BASIC BLOCK

A basic block in computing is a straight-line code se-
quence with no branches other than the entry and exit. 
Because of this characteristic, computer science re-
searchers often analyze binaries based on basic blocks 
as a unit of algorithm testing/measure.

3.4. MEMORY ALIGNMENT

When data structures or classes are stored in mem-
ory in programming languages such as C++, paddings 
are sometimes inserted in between variables. These 
paddings are dummy values added by the compiler. 
The memory is aligned in 4-byte units to optimize the 
performance when the CPU accesses the memory. Be-
cause of the data bus structure between the CPU and 
memory, all variables that enter the memory must be 
placed in consideration of memory alignment to im-
prove system performance [25]. In some cases, if data 
is accessed to an address without considering memory 
alignment, it can cause an alignment fault rather than 
causing a performance issue [26]. In our paper, we con-
sider memory alignment problems while applying our 
patch for memory diversification.

4. DESIGN

4.1. OvERvIEW

The overall framework of this study is shown in Fig. 
1. The firmware binary of the legacy system is ①disas-
sembled using the Capstone [27] library and ②func-
tions are extracted based on binary analysis. Afterward, 
③ we analyze basic blocks in the function to run our 
code detection algorithm for proper diversification 
patch. For the next step, ④ our patch tool performs 
a diversification patch to the corresponding assembly 
instructions to adjust the memory layout. After our al-
gorithm is applied, ⑤ all the basic blocks are reassem-
bled into a diversified version of binary. We applied this 
approach to PX4 drone firmware to confirm its effec-
tiveness and stability. However, in the case of Windows 
CE binaries, we could not apply the final re-assembly 
step because the underlying tool only considers Linux-
based binary. In such a case, we applied in-place binary 
patching directly against machine codes with addition-
al heuristics.

4.2. STACK DIvERSIFICATION

The overall methodology for stack memory diversi-
fication is to insert a random-sized dummy padding 
inside each stack frame. Because each binary might 
have unique compiler options, the details of the stack 
memory layout may differ from one instance to anoth-
er. However, the main structure of the stack frame and 
its uses are mostly similar. To launch a successful attack 
via buffer overflow vulnerability in the stack; the return 
address, buffer position, layouts, and offsets among lo-
cal variable data must be precisely calculated. A general 
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defense technology against such attacks is to place a stack 
canary between a local variable and the return address, 
then check whether the stack canary has been changed 

before exiting the function. If the canary value has been 
changed, it indicates that unintended data overwrites oc-
curred during the execution of the function.

Fig. 1. System Overview. Analysis module spots patch targets based on various pattern detection 
algorithms. Binary patcher is responsible for modifying and re-assembling the target binary.

Fig. 2. demonstrates how our patch algorithm checks whether the function's prologue and epilogue match 
each other. If the condition is satisfied, the patch module performs randomization patch. The patch module 

extracts the operand from the assembly

However, without re-compiling, the source code, 
adding stack canary features to legacy systems is dif-
ficult. Fig. 3 and 4 show the codes before and after ap-
plying the stack canary. Lines 81 to 90 in Fig. 4 repre-
sent the stack canary part. The figure shows the same 
program, but with/without additional assembly codes 
as the stack canary defense feature. The problem with 
legacy systems is that it is difficult to insert additional 
assembly code without breaking the other codes. How-
ever, it is feasible to in-place modify the assembly codes 
without breaking other codes. Therefore, instead of us-
ing a stack canary; in this study, we diversify the dis-
tance between the local variable of the stack and the 
return address via inserting a random-sized padding by 

modifying the stack-offset related variables embedded 
in the assembly instruction. This can be done relatively 
simply based on a binary patch, considering how the 
compiler allocates the stack frame.

The compiler adds the stack allocation and deallo-
cation codes as function prologue and epilogue. Our 
algorithm detects this code via binary analysis and 
randomly modifies the size of the stack frame dummy 
padding differently for each legacy instance. The point 
of our idea is that we can make this modification solely 
based on in-place binary patching. To build our system, 
our patch framework analyzes each binary architecture 
of the target binary, such as ARM and Intel, and applies 
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a tailored algorithm to each CPU architecture. For ex-
ample, ARM uses fixed-length instruction encoding, 
while Intel uses variable-length instruction encoding.

Fig. 3. Typical disassembly result w/o stack canary

Fig. 4. Typical disassembly result w/o stack canary.

Fig. 5. Typical function's prologue and epilogue 
code (Binutils cxxfilt). Such code patterns can 

change depending on compiler options.

The compiler adds the stack allocation and deallo-
cation codes as function prologue and epilogue. Our 
algorithm detects this code via binary analysis and 
randomly modifies the size of the stack frame dummy 
padding differently for each legacy instance. The point 
of our idea is that we can make this modification solely 
based on in-place binary patching. To build our system, 
our patch framework analyzes each binary architecture 
of the target binary, such as ARM and Intel, and applies 
a tailored algorithm to each CPU architecture. For ex-
ample, ARM uses fixed-length instruction encoding, 
while Intel uses variable-length instruction encoding.

Fig. 5 shows the general function prologue and epi-
logue for stack frame allocation and de-allocation. In 
Fig. 5, the size of the local variable is 0x10. Because 
0x10 is part of the 32-bit operand encoding (10 00 00 
00) of the instruction, this instruction can be changed 
in-place without reducing or expanding the code. The 
essence of our idea is to randomly increase this size 
to make the distance between the stack buffer and 
the return address unpredictable. The unnecessarily 

The patch appears simple if the stack frame alloca-
tion and de-allocation code are symmetric (e.g., add 
a value and subtract the same value later). However, 
there are cases where the stack allocation codes are 
more complicated. For example, when a stack frame of 
size 100 is allocated by subtracting 100 from to stack 
pointer and then de-allocated twice with the size of 50, 
it is difficult to determine which value is the stack frame 
size because the correspondence of allocation and de-
allocation codes do not match based on the same op-
erand size. Therefore, we use additional heuristics to 
filter out exceptional cases of stack frame allocation.

Furthermore, an additional check is performed to 
determine whether the changed size is appropriate 
for the diversification patch. The stack size must be in-
creased with 4-byte granularity considering the CPU 
word alignment, which improves performance when 
the CPU accesses the memory and prevents alignment 
faults [25,28].

4.3. HEAP DIvERSIFICATION

The overall concept of applying diversification to 
heap memory is similar to the previous stack case (bina-
ry analysis and finding the appropriate patch call site), 
but the detailed method is quite different. Heap mem-
ory corruption vulnerabilities are generally related to 
use-after-free and type confusion. Use-after-free refers 
to a vulnerability that can occur when a dynamically al-
located heap space is freed and reused, whereas type 
confusion refers to a vulnerability that occurs when 
the instance of an object confuses the type. The heap 
is a memory segment with complex data dependency 

increased buffer size can be considered as a dummy 
padding inside memory space which has no harm to 
program execution. However, if this value is decreased, 
the program may be damaged as the original buffer 
cannot hold the given data.



326 International Journal of Electrical and Computer Engineering Systems

based on multiple pointer chains. The code pointer in 
the stack only needs to consider the return address, 
whereas, in the heap, it is relatively difficult to find a 
code pointer based on their memory location. Hence, 
even slight diversification of the heap memory layout 
can have a significant impact on exploit development.

Our binary analysis algorithm for heap memory di-
versification differs from the stack analysis. Generally, 
heap layout can be dynamically changed using stan-
dard methods such as IAT hooking in Windows and 
LD_PRELOAD in Linux. However, this approach is only 
possible for dynamically linked binaries. However most 
legacy binaries are based on static linking. This raises 
the question of how the heap allocation call site can 
be detected based on a generic algorithm. In this pa-
per, we consider the binary has symbols to indicate the 

heap allocation function. Based on such a premise, our 
algorithm tracks down heap memory allocation sites 
in the legacy binary by parsing the symbol table. Then, 
the call site is backtracked to find the memory alloca-
tion size parameter (to modify it). However, a few prob-
lems occur while finding this size information.

The first is the data interleaving problem. In Fig. 7, the 
address 0x807f378 represents a heap allocation call site 
(malloc). To find the allocation size parameter, the in-
struction must be backtracked, but there are interleaved 
data inside the code (0x807f370). This data can be mis-
interpreted as instruction and hinder the analysis. To 
solve this problem, our algorithm additionally traces the 
boundary of each basic-blocks and runs backtrace only 
within the scope inside the block. However, even within 
the same basic block, there are exceptional cases.

Fig.6. shows the malloc symbol and basic block information extracted from the symbol table in the header 
of the binary. After extracting the symbol information, the call site information is obtained from the symbol, 

and the parameter information is obt.

Fig. 7. Example case of data interleaving in ARM 
binary.

Fig. 8 shows two function parameters in the same ba-
sic block. Because function parameters are stored in a 
stack and restored immediately before they are used, it 
is difficult to determine which parameter is the actual 
size parameter based on static code analysis.

5. IMPLEMENTATION

To implement our algorithms, we use Patchkit [29], 
for ELF binary patch, and Capstone [27], Radare2 [30], 
and Keystone [31] tools for binary analysis and disas-
sembly/reassembly. Overall, implementations are writ-
ten in 979 lines of Python and 1,495 lines of additional 
Docker/management codes.

5.1. ARM STACK

Algorithm 1 – The ARM Stack pseudo code. Prefixes/
Postfixes such as “BB” denotes the basic block of func-
tion, “dis” denotes the dissemble result of the Capstone 
library, “ins” denote each instruction, and “SP” denotes 
the stack pointer.

0: function PATCH(binary)

1: for func in binary_funcs() do

Fig. 8. Exceptional case for tracking function 
parameter. In the example, it is ambiguous to 

determine which R0 is the actual parameter for the 
function fat_checkmount.
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2: startBB ← func_startBB_dis

3: for ins in startBB do

4:  if ins_OpcodeName = “sub” then

5:   src, dst ← ins_operands

6:   else

7:   Skip

8:   end if

9:   if src = SP_reg & dst = stack_size then

10:   prologue ← ins_addr

11:   end if

12: end for

13: for ins in reversed(endBB) do

14:  if ins_OpcodeName = “add” then

15:   src, dst ← ins_operands

16:  else

17:   Skip

18:  end if

19:  if src = SP_reg & dst = stack_size then 

20:   epilogue ← ins_addr

21:  end if

22: end for

23:  if prologue = epilogue then

24:  function RANDOMIZE(stack_size)

25:   get (alignment info)

26:   ran_num ← random.randrange(0, 0x10)

27:   new_stack_size ← stack_size +ran_num

28:   Patch()

29:   end function

30:   end if

31: end for

32: end function

The overall flow of the stack randomization for ARM 
32bit is shown in Algorithm 1. The disassembly result 
for the first basic block of each function is initially pro-
cessed, and this result includes instructions such as 
push and mov. To find the address of the subtraction 
instruction of the stack (e.g., memory allocation), each 
instruction in the basic block is analyzed, and if the op-
code is sub, the operand is remembered. If this value 
is constant (e.g., immediate type value), we conclude 
this is the stack frame size corresponds to the function 
prologue. Next, we scan each instruction to find the 
corresponding add instruction as the match for stack 

memory deallocation. Afterward, a new stack size is 
generated using the diversification algorithm, and the 
stack size is randomly increased respecting the CPU 
word alignment. Finally, the stack-frame size related in-
structions are patched in-place.

5.2. X86 STACK

The x86 stack randomization evaluation is performed 
using the Windows CE binary. Because the Windows CE 
binary cannot use the Patchkit library [29], our frame-
work implemented a custom code detection for our 
algorithm. For patching, our tool traces instructions 
starting from the entry point and applies the same al-
gorithm as ARM stack. In the Windows binary, it was 
more difficult to identify the function location, size, 
and internal structure compared to ARM. However, it 
was easy to apply the patch if the function frame used 
leave instruction for function epilogue as the instruc-
tion automatically calculates the required stack size for 
deallocation.

5.3. ARM HEAP

Algorithm 2 – The ARM Heap pseudo code. Prefixes/
Postfixes such as “BB” denotes the basic block of func-
tion, “dis” denotes the dissemble result of the Capstone 
library, “ins” denote each instruction.

0: function PATCH(binary)

1: for target_addr in malloc_BB do

2: bb ← malloc_BB[target_addr]

3: startpos ← target_addr – len(bb) + 4

4: for ins in dis(bb, startpos) do

5: if ins_mnemonic is “movs” then

6:  if ins_operands is register then

7:   Reg ← ins_reg_name

8:  end if

9:  if Reg = “r0” then 

10:   MRU ← (ins_addr, ins_str, bb[offset|opcode])

11:  end if

12: end if

13: end for 

14: if MRU ≠ None then

15:  get(alignment info)

16:  pad ← random.randrange(0xf0 - imm)

17:  Patch(MRU, pad)

18: end if

19: end for

20: end function
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The overall flow of the heap randomization for ARM 
32bit is shown in Algorithm 2. Before performing ran-
domization, the malloc position is first found by pars-
ing the symbol table of the target binary. Then, all the 
basic blocks that contain the malloc address are loaded 
and saved. At this point, analysis is performed consid-
ering the ARM and THUMB modes.

The core of the algorithm is to find a pattern corre-
sponding to the heap size allocation of malloc. When 
movs instruction is found, we check if the target register 
corresponds to r0 because r0 is the register used as the 
first function parameter. We determine that the value for 
r0 is the malloc size based on heuristics and save all the 
size data. All values that contain r0 inside the basic block 
are collected, and if there are multiple values, the closest 
value to the malloc call site is used as the malloc size pa-
rameter. The randomization patch is then performed. In 
the heap, memory alignment must follow 16-byte (128-
bit) granularity because of the ARM NEON instructions.

5.4. X86 & X64 HEAP

To perform the heap randomization on x86 and x64, 
we use the malloc address from the symbol table and 
basic block border information of the entire functions 
based on binary analysis. We use basic block border 
information to apply our algorithm solely to a single 
block. Similarly to the ARM case, if the mov instruction 
operand is the immediate type and is closest to the call 
site, we consider the information as a size parameter. 
Finally, we also respect the memory alignment of 16-
byte (128-bit) granularity considering the use of SIMD 
instructions using 128-bit MMX registers.

6. EvALUATION

In this study, experiments were performed by port-
ing all related codes into a Docker container image for 
efficiency. The server environment for our evaluation is 
composed of 16GB RAM, and 1TB SSD, based on Ubun-
tu 16.04 64bit server. The Intel PX4 Autopilot Drone 
firmware (ARM 32-bit) was mainly used for stack di-
versification testing. The soundness of patched drone 
firmware was checked with basic system functionalities 
after the booting process.

6.1. STACK

1) Buffer overflow Toy example 

We evaluated our system using a simple x86-based 
toy binary that has memory vulnerability. In the experi-
ment, we used a general stack buffer overflow vulner-
ability exploitation as a test case.

When the example code is executed, buffer overflow 
is triggered, and a segmentation fault error occurs be-
cause the return address is broken. However, when a 
buffer overflow vulnerability was triggered for a binary 
with diversified stack sizes using our patch tool, the re-
sult of the attack was unpredictable.

Fig. 9. A toy program for testing memory 
diversification against stack.

Fig. 10. Screen capture of 
running toy example case.

2) PX4 drone

Fig. 11. Result after applying stack memory 
diversification against PX4-based drone. The screen 

on the left side indicates internal command/
communication operates without problem after 

patching. Right side of the picture shows LED blinking 
of the UAV that indicates its normal operation.

We evaluated our system using PX4 Autopilot Drone 
firmware (ARM 32-bit) binary as a test case of ARM binary. 
When the stack memory layout in the PX4 firmware was 
randomized using our patch tool and then executed in 
the same manner as the firmware before the patch, all 
functions worked normally despite thousands of codes 
being modified for diversification. Fig. 11 shows nsh pro-
gram, the shell interpreter of the drone. All the commands 
in nsh shell operated correctly before/after our patch.

3) Windows CE binary 

We evaluated our system using a collection of 42 
binaries, including pmkdir, pmemmap, and pdebug, 
which are tools that can be used in Windows CE provid-
ed by [32]. Wine [33] was used for compatibility to run 
Windows-exclusive programs on the Linux operating 
system. All functions worked normally when the diver-
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sification-patched binaries were executed. Randomiza-
tion patch was performed in several tens of places in 
the case of the Windows CE binary.

6.2. HEAP

1) Toy example 

We use a simple toy example to evaluate our heap di-
versification patch. Fig. 13 shows the before/after result 
of the diversification patch to the example program. The 
randomization result showed that the heap allocation ad-
dress was all changed, however all printf() functions in the 
example code were executed normally. The top portion 
of the allocation address was changed because of the 
ASLR effect (not because of our diversification), however, 
and the bottom offset portion (marked with a red box) 
was also changed by our patch tool (this part should not 
change in the normal case). We used gcc and clang with 
multiple optimization levels ranging from zero to three, 
and Fig. 13 is based on the optimization level zero.

Fig. 12. A toy program for testing memory 
diversification against heap.

Fig. 13. Before/after applying heap randomization 
patch. The red box indicates the internal heap offset 
is changed across the patch (the upper part of the 

address is changed due to ASLR).

2) Binutils 

We applied our system to the GNU Binutils binaries 
for performance evaluation. The Binutils version in our 
evaluation is based on 2.31.1 and the architecture is 
64-bit Intel. After the randomization patch, all binaries 
are executed as originally intended. To measure the ex-
ecution time delay due to the unnecessarily expanded 
memory layout, we repeatedly tested the execution 
time of various Binutils programs before/after we ap-
plied our system. The program execution time is mea-
sured based on a simple python script. 

Table 1 summarizes the result (program execution 
time) of the comparison between binaries before and 
after patching. We noticed that there was tiny degrada-
tion in the execution time before and after the patch. 
However, the overall amount of performance degrada-
tion is negligible.

Table 1. This table is organized by comparing the 
binary execution time before and after randomizing 

to the Binutils binary using our tool. Table 1 is the 
result of 1000 runs each, and the following options 

were used to test.

Binary Before After Option

addr2line 0.809s 0.732s
Check the file related to the 

execution file address and the line 
information

ar 0.877s 1.014s Generate an archive

nm-new 0.916s 0.921s Check the symbol information of 
the file

objcopy 0.751s 0.749s
Generate a new file after 

extracting the instructions and 
data of the file

objdump 1.113s 0.867s Check all contents of the object 
file

ranlib 0.826s 0.825s Register the library so that it can 
be used

readelf 3.516s 3.682s Output the dependency of ‘ld’ 
including type

size 0.805s 0.848s Output the file size

strings 1.874s 1.904s Output the offset of the execution 
file

strip-new 0.879s 0.938s Remove the symbol

3) PX4 drone 

We used the PX4 Autopilot Drone firmware binary for 
heap diversification evaluation as well. Similarly to the 
stack experiment, all functions worked normally when 
the heap memory layout in the PX4 firmware was ran-
domized with our patch tool and the binary was execut-
ed in the same manner as the firmware before the patch.

7. CONCLUSION

With the emergence of memory corruption vulnerabili-
ties, defense technologies that apply diversification to 
software systems, such as stack canary and isolated heap, 
are being extensively researched. However, because the 
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source codes are unavailable, such defense technologies 
cannot be applied to very old legacy systems. To remedy 
such a problem, this study presents an alternative ap-
proach to apply memory layout adjustment solely based 
on binary analysis and patching. We mainly apply diver-
sification against two memory components: stack and 
heap. As an experimental approach, we chose stack and 
heap as diversification targets because they are the most 
common memory section of any computer system. By 
applying our idea, it is expected that the attack time and 
cost will increase significantly as the attacker must adjust 
the attack payload differently each time when attacking 
an instance. We conducted experiments using real-world 
programs such as Intel PX4 Autopilot Drone firmware 
(ARM 32bit) binary, and Binutils in the Linux system. The 
results demonstrated our diversification did not break 
any original semantics of the program yet successfully 
changed the memory layout for the attacker.
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Abstract – A group of small sensors can participate in the wireless network infrastructure and make appropriate transmission and 
communication sensor networks. There are numerous uses for drones, including military, medical, agricultural, and atmospheric 
monitoring. The power sources available to nodes in WSNs are restricted. Furthermore, because of this, a diverse method of energy 
availability is required, primarily for communication over a vast distance, for which Multi-Hop (MH) systems are used. Obtaining the 
optimum routing path between nodes is still a significant problem, even when multi-hop systems reduce the cost of energy needed by 
every node along the way. As a result, the number of transmissions must be kept to a minimum to provide effective routing and extend 
the system's lifetime.  To solve the energy problem in WSN, Taylor based Gravitational Search Algorithm (TBGSA) is proposed, which 
combines the Taylor series with a Gravitational search algorithm to discover the best hops for multi-hop routing. Initially, the sensor 
nodes are categorised as groups or clusters and the maximum capable node can access the cluster head the next action is switching 
between multiple nodes via a multi-hop manner. Initially, the best (CH) Cluster Head is chosen using the Artificial Bee Colony (ABC) 
algorithm, and then the data is transmitted utilizing multi-hop routing. The comparison result shows out the extension of networks 
longevity of the proposed method with the existing EBMRS, MOGA, and DMEERP methods. The network lifetime of the proposed method 
increased by 13.2%, 21.9% and 29.2% better than DMEERP, MOGA, and EBMRS respectively.

Keywords: ABC algorithm, Energy efficiency, Multihop routing, WSN, Taylor series

1.  INTRODUCTION

WSNs offer a wide range of uses, including disaster 
management, environmental control, and surveillance. 
They are most commonly utilized in regions where 
humans cannot access them. A WSN [1] is a group of 
several small nodes linked wirelessly for smooth trans-
mission. These sensors' processing capacity, memory, 
energy, and data communication range are all con-
strained. Furthermore, these sensor nodes often send 
data via wireless radio transmission [2]. The sensors 
achieve their goal of autonomous event detection and 
data collection. A WSN's backbone is made up of low-
cost sensors. A multi-hop short-distance route may 
be a more energy-efficient method for transmitting a 

message than a single-hop long-distance route [3]. The 
lifetime of a WSN is one of the most critical elements in 
determining its efficacy. 

The lifespan of a network can be effectively extended 
by balancing the node's energy usage and enhancing 
energy efficacy [4]. The CH is the vital node in the clus-
tering protocol, and it is in charge of gathering the data 
experienced by the node members and relaying it to 
the sink node. Node members only have to interact 
with their cluster leaders over a small distance, saving 
energy [5,6]. There are various options for connecting 
the CH to the base station, including sending data di-
rectly to the base station (BS) or using additional nodes 
as a next-hop. [7].
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Clustering protocols strive to identify the best CH set 
and interchange the function of CH across all nodes to 
balance the node's energy consumption. Metaheuris-
tic and heuristic algorithms are commonly utilized in 
optimal CH selection as efficient techniques to obtain 
workable solutions with variable degrees of success. The 
ABC algorithm is an intelligent swarm technique based 
on metaheuristics stimulated by bees' natural honey-
gathering behavior [8,9]. In contrast to other forms of 
swarm intelligence, the ABC algorithm may obtain good 
optimization results by balancing local exploration and 
global development. It has a small No. of parameters 
and is simple to implement simultaneously.

In the hierarchical clustering technique, the secure 
transmission phase is the last phase of each round. The 
node members communicate data that has been per-
ceived to the associated CH in this phase, and the CH sub-
sequently transmits the acquired data to the BS [10, 11]. 
There is a narrow gap between node members and their 
CHs, and intra-cluster communication is achieved with 
a single hop. The distance between the CHs and the BS, 
on the other hand, is usually quite large. If only a single 
hop is used for communication, the cluster heads' un-
necessary energy consumption will be exacerbated [12, 
13]. Therefore, hierarchical clustering protocols often ne-
cessitate a routing algorithm to determine the optimum 
path amongst each CH and the BS, data can be transmit-
ted to it. When the CH is far away from the BS, it can avoid 
consuming too much energy. Multi-hop routing [14] aids 
network routing over the range of communication, and 
the energy factor governs that. The latency has been re-
duced, but the consumption of energy is immense. Thus, 
the routing must conserve energy. As a result, academics 
are working on an energy-aware routing strategy. 

The major contribution of this paper are as follows:

•	 The main objective of this research project is to use 
hybrid optimization techniques to create a WSN 
multi-hop routing protocol with less energy con-
sumption.

•	 For CH selection, an innovative and energy-effi-
cient ABC algorithm is used. 

•	 An energy-efficient routing method that relies on 
the Taylor-based Gravitational search algorithm is 
proposed to identify the best path from each clus-
ter head and base station. 

•	 The proposed strategy can successfully lower net-
work energy consumption, increase throughput, 
and lengthen network lifetime, according to simu-
lation results.

The remaining paper is ordered in a resulting man-
ner. The concepts of various multipath routing proto-
cols are discussed in Section 2, and the assumptions 
underlying the System model are presented in Section 
3. The proposed TBGSA's many phases are discussed in 
Section 4. Section 5 examines the suggested method's 
performance and compares it to existing protocols. Fi-
nally, Sect. 6 brings the paper to a conclusion.

2. RELATED WORK

A Secure Energy-Aware Routing (SEAR) technique 
was proposed by Singh et al. [15]. SEAR discovered ma-
licious nodes based on trust evaluation. For this rout-
ing, a multi-factor technique was evaluated, including 
node trust value, hop length, and residual energy. Us-
ing trust nodes, SEAR managed the network's energy 
consumption and data transmission. The protocol is 
not designed to be scalable.

In [16] author presented an Energy-Efficient Routing 
Protocol (EERP) for WSN, named an A-star algorithm. 
This routing approach increased network lifetime via 
passing data packets along the shortest route. Accord-
ing to the next-hop sensor node's highest remaining 
energy, buffer occupancy, a high level of connection 
quality, and a minimal number of hops, the optimum 
path was identified. However, when a network is enor-
mous, its performance decreases.

In [17] author proposed an energy-saving routing 
strategy that included clustering and sink mobility. The 
entire sensor field was first divided into sectors, with 
each sector electing a CH depending on the weight of 
its members. To determine the optimal scenario, node 
members calculated the energy consumption of sev-
eral routing paths. The most significant disadvantage is 
that the MS location must be transmitted regularly via 
sensors, which may increase the network load.

In [18] author presented a multi-hop routing proto-
col for data routing in wireless sensor networks. The 
high overhead was reduced by designing a green 
routing protocol. The lifespan of the network can be 
greatly extended and its overhead decreased by us-
ing an energy-efficient protocol. Utilizing relay nodes, 
inter-cluster broadcasts were used in this approach to 
distributing accumulated cluster data. As a result, the 
WSN's scalability was increased, and the employment 
of relay nodes had a favorable influence while dissolv-
ing energy in the WSN. This strategy did not perform 
well with massive networks.

In [19] author presented the Balanced and Energy 
Efficient Multi-Hop (BEEMH) algorithm for multi-hop 
routing in WSN. The Dijkstra algorithm was used to cre-
ate this approach. This method sparked much interest 
in the residual energy of nodes. Thus, the transmitter 
and receiver nodes were chosen among the nodes with 
the highest energy. The method offered a useful frame-
work for maximizing the choice of cluster heads based 
on several criteria, including location and energy. Low 
performance was the result since the technique did not 
optimize the grid regions and affected the nodes' de-
pendability of connection.

In [20] author presented an energy-aware routing 
scheme to conserve the energy of networks. Initial en-
ergy, total network energy, and residual energy were 
all considered. Nodes closer to the base station were 
precluded from creating a cluster and were segregated. 
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Throughout the data transmission process, by compar-
ing and evaluating different metrics, the energy usage 
of a single-hop route was compared to a multi-hop 
route. Mostly the approach that conserved the least 
quantity of energy was chosen. The network's longev-
ity was prolonged while the cost of communication 
was cut.

In [21] author presented a new multicast routing 
technique that reduces time while increasing packet 
delivery ratio and bandwidth. Nodes were established 
in the network environment using multi-hop pathways 
to efficiently forward packets without incurring an ad-
ditional loss. The most critical parameters are the band-
width and multi-hop distance between CH and cluster 
members. Multi-path transmission removed collisions 
and false detections via Clear to Send (CTS) and Re-
quest to Send (RTS) mechanisms. The pathways were 
stabilized to reduce crashes. 

In [22] author presented an Energy Balanced Multi-
hop Routing Scheme (EBMRS) to find the best path to 
the BS, while increasing energy efficiency at the inter 
and intra-clustering levels equally. It chooses the es-
sential no of sensor nodes as CHs depending on PS 
parameters such as residual energy, n.o of hops, and 
BS’s distance. In respect of network throughput and 
transmission delay, it improves WSN performance. The 
protocol is not designed to scale. 

In [23] author introduced a CS-based system that 
uses Multiple Objective Genetic Algorithms (MOGA) 
to optimize the number of measurements, the sensing 
matrix, and the transmission range in order to transfer 
data efficiently between WSNs. The program seeks to 
achieve the best possible energy efficacy and precision 
balance. It creates a multi-hop path depending on the 
optimum values. The simulation findings showed that, 
while MOGA improves network coverage quality, it also 

efficiently decreases the depletion of node energy, ef-
fectively extending the network's life cycle. 

In [24] author presented a multipath routing protocol 
that is QoS sensitive and uses a hybrid particle swarm 
optimization-cuckoo search technique to cluster sensor 
nodes. The protocol then chose multiple trustworthy 
paths for data transfer based on multi-hop communica-
tion using the Cluster Heads (optimal network routing). 
In contrast to standard protocols, it relies on fast data 
transit over channels that do not affect QoS (Quality of 
Service). In contrast to conventional QoS Centric proto-
cols, it also extended the network lifetime by switching 
CHs regularly depending on residual energy and using 
the optimal channels for data transmission. 

In [25] author presented a Multi-hop Energy Efficient 
Routing Protocol (DMEERP). It is divided into three pieces. 
Each record of the CH and members of the cluster were 
held and maintained by the Super Cluster Head (SCH). If 
the present CH fails, the activation node and weight factor 
are approximated to get a new CH. The path reliability ra-
tio is calculated to route packets swiftly while minimizing 
packet loss. The energy model is founded on the capacity 
of the channel concept. DMEERP delivered a high data de-
livery ratio, low overhead, the ratio of the path reliability, 
minor delay, extended network longevity, and low con-
sumption of energy, according to simulation results. The 
computational time of this method was high.

Recent techniques have shown that sink mobility in a 
regulated path can improve energy efficiency in WSNs, 
but the path limits make routing more difficult. As a re-
sult, the sink with a set speed takes less time to collect 
data through sensor nodes that are randomly placed. 
This constraint has severe implications for improving data 
collection and reducing energy consumption. Further-
more, these research limits influenced the development 
of WSN's design proficient path optimization technique.

3. SYSTEM MODEL

The sensor nodes are designated as {a1, a2…aN} in the 
network topology. In a WSN, nodes are arbitrarily distrib-
uted in an area x M m2. M = 100 and N = 100 are used 
in this paper. All nodes have a limited radio range, and 
each has a sensor radius of d0 meters. Normal nodes, 
sink nodes (SN), and CH nodes are the three types of 

nodes found here. A clustering strategy is used in net-
work communications, where a No. of nodes is chosen 
as CHs to gather data from ordinary nodes and transfer 
it to the SN. Fig. 1 shows an, e.g., of a WSN topology with 
3 kinds of nodes. The SN is supposed to be in the middle 
of the area and have a limitless energy supply, whereas 
the sensor node's energy is inadequate in this paper. Po-
sitions of every node are considered to be static, & their 

Fig. 1. Framework of TBGSA Model
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beginning energy is equal. Furthermore, every node is 
GPS-enabled, and its locations are known every time.

The quality of the title and the ability to derive from 
it keywords useful for cross-referencing and computer 
searches are crucial for indexing and abstracting servic-
es. A document with an inappropriate title may never be 
understood by the intended readership or be focused.

3.2. ENERGY MODEL

The energy required to send ETy  and receive ERy of an 
m-bit message across a distance of x is computed using 
equation (1) and equation (2).

(1)

(2)

Where  and εamp is the amplified 
energy, Eel is the required energy to operate the trans-
mitting and receiving circuits, and the value of x0 is 
computed as equation (3).

(3)

where εm and εf stand for multi-path amplification and 
free space energy, respectively. Furthermore, each 
nominated parent node expends energy Ep to forward 
the m-bit long aggregated data of their 'n' child nodes 
to its parent node, which is worked out as following 
equation (4).

(4)

where Ea is the amount of energy spent on data aggre-
gation by each parent node. In addition, each path uses 
E (Pa) energy, which is computed as following equa-
tion (5).

(5)

where np(i) is node i's next hop on path P, and Ei,n_p(i)  is 
the energy between node i and node np(i) .

3.3. PROBLEM STATEMENT

Many researchers in wireless sensor networks regard 
data transfer from one sensor node to another as a criti-
cal difficulty. Finding the shortest path improves data 
transmission speed and node consumption of energy, 
which is a crucial matter in wireless sensor networks. 
As a result, the main issue is to transport data utilizing 
the shortest path possible and a better routing system. 
Because the energy consumption of nodes varies de-
pending on their functions and network placements, 
the routing protocol must be capable of balancing 
the energy consumption of the nodes. The distances 
between nodes and base stations are typically large in 
a WSN. Data transmission over a vast distance will de-
vour a significant amount of energy. The routing proto-
col must reduce the amount of energy used by nodes 
transmitting data to the base station. How to effective-

ly form many network nodes to decrease node energy 
indulgence, keep node energy consumption in check, 
and decrease the energy dissolution of data transmis-
sion from sensor nodes to the BS. These are all issues 
that must be discussed in implementing an energy-
efficient routing protocol for WSNs. This research work 
is to use a hybrid optimization approach to design an 
energy-aware multi-hop routing protocol for a wireless 
sensor network. 

4. TAYLOR SERIES BASED GRAVITATIONAL 
SEARCH ALGORITHM (TBGSA)

The primary goal of this research work is to use op-
timization in a hybrid way to design a WSN multi-hop 
routing protocol with less energy consumption. Two 
actions are performed in this work: selecting the CH 
and multi-hop routing. For the selection of CH, the 
best CH is selected using the ABC algorithm [5], and 
then the data is transmitted utilizing multi-hop rout-
ing. Therefore, the optimal hop for broadcasting data 
begins with the optimal placement of hops, which is 
accomplished by the suggested Taylor-based Gravita-
tional search algorithm.

4.1. CH SELECTION USING THE ABC 
 ALGORITHM

The ABC algorithm is a swarm-based AI algorithm 
that stimulates honey bees' smart searching activity. 
The artificial colony of the bees of the ABC algorithm 
has 3 types of bees: onlookers, scouts, and worker bees, 
each of which denotes a location in the searching pane. 
The honeybees fly in the searching panel depending on 
the 'n' dimensions if the WSN comprises n' CH sensors. 
The ABC uses the bee population to locate the CHs. In 
the area for dance, an onlooker is a bee that stays there 
and chooses a food source, whereas an employed bee 
travels to the source of food that it previously visited. 
The scout is a bee that is responsible for our random 
search. The presence of food suggests that there may 
be a solution to the optimization process. The quality 
(fitness) of the related solution is proportional to the 
amount of honey in the food supply.

Worker bees would be in the first part of the colony in 
this algorithm, whereas spectator bees are in the second 
quarter. The first placements for food sources are gen-
erated at random, all employed bees are assigned to a 
specific source of food. Every employed bee finds a new 
nearby source of food from the previously related source 
of food, and the amount of nectar from the new source 
of food is calculated for each round, using equation (6).

(6)

where the random number is denoted as θ∈ [1, 1], the 
candidate solution is denoted as Si, the present solu-
tion is denoted as Ci, and Ck is a neighbor solution, and 
j ∈{1, 2,..., d} is an index picked at random, and the let-
ter d denotes the solution vector's dimension. When all 
of the employed bees & onlooker bees have completed 



337Volume 14, Number 3, 2023

the search procedure, they share data about their food 
sources. The onlooker bee analyses information about 
nectar from all employed bees. It then selects a food 
sourced using the roulette wheel selection approach, 
based on a probability connected to its amount of nec-
tar by equation (7), which gives the best candidates a 
higher chance of being chosen.

(7)

where fii is the fitness value of solution i, and A is the No. 
of sources of food corresponding to the employed bees. 

When all food sources have been chosen, each on-
looker creates a new nearby source of food is chosen, 
and the amount of nectar is determined. If nectar levels 
are higher, the bee does not memorize the old location 
and does not remember the new one; otherwise, it keeps 
it. Both employed and onlooker bees use the same food 
source. The employed bee is transformed into a scout. 
As abandoned the food supply is allotted, the employed 
bee of that source seems to be a scout, and any location 
cannot be improved by more than a specific number of 
cycles, known as the limit parameter. The scout, men-
tioned in equation (8), produces a new solution in that 
position at random, where the abandoned source is de-
noted by Ci in addition to j ∈{1, 2,..., d}.

(8)

During the cluster setup stage, the ABC is utilized to 
select the CHs depending on the dependability of clus-
ters being reduced to improve the network's longev-
ity and period of stability. The work begins, and many 
clusters emerge around the base station considered 
a base station. The suggested work selects the nodes 
by taking into account their distance from the BS and 
their alignment with the numerous CHs. When the base 
detects a node with sufficient energy, it transmits the 
resultant data to the remaining no of nodes. The net-
work's quality is calculated using a fitness function. The 
fitness function is derived using equation (9).

where NH denotes the n.o of hops to the sink, and λo 
denotes the total amount of traffic transmitted. ERq is 
the required energy.

(9)

(10)

In the above equation (10), the number of random 
nodes that make up one cluster represents the size of 
the hired hive. The fitness functionfim is used to assess 
the nectar (network) quality using equation (11).

(11)

ABC, which follows the natural evolution process, 
assesses an individual's fitness. The ABC uses a search 
technique in which an arbitrary option guides the 
search depending on a parameter approach. Algo-

rithm 1 discusses [26] how CHs are selected using the 
ABC algorithm. The management information system 
[6] includes significant elements related to ethics and 
information security [3-5], as well as computer security 
and computer ethics.

Algorithm 1. CH Selection using ABC

 For each CH ‘h’ do

  For all node ‘j’ do

  Broadcast “hello” message

  Obtain degree

  e= {(p.s)⊂ S/D (p, s)≤R}

  deg(p)=|e|

  obtain consumed energy 0.05j<E(j)/E_0≤0.5j

   calculate the distance to BS

   

 calculate weight

wt=1⁄(Deg(wt)+0.05<E(wt)⁄E_0 ≤0.5j+p/max)-dist

   end

  if wt==min_wt(wt) then

  state=h

  broadcast” CH accepted”

  else

  state(wt)=on

  end

 end

4.2. PROPOSED TBGSA

WSN's multi-hop routing has improved communica-
tion across the network. For efficient data transmission, 
multi-hop routing is commonly used. However, with 
multi-hop routing, energy is the most significant barri-
er. As a result, the proposed Taylor-based gravitational 
search algorithm uses multi-hop routing to resolve en-
ergy issues. To reduce transmission energy, each cluster 
source node distributes its data to its neighbor node. 
The suggested TBGSA calculates the best hops for WSN 
routing progression using a newly created fitness func-
tion. Predicting the linear element of the equation is 
done by using the Taylor series to characterize previ-
ously recorded data. The Taylor series has the benefit 
of being a simpler and easier way to compute solu-
tions, even in the presence of complex functions. The 
Taylor series provides a number of benefits, including 
straightforward convergence and reliable assessment 
of mutual functions.

The communication paths between clusters and the 
SN are set during this stage taking the chosen CHs into 
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account. Each cluster's CHs are regarded as particles in 
a gravitational search algorithm. Due to gravitational 
search, the particles in the packet are balanced at each 
stage of transmission. It discards those of poor qual-
ity while other particles are chosen as suitable solutions. 
Based on the objectives, the selected particles' weight is 
established. According to the proposed approach, TBGSA 
determines whether the route between the sensor nodes 
and sink nodes, which call for information transmission, 
decreases energy consumption and ETE delay while 
increasing data delivery speed and network through-
put. The ideal routes improve even one of these criteria, 
whereas the abandoned routes are those that deteriorate 
even one of these measures. As a result, the suggested TB-
GSA’s fitness function is given in equation (12).

(12)
Where, 

where fgr is the fitness function of TBGSA, dei,j is the net-
work's ETE delay, Eco is the network's total consumption of 
energy, Ein is the network's beginning energy, dd denotes 
the delivery rate of data at every node, and tput denotes 
the throughput of the network. Every population with a 
minimal fitness value can be chosen as a feasible informa-
tion transmission solution based on the fitness function. 
The proposed TBGSA workflow shows in Fig. 2.

Algorithm 2. TBGSA for optimal route selection

 Input: Nodes (N=N1, N2, …Nn)

 Output: Optimal route (R)

 Start

 Initialise the random number of nodes 

  {Ni==N1, N2, …Nn}

 for (i=1,2,…n iterations)

 {

 Clustering and cluster head using ABC

 Transmit data to optimal CHs

 Calculate G

 

 Update the Route

 if G(r)=R

 {

 Route identified by TBGSA 

 Choose optimal route

 }

 Else

 Discard solution

 }

 End

Fig. 2. Flowchart for Proposed TBGSA

5. RESULTS AND DISCUSSION

The WSN must first be configured using conventional 
parameters to use the proposed method. The suggest-
ed network is put into action in a real-world setting. 
MATLAB 2021a is used to implement this situation.

Table 1. Initial Parameters

Parameters value

Dimension of the network 100 x 100 m

No of nodes 100

Initial node energy 0.5J

Consumption of energy for transmitting data 5 x108 J

Consumption of energy for receiving data 5 x 108 J

Consumption of energy for routing packet 
transmission 1 x 1010 J

Consumption of energy for routing packet reception 13 x1013 J

Consumption of energy for aggregation of data 5 x 10 9 J

Maximum n.o of iterations 3500 rounds

Length of the data packet 4000 bits

N.o of transmissions at each hop 10

Packet length for routing 100 bits

Radio range 5000 m

The WSN is simulated using the primary parameters, 
as indicated in Table 1 and Fig. 3. The WSN is made up 
of 100 nodes which are dispersed throughout the n/w 
at random. The SN is located near the heart of the net-
work, making it easy to reach it.
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Fig. 3. Sensor Nodes and CH Selection

Equation 9 describes the fitness function, TBGSA 
evaluates a route's quality, and the routes that better 
the n/w goals are responded with their fitness value. 
Fig. 4 depicts the TBGSA's convergence to the optimal 
point. Because the fitness function used is a minimiza-
tion function, the TBGSA decreases the value of the ob-
jective function at every step to converge to the ideal 
point, as shown in Fig. 4.

Fig. 4. TBGSA’s Convergence to the Optimal Point

The effectiveness of a proposed approach is evaluated 
in order to raise performance in relation to the main is-
sue. The literature, which is introduced in light of the 
study goals listed in the first section, offers a number of 
metrics for evaluating WSNs. Energy consumption, num-
ber of dead nodes, number of missed packets, End-to-
End (ETE) delay, data delivery rate, & network through-
put are all analyzed for the proposed technique.

Fig. 5. Average Energy Consumption

The slope of energy used in the nodes is linear, as 
illustrated in Fig. 5, showing that the usage of energy 
used for all the nodes in the network during various 

iterations. As a result, specific nodes may not run out 
of energy before others, and at around the same time, 
all nodes run out of energy. As a result, all nodes pro-
gressively lose energy, showing that the network has a 
lengthy lifespan.

Fig. 6. Dead Nodes in the Network

Fig. 6 depicts the mortality procedure for sensor 500 
nodes in the network. An alternate channel for infor-
mation transmission may be established if a node fails, 
but the data from that area cannot be gathered. If the 
death of a node does not disrupt the network, it can be 
managed. It happened with the suggested technique 
in the 3020th iteration when nearly most of the nodes 
ran out of energy & the network was disrupted. This en-
hancement is because when CH selection is optimized 
under various characteristics, TBGSA achieves more re-
markable energy preservation than other methods.

Fig. 7. ETE Delay of 100 Nodes

The network nodes' end-to-end (ETE) delay is the 
final metric to be assessed. The distance among the 
nodes is the primary cause of the ETE delay in transmis-
sion because the transmission time factor of a packet is 
static for the nodes. Because information is exchanged 
among nodes & the CH in the proposed method, the 
smaller mean intra-cluster distance and a shorter dis-
tance among the Cluster head and other nodes show 
accuracy in clustering, one of TBGSA's goals. Fig. 7 
shows that the suggested technique has a 100 ms la-
tency for hundred nodes & 3500 transmission itera-
tions, proving a proposed method's high accuracy in 
clustering.
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Fig. 8. Throughput of the Network

The throughput is calculated as the BW of the com-
munication medium divided by the number of packets 
transferred per unit time. The network throughput in-
creased in increasing order, reaching 100% at the end, 
as shown in Figure 8.

Fig. 9. Frechet Inception Distance

Fig. 10. Mean absolute error

Finally, we observe that the simulation results are most 
closely mateched with the analystical results for all distri-
bition as the number of node increases. Acoording to the 
figure 9 FID improves up to 19k iterations. Figure 10 shows 
the results obtained for Mean absolute error. Mean abso-
lute error (MAE) is a measure of errors between paired ob-
servations expressing the number of nodes. 

5.2. COMPARISON WITH ExISTING METHODS

The effectiveness of the suggested strategies was 
demonstrated by comparing their performance to that 
of the current strategy. Performance is assessed us-
ing the following metrics: throughput, packet delivery 

rate, end-to-end delay, network lifetime, and energy ef-
ficiency. In a comparative study, the suggested model 
is compared against three existing approaches.

Table 2. Comparison of Energy Consumption

Parameters N.o of 
nodes EBMRS MOGA DMEERP TBGSA 

(proposed)

En
er

gy
 

Co
ns

um
pt

io
n  

(m
J)

100 80 50 30 20

200 110 75 55 46

300 150 85 65 58

400 165 120 80 76

500 180 150 95 82

Fig. 11. Comparison of Energy Consumed

Concerning the average energy consumption, Fig. 11 
compares the suggested method to existing methods. 
As a result, compared to all existing methods, the pro-
posed TBGSA model has achieved the lowest energy 
use. The TBGSA model reduces the energy required to 
transfer data within the cluster. Because of the random 
selection of CH, EBMRS achieves a bad performance. 
These are some reasons why maximal energy dissipa-
tion is preferred over other models. The TBGSA model, 
for example, has a lower energy expenditure of 75mJ 
when the maximum node count is 500. In contrast, 
the EBMRS, MOGA, and DMEERP models are indicated 
in Table 2. The findings of the aforementioned experi-
ment show that the computational complexity is signif-
icantly decreased by the suggested TBGSA approach.

Table 3. Comparison of Data Delivery Rate

Parameters N.o of 
nodes EBMRS MOGA DMEERP TBGSA 

(proposed)

D
at

a 
de

liv
er

y 
ra

te
 

(%
)

100 97 97.5 98 99.3

200 96 97 97.5 99

300 95.5 96.8 97 98.9

400 94 96.4 97.3 98.6

500 93.3 96 96.8 98.8

As illustrated in Fig. 12, the suggested method has a 
greater delivery ratio than the existing methods. When 
the network size is expanded, the no of packets in TBG-
SA is always more than that of existing methods, as can 
be shown. This outcome is explained because the TB-
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GSA protocol has a longer lifetime than other models, 
resulting in a substantial increase in data transmission 
to the sink node. Furthermore, the TBGSA protocol can 
expand network longevity and is appropriate for large-
scale networks. For example, the TBGSA framework has 
a maximum DDR of 98.8 % when the node value is 500, 
but in the EBMRS, MOGA, and DMEERP approaches as 
indicated in Table 3, the least PDR of 93 %, 96 %, and 
96.8 %, respectively.

Table 4. Comparison of ETE Delay

Parameters N.o of 
nodes EBMRS MOGA DMEERP TBGSA 

(proposed)

En
d 

to
 E

nd
 d

el
ay

(s
) 100 4 2.8 2 2

200 5 4.5 2.4 2.2

300 6.3 5.8 3.2 2.4

400 7.5 7.3 3.8 2.9

500 9.2 8.3 5.1 3.2

Fig. 13. End-to-End Delay

The ETE delay analysis of the TBGSA method is shown 
in Fig. 13 alongside a collection of prior approaches. 
E2E delay saves energy and ensures consistency. The 
E2E latency is calculated as the total time of data trans-
mission, processing, and data delivery time. Minimum 
delay improves network reliability while also lowering 
energy consumption. For example, the TBGSA scheme 
achieved a minimum ETE delay of 3.2s under a higher 
node count of 500, the EBMRS, MOGA, and DMEERP 
frameworks as indicated in Table 4, achieved a maxi-
mum of 9.2s, 8.5s and 4.5s, respectively.

Fig. 14. Throughput

Fig. 14 compares the TBGSA model's throughput 
analysis to several earlier methodologies. The TBGSA 
method has shown qualified results with increased 
throughput. The TBGSA framework, for example, has 
reached a maximum throughput of 0.79Mbps with a 
node count of 500, whereas the EBMRS, MOGA, and 
DMEERP frameworks as indicated in Table 5, achieved 
low throughput of 0.65, 0.61, 0.53, 0.46, and 0.47 Mbps, 
respectively. As a result, data from cluster members 
cannot reach the base station, resulting in a sparse 
sensing field and limited network performance.

Fig. 15. Network Lifetime

Fig. 15 compares the TBGSA technique's network 
lifespan analysis to various existing approaches. The 
TBGSA model has shown superior outcomes with the 
highest network lifetime. The TBGSA, for example, has 
a longer network lifespan of 5300 rounds when the 
node count is 500. However, the EBMRS, MOGA, and 
DMEERP models have a minimum network lifetime 
of 3000, 4000, and 4600 rounds. The TBGSA concept 
aims to extend the network's longevity by boosting 
energy efficiency.

6. CONCLUSION

In this research present a low-energy multi-hop 
routing protocol that considers energy as a key fac-
tor in multi-hop routing. The technique went through 
two steps to achieve good multi-hop routing. The 
Cluster Head selection is done first, followed by the 
transmission of data. When selecting the CH, the best 
node is chosen as CH based on the ABC algorithm. 
Subsequently, data is communicated from one node 
to another utilizing various hops ideally chosen us-
ing the suggested Taylor GSA-based multiobjective 
fitness function. The improvement in extending the 
network's longevity was verified by making a com-
parison with the suggested technique to the findings 
of cutting-edge research. These results of the research 
appear to be extremely useful in the development of 
an energy-efficient multi-hop wireless sensor net-
work, and they open the way for the expansion of 
commonly used applications in these networks. In the 
future, efforts should be made to strengthen the pro-
tocol's security features.
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Abstract – Software Defined Networking (SDN) introduced network management flexibility that eludes traditional network 
architecture. Nevertheless, the pervasive demand for various cloud computing services with different levels of Quality of Service 
requirements in our contemporary world made network service provisioning challenging. One of these challenges is path selection (PS) 
for routing heterogeneous traffic with end-to-end quality of service support specific to each traffic class. The challenge had gotten the 
research community's attention to the extent that many PSAs were proposed. However, a gap still exists that calls for further study. This 
paper reviews the existing PSA and the Baseline Shortest Path Algorithms (BSPA) upon which many relevant PSA(s) are built to help 
identify these gaps. The paper categorizes the PSAs into four, based on their path selection criteria, (1) PSAs that use static or dynamic link 
quality to guide PSD, (2) PSAs that consider the criticality of switch in terms of an update operation, FlowTable limitation or port capacity 
to guide PSD, (3) PSAs that consider flow variabilities to guide PSD and (4) The PSAs that use ML optimization in their PSD. We then 
reviewed and compared the techniques' design in each category against the identified SDN PSA design objectives, solution approach, 
BSPA, and validation approaches. Finally, the paper recommends directions for further research. 
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1.  INTRODUCTION

The proliferation of the Internet of Things (IoT) ap-
plications has significantly increased the number and 
heterogeneity of traffic in modern networks[1]. A prior 
study reveals that active internet devices will rise from 
26.66 billion in 2019 to 41 billion in 2027[3]. The signs 
of these become apparent during the COVID-19 pan-
demic [2]. The traffic arrival rate will increase the traf-
fic volume on the internet and the rate of new path 
setup requests. Furthermore, the traffic flow is het-
erogeneous because they show non-uniform arrival 
rate, duration, and size. The heterogeneity affects their 
quality of service (QoS) requirements and demands of 
network resources. They behave differently en route to 
their destination. 

Large flows like Elephant Flows (EF) are very few, 
about 1 -10 % of total network traffic. However, they 

are Long-Lived (LLF) and tend to consume network 
buffers. Their behaviour consequently imposes con-
gestion and delays to most Mice Flows(MF)[4]. For 
instance, applications like Hadoop demand an enor-
mous amount of throughput to perform an all-to-all 
transfer of petabytes during the shuffle phase. This 
demand is similar to a virtual machine migration that 
consumes high bandwidth. On the other hand, MFs are 
delay-sensitive and require high-priority queues. These 
technologies exhibit characteristic flows that require a 
highly dynamic network technology to meet their re-
quirements[5]. 

However, techniques like Equal Cost Multiple Paths 
(ECMP) [6] do not distinguish among flows during 
routing. It amalgamates flows, irrespective of their re-
quirements, on the same path. Using ECMP can lead 
to switching buffer overflows and inefficient band-
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width utilization. Meanwhile, critical traffic must ar-
rive at their destination free of any delays. In contrast, 
bandwidth-intensive traffics must be assured a high 
throughput. For these reasons, efficient resource man-
agement and optimum path selection specific to each 
traffic are crucial to the operation of modern Data Cen-
tre Networks (DCN)[7], Wide Area Networks (WAN)[8], 
Enterprise Networks [9], and Internet Exchange Point 
Networks (IXP)[10]. This paper studies networks man-
agement applications' ability to adapt to the needs of 
these technologies. 

Routing involves designing network policies and 
configuring devices to send a flow from source to des-
tination. However, a traditional network [11] is unsuit-
able for this task. The unsuitability is because the de-
vices in traditional are distributed and do not have a 
global knowledge of the entire network. As such, the 
network operator must be on-site to adhere to ven-
dor specifications during configuration [12–14]. Thus, 
network management is not flexible and precise [15]. 
Meanwhile, the emergence of Software Defined Net-
working (SDN) [16] provided a new paradigm with bet-
ter flexibility to efficiently manage a network in a way 
that overcomes most of the limitations of traditional 
architecture. This paper explores how SDN architecture 
handles path selection for traffic routing.

The SDN's flexibility comes from separating the Con-
trol Plane (CP) from the Data Plane (DP). With the sepa-
ration, all network control functions are programmed 
centrally as opposed to the traditional network. The 
centralization frees the DP to focus on forwarding 
packets only. The controller abstracts the DP from all 
network applications at Application Plane (AP) and 
communicates only through Northbound (NBi) and 
Southbound (SBi) Interfaces. The controller extracts 
the network statistics from the DP in real-time to feed 
various network applications. Examples of these appli-
cations are routing [1], security [17], congestion [18], 
prioritized services [19], QoS [20], load balancing [21], 
energy [22], and many others. The applications run 
their algorithms to implement new rules simultane-
ously throughout the network seamlessly. So, the con-
troller can dynamically make changes to a network in 
response to events like the arrival of a new flow, traffic 
bursts, or topology changes [23]. Other reasons could 
be intrusion detection, a node, or link failure, which 
may occur every 30min in large networks [2]. In any of 
these situations, a route computation process to select 
another path is triggered to update the DP with new 
rules. The update operation is done proactively using 
protection or reactively using restoration approaches 
[24]. In both cases, the key challenge for the controller 
and the underlying Path Selection Algorithms (PSA) is 
to swiftly complete the DP's operations swiftly with the 
least convergence time and transient congestion. 

The frequency of rules update is 1.5 to 5s in the res-
toration approach[1]. The time spent to complete one 
cycle of update operation consists of (1) the rule com-

putation delay, (2) the transmission and propagation 
delay in distributing the rule to all the switches, and 
(3) the delay in installing the rule. Depending on the 
number of switches along the path, the process can 
increase the network convergence time. It is challeng-
ing for the controller to complete this operation within 
the carrier-grade network requirement of 50ms[24] or 
10ms when dealing with critical data [25]. As reported 
by [26,27], the operation might be even more complex 
within a few milliseconds requirement of a vehicle 
communication system and IoT applications. Another 
factor to consider is the differences in controllers' pro-
cessing abilities. Maestaro[28], and NOX[29] can handle 
600,000 and 30,000 flow requests/s, respectively, but 
Ryu can only support 6000 flow requests/s [30].

Although the aggressive use of wildcards[31–36]  in 
the protection approach may help reduce the commu-
nication overhead and yield faster forwarding perfor-
mance. However, TCAM's limitation to supporting only 
2000 rule entries makes this approach less attractive 
[3]. Thus, the restoration approach is receiving signifi-
cant attention because of its adaptability to contempo-
rary network dynamics [1]. Although at the detriment 
of communication overhead and the challenge of strict 
adherence to the conflicting QoS requirements. Given 
the importance of the field, various techniques have 
been proposed lately. However, flexibility in customiza-
tion to adapt to traffic variabilities in modern-day net-
works is still limited. This limitation calls for exploring 
and reviewing more path selection criteria to provide 
researchers with valuable references in state-of-the-art 
to do more work in the field. This paper critically re-
views the proposed techniques within Ten (10) years.  
Other studies have conducted a similar study. 

For instance, Khan et al. in [5] surveyed QoS provi-
sion techniques in Service-Oriented Architecture SOA 
on SDN. Segment, static, and dynamic link cost rout-
ing based on Fog-Enabled IoT Platform, have been 
surveyed in [23,37,[38] respectively. On the contrary, 
this paper focused on SDN-PSA in various use cases 
in WAN, DCN, and WSN. Karakus and Duresi [39] par-
tially survey routing for multimedia flows. In contrast, 
this paper focused on SDN PSA, classified based on 
path selection criteria. Tomovic et al. [40] and Guck [41] 
compared the QoS routing in large-scale SDN with a 
focus on bandwidth and delay. Guck’s study focused 
on unicast communication and considered only the al-
gorithms that find a single path. This paper compares 
general communication techniques (multicast) and 
multipath algorithms. Likewise, low latency transmis-
sion strategies in SDN have been surveyed in [25]. In 
contrast, this paper covers other QoS metrics, such as 
Delay, Loss, and Bandwidth during path selection. Load 
balancing has been covered in [15], [42–44]. The papers 
discussed approaches such as Controller Placement 
Problem (CPP) [45] and Switch Migration (SM) [46]. On 
the other hand, this paper focuses on PSA techniques 
at csCP and dmCP for load balancing, along with  QoS 
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and practical resource usage. Waziral et al. survey is-
sues related to topology discovery in [47]. SDN's energy 
issues were surveyed in [49–51]. On the contrary, this 
paper covers other PS goals, like Load Balancing and 
Resource Utilization, using various methods other than 
ML. This paper identifies the baseline algorithm used 
for PS and classifies the PS based on Selection Criteria 
(PSC). Then compares them for use cases, design goals, 
selection constraints, solution approach, and valida-
tion techniques. Table 1 provides a comparison sum-
mary to highlight these differences.

The key contributions of this research are as follows:

•	 The paper identified the baseline shortest path (sp) 
algorithms used for path selection in SDN.

•	 The paper Identifies different PSA problem types 
and design objectives in SDN

•	 Provide a classification of PSA based on Link Qual-
ity, Switch role, and Flow characteristics

•	 Finally, the study identifies and discusses potential 
future research directions

Figure 1 provides the paper's organizational chart.  
Section 2.gives an overview of Path Selection Algo-
rithms in SDN. The overview covers how a PSA works 
in SDN, highlighting some baseline algorithms upon 
which many PSAs are built. The section also provides 
design objectives and different PSA problem types. It 
concludes by introducing the PSA classifications. Sec-
tion 3. provided the critical review in four (4) sub-sec-
tions according to Link Quality, Switch role, Flow char-
acteristics, and Machine learning approaches. Section 
4 provides future research directions. Finally, section 5. 
concludes the paper. 

Table 1: Comparison of Related Papers: RP: Routing Path, SA: Solution Approaches, PSC: Path Selection 
Criteria, PSCr: Path Selection Constraints, ML: Machine Learning, IET: Implementation and Evaluation Tools, 

LB: Load Balance, RU: Resource Utilization, FT: Fault tolerance

Ref.

Comm Tech Routing Path Use Case Design Goal (DG) PS Techniques Classification

IET
Missing aspect in 

contrast to this 
paperUni 

cast
Multi 
cast Single Multi Wired Wire 

less IoT LB QoS RU FT

SA & Problem 
Formulation PSCr PSC

ML Others

[5] NA X X SOA X   X X  X X 
Comm Tech, FT, ML, 

PSCr, PSC,

[15] NA   Both X  X X X X  X X X
Comm Tech, QoS, 
RU, FT, ML, PSCr, 

PSC, IEA

[23]  X  L2&3VPN,  DCN X    X Optimization X  
Multi cast, Multi 

path, LB, ML, PSCr

[25] X X Not Stated Not Identified    X   X X 
Comm Tech, Use 
Case, PSCr, PSC,

[37]  X Single Wired X  X X X Optimization   
Comm Tech, Multi-
Path, IoT, LB, RU, FT, 

[38]  X Both Fog, IoT   X X X  X X  Multi cast, RU, FT

[39] NA Not Stated WAN X  X X X Optimization X X X Comm Tech, PSCr, 
PSC Path, IEA

[40] X X Not Stated WAN X  X X X    X Comm Tech, Path, 
IEA

[41]  X  X  X X X  X X X    X IEA, LB, RU

[42] X X X X Both X  X X X X  X X X Comm Tech, QoS, 
RU, ML, PSCr, PSC, 

[43] X X X X Both X  X X X X  X X X
Comm Tech, QoS, 
RU, ML, PSCr, PSC, 

IEA

[44] Not 
Specified X X cSC, dDC, & 5G   X X   X X X Comm Tech, RP, RU, 

FT, PSCr, PSC, IEA

[48] X X X X   X X   X  X X X 
Comm Tech, Path, 

Env, SA,

[49] NA X X Energy, DCN X   X X Optimization X X 
Comm Tech, RP, LB, 
QoS, ML, PSCr, PSC

[50] NA Not Stated Energy  X  X X Optimization X  X
Comm Tech, 

RP, QoS, FT, ML, 
PSCr&IET

[51] NA Sleep 
Schedule Wired X X   X X Optimization X X X Comm Tech, LB, FT, 

PSCr, PSC, IET

This 
Paper                 
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Fig. 1. Organization of the Survey

2. OVERVIEW OF SDN PATH SELECTION 
ALGORITHMS 

2.1. PATH SELECTION ALGORITHM (PSA) 
 IN SDN

SDN controller used an OpenFlow [52] to communicate 
with the DP. The standard uses a Link Layer Discovery Pro-
tocol (LLDP) to discover the DP topology. Upon discovery, 
the controller uses a PSA to compute a rule that guides 
flow to their destinations. It then instructs the switches 
to install the rules in their respective flow tables. In most 
cases, a PSA is invoked whenever a new flow with no 
corresponding entry in the flow table arrives.  Another 
reason could arise from topology changes due to link or 
node failure. In both situations, the PSA must converge 
the network with the new rule to avoid disruptions. The 
controller uses a thread monitoring mechanism to track 
these changes by collecting statistics in a fixed cycle pro-
cessing. The mechanism periodically issues a request to 
switches to get the information. In the Ryu framework 
[53], the issuance of information requests for all the reg-
istered switches is repeated infinitely after a set time in-
terval. The network rules must be regularly updated every 
1.5 to 5s due to traffic variabilities [1].

2.2. BASELINE SHORTEST PATH (SP)  
 ALGORITHMS USED FOR PS IN SDN

Most of the PSA for SDN often use mechanisms of the 
Shortest Path problem as a foundation. Some of these 
are based on algorithms like Dijkstra[54], A* [55], or 
Bellman-Ford[56]. Others are based on k Shortest Paths 
(kSP), like Yen’s algorithm [57]. In contrast, others use 
Restricted Shortest Path (kRSP) or Constrained Short-
est Path (kCSP) like A* Prune [58]. These algorithms are 

proven to be NP-Complete [59]. So some exact algo-
rithms for handling the problem in a brute-force man-
ner or approximation like Lagrangian Relaxation Based 
Aggregated Cost (LARAC) are used.  

Dijkstra [54] is a centralized algorithm that calculates 
the Shortest Path (SP) to multiple destinations in a graph 
with non-negative link weight. It keeps a queue with a list 
of partial paths starting at the source and going through 
intermediate nodes before the destination. The least 
weighted path from the queue is chosen at each iteration. 
So n paths are created by extending the partial paths to 
n external links of the node where the path ends. Only 
routes with a lower weight than the queue's current route 
that led to the same destination are enqueued. Depend-
ing on the weight values, the Dijkstra loosens up by re-
moving a path with a higher weight value. The algorithm 
uses a Breadth-First Search (BFS) to visit a node. 

On the other hand, the A* algorithm [55] is an en-
hancement of [54] by introducing a guess function at 
each node to estimate the path's cost from the refer-
ence node to the terminal node. The priority queue’s 
outlier paths with minimum projected cost are expand-
ed initially. The nearer the estimated cost is to the ac-
tual cost, the faster the algorithm converges. However, 
the overhead brought forth by the computation of the 
guess function constitutes the trade-off to consider. 
Furthermore,  in contrast to [54], a Bellman-Ford (BFA) 
[56] computes the Shortest Path (SP) tree in a network 
with negative edge weight. Unlike Dijkstra, BFA oper-
ates in a distributed manner. The algorithm keeps track 
of the best path connected to V nodes. It performs |V|-
1 number of iterations to update each node's current 
best path. This way, all SPs will ultimately be found 
because the path to any node is only|V|-1. It instantly 
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halted if an iteration yielded no update because suc-
cessive iterations would not result in any change. 

The earliest algorithm to address a k-shortest path 
problem is Yen’s [57]. The algorithm runs in two (2) 
phases. In the first phase, it works based on traditional 
SPA to find the initial path. Then, the other (k-1) shortest 
paths are found regarding the initial path’s intermedi-
ate switches. The algorithm is similar to [55] and always 
stops once the terminal switch is visited k times. Addi-
tionally, the A* prune [58] identifies k-SP from source to 
destination in a communication network. The technique 
is an exact algorithm similar to [55] in using a guess func-
tion for each metric. Paths are considered by adjusting 
the cost estimation and pruning according to the cost 
projection exceeding the corresponding end-to-end 
bound. The process continues to iterate until k-CSPs are 
found or the candidate path container is empty.

To deal with NP-Complete problems such as kRSP or 
kCSP, a Lagrangian Relaxation Based Aggregated Cost 
(LARAC) [62] is used to relax the CSP with a combined de-
lay and link cost to SP problem with a modified cost func-
tion. The method allows dropping some constraints of the 
first problem and introducing them in the optimization 
goal. However, the technique has a duality gap deficiency 
because it does not guarantee the best path return. 

2.3. THE DESIGN GOAL/OBJECTIVES OF PSA

In many cases, PSA algorithms' design goal is three-
fold: QoS satisfaction, Resource Utilization, and Load 
Balancing. 

QoS satisfaction deals with the ability of a network to 
consistently adhere to the performance expected by an 
application in terms of delay, jitter, bandwidth, through-
put, and loss. QoS routing is one of the most critical com-
ponents of a network management framework [41]. En-
suring it in a path is challenging due to network dynamics. 
Users' conflicting interests compound the difficulty, as ex-
emplified by the high demands of pervasive applications 
like VoIP, video conferencing, telemedicine, and online 
game. Many routing strategies are designed to adapt to 
these demands and select a route with optimized QoS 

requirements [5]. Other PSAs are designed with resource 
utilization objectives. These PSA allocate network resourc-
es such as CPU, Memory, and bandwidth to traffic based 
on availability, priority, and requirement [61–63]. 

Lastly, other PSAs are designed to distribute network 
loads for task processing, packet transmission, and stor-
age to network components based on their residual ca-
pacity [42]. The default settings of control algorithms 
are often similar across all CP[25]. In most cases, they are 
based on Shortest Path Algorithms (SPA) such as [54],56]. 
For example, the default setting of the Beacon [64] is [54]. 
The situation conditioned the CP to take the same PSD, 
irrespective of network conditions. However, some paths 
are more appealing than others, thus becoming critical as 
all the switches often select a node connected to them 
as the next hop. Thus, many flows are sent to the same 
path simultaneously. However, suppose the network ex-
periences a traffic burst caused by some hot events. In 
that case, the component already running at full will be 
under added strain. The unbalanced distribution of the 
traffic along paths can lead to some paths becoming con-
gested. Consequently, the network begins to experience 
delay and packet loss, resulting in an ultimate failure if 
the situation persists. Some PSAs are designed with load-
balancing objectives to mitigate this situation at th DP. 
Another thing to note is that load imbalance affects the 
CP in response time delay as it affects the DP[25]. A dmCP 
can be overwhelmed due to an imbalanced distribution 
of flow request processing tasks. At the CP, the problem 
is being addressed through Controller Placement Prob-
lem (CPP) solutions [65–67] and Switch Migration (SM) 
[68–72]. Therefore, the load balance problem is addressed 
through the PSA at the DP and  CPP or SM at CP. This paper 
focused on the PSA for load balancing at the DP.

2.4. PSA PROBLEM TYPE

A PSA is designed to best-effort traffic or for traffic 
with stringent QoS requirements. Similarly, PSA can be 
designed with fixed (non-adaptive) or dynamic (adap-
tive) link costs for the PSD.  The diagram in Figure 2 
shows the distribution of PSA problem types.

Fig. 2. PSA Problem Type
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Best effort PSA does not aspire to guarantee that 
traffic will be delivered to its destination or meet any 
QoS requirements. The shortest path based on a mini-
mum number of hop count with no other constrain 
is often used as the PS metrics. In contrast, PSA with 
QoS makes Path Selection Decisions (PSD) with pre-
defined objectives. It aims to optimize some perfor-
mance metric(s) while keeping others below a pre-
scribed threshold. The metric to optimize is referred to 
as cost or weight. While the ones to be kept below a 
certain threshold are called constraints. Depending on 
requirements, the PSA can be designed to address dif-
ferent problems. For example, a PSA problem can be 
defined as a Single-Constrained Shortest Path (SCSP), 
a Multi-Constrained Shortest Path (MCSP), or a Multi-
Constrained Path (MCP) Algorithm.

Consider a PSA for a network modelled as a graph 
G=(S, E), with S, and E as a set of switches and com-
munication links. The total number of switches and 
links are |S| and |E|. If w∈R+

|E|, is a vector that denotes 
the weight of the links between two adjacent switches 
s∈S . Let c ∈R+

M, denotes another vector to holds M ele-
ments corresponding to the threshold of the constrains 
metrics. Also, let M∈R+

Mx|E| , be a matrix that represents 
the values of the constraints for individual link eij∈E, 
between source i and destination j. Also, let Pij, be the 
complete path between the source s_i and destination 
s_j, in the set of all paths P in G. With these factors, SCSP, 
MCSP, or MCP can be formulated mathematically to op-

timize any QoS metric (Min or Max) represented by the 
weight vector w as:

(1)

(2)

(3)

SCSP finds a route with minimum end-to-end QoS 
metric while keeping another metric below a pre-
scribed bound. It corresponds to a situation where c 
in equation (2) = 0. In contrast, an MCSP is defined to 
optimize many end-to-end QoS metrics constrained by 
individual bounds. It corresponds to a situation where 
c in equation (2) >1. Lastly, an MCP  is a selection prob-
lem defined without an optimization metric. The route 
to be selected while keeping some QoS metrics below 
a prescribed threshold. It corresponds to a situation 
where c in equation (2) > 1.

2.5. CLASSIFICATION OF PSA SOLUTIONS 
 IN SDN 

As shown in Figure 3, Path Selection Algorithms PSA 
considers link quality, switch role (critical node) flow 
characteristics, or a combination of these during path 
selection decision-making. This paper classifies the ex-
isting PSA based on these criteria.

Fig. 3. Classification oF PSA in SDN

2.5.1. Link Quality 

Link quality is estimated in teams of metrics such as 
delay, bandwidth, loss, throughput, or jitter. Depend-
ing on the problem, these metrics can be modelled 
as an objective function of an optimization problem 
while keeping other metrics as constraint(s). These 
metrics are either static or dynamic. Dynamic PSA uses 
metrics such as bandwidth. It is dynamic because the 
metric's value may change each time traffic is routed. 
In contrast, PSA, with a metric like a hop count, is static 
because it remains fixed unless there is a total change 
in topology [58].  The metrics are also classified as ad-
ditive, multiplicative or non-additive. Additive metrics 
are delay, hops, and jitter. They imply that a path's end-
to-end metric can be found accurately by summating 
the weight of different links. The weight of a path with 
non-additive metrics, like bandwidth, can only be es-
tablished by the value of that constraint at the block-
age link.

2.5.2. Critical Node(Switch)

A node/switch in a communication network is criti-
cal if many switches select it as the next hop because 
it falls along the paths of other switches. Consequently, 
because of its position, the communication frequen-
cy of such a switch with the CP for rule installation is 
higher than regular switches due to the number of SP 
passing through it. Such as, a switch tends to generate 
high communication overheads. However, the regular 
switches are responsive and dependent on the efficien-
cy of the critical switch. Tools in graph theory such as 
degree [74], betweenness [75], information [76], close-
ness centralities, and PageRank [77] can be used to 
measure switch importance in a network.

Consider a network G=(S, E), where S is a set of switch-
es and E communication links. The network identifies 
a critical switch in terms of parameters such as switch 
update operations, switch flow table residual capac-
ity or switch port’s residual capacity[73]. The number 
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of rules operations finds the switch update operation 
on each switch. The value reflects the total traffic load 
between different sources to destination switch pairs. 
For instance, a switch sΩ∈S serving many intermedi-
ary switches through, |Psp | number of shortest paths 

between si to sj switch pairs is considered more criti-
cal than regular switch sω∈S. Switch sΩ will be heavily 
loaded with a high number of rules in its flow table in 
comparison to sω. See Table (2) for a comparison of dif-
ferent measurement metrics.

Metric Description

N
od
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d 
ed

ge
 C

en
tr

al
it

y

Eigenvectors EV EV measures the importance of a node in a network. It is based on the principle that connections to nodes 
with a high degree contribute more to its score than connections to nodes having a low score.

PageRank PR The score computed by PR is higher for nodes that are highly connected with nodes that are highly 
connected themselves. PR score is iterated until convergence. PR is a variant of the EV centrality measure.

Hyperlink-Induced Topic 
Search: HITS

•	 HITS calculates two scores: Hub and Authority

•	 The more a node has outgoing links, the higher the Hub score. While the more a node has incoming 
links, the higher its Authority score.

•	 Initially, every node is considered a Hub

•	 Authority scores are fixed to a constant. The scores are updated and converge after a few iterations.

Degree Centrality DC A DC-based measure of individual centrality corresponds to how well-connected the individual is within 
their local environment.

Closeness Centrality CC CC measures centrality on a global scale based on how close a node is to all the other nodes. The idea is 
that a switch is central if it can interact with all others quickly

Betweenness 
Centrality BC

Geodesic

BC of a node measures the extent of the role of the intermediary node in interacting with others.Path/flow

Random 
path

Information Centrality IC
IC metric is based on the concept of efficient propagation of information over the network. IC of a node 
is the relative drop in the network efficiency caused by the removal of the node from the network. It 
combines the idea of CC and BC measures.

2.5.3. Flow Characteristics

A flow has been defined differently based on the 
research context [3]. Most definitions convey that a 
flow is a set of packets sharing common identification 
properties while passing an observation point during a 
specific period [78]. These properties, in most cases, in-
clude five tuples like protocols such as (TCP, UDP, ICMP), 
source-destination IP, and port numbers.

Network traffic is made up of different types of flows 
[52]. Examples are EF and MF. EF are typically very few, 
about 1 -10 % of total network traffic. However, they 
are Long-Lived flows(LLF). As such, they tend to rapidly 
consume network buffers which consequently impose 
congestion and queuing delays to the minor majority 
of MF [4]. Each of these traffic types has specific QoS 
demand and behaves differently en route to destina-
tions. Therefore, considering flow features during PSD 
is necessary because of their potential impact on net-
work performance. 

Flow statistics such as packet counts, bytes count, 
duration, per-flow packet size distribution (PSD), rate, 
or burst [81,82] are used to classify flows. These metrics 
can be used in isolation or combination to classify the 
flows using a threshold or threshold-less approach. 

•	 Flow Size fS: is the number of bytes transmitted 

in a flow. It can be quantified using byte or packet 
count. With fS, flows are classified using a threshold 
Th such that if the fS>Th, then the flow is an EF and 
an MF otherwise.

•	 Flow Duration fD: This is the elapsed time between 
the first and the last packet of a flow. In a thresh-
old-based, any flow with fD<Th are tortoises, while 
flows with fD≥Th are dragonflies. 

•	 Flow Arrival Rate fR is found by dividing the size 
fS of the transmitted data by the total flow dura-
tion fD.fR=fS/fD. If fR>Th, it is a cheetah and snail 
otherwise.

•	 Burst: Traffic burst investigates the extent of traf-
fic and connection dominance in a network. Burst 
traffic involves packets with a short inter-arrival pe-
riod. If packets inter-arrival time iAT>Th are called 
porcupines and stingrays otherwise [78]. 

However, there is no unanimous settlement among 
the proposed flow classification approaches on what 
flow feature to adopt. However, the majority of the ap-
proaches used flow size [79], [84–87]. To set up the clas-
sification threshold, many other techniques used dura-
tion [88], rate [89–91], or burst as well. So, many PSA in 
SDN designed their solutions while considering these 
factors.  These algorithms are reviewed in section 3.3 
and summarised in Table 6

Table 2. Comparison Table of Node Importance Evaluation Metrics
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3. REVIEW OF PATH SELECTION  
 ALGORITHMS IN SDN 

3.1. PSA WITH LINK QUALITY AWARE 

To choose a path for traffic in an SDN-Edge com-
puting network, Hu et al.[92] considered loss 
and latency to design a Path Selection Meth-
od (PSM). The edge node at the SDN boundary 
is configured to assign network resources, such 
as bandwidth, according to flow requirements. 
Flows are directed via a path with lower packet loss. At 
the same time, delay-sensitive flows are routed via a 
path with minimal delay. Likewise, Alnajim and Salehi 
[93] proposed an incremental scheduling QoS-aware 
path selection technique to quickly redirect real-time 
applications with time-bound flows. The technique 
avoids bottleneck links causing scheduling impasses 
by selecting a path with enough residual bandwidth 
from the list of candidates’ paths. Before the optimum 
PS, the technique incorporates an offline pre-routing 
where initial K paths are formed using Yen’s [57]. The 
run time of this stage is high. The authors controlled 
it by coupling a Fibonacci Heap with Dijkstra [55] 
and [57]. However, in [92], [93], the switch load was 
not considered when choosing the path. Hence, QoS 
parameters like latency and the PDR should also be 
considered to ensure the quality of the link choice. 
In a similar technique in [31],  switch port capacity in 
terms of data Transmission (Tx) and Receive Rate (Rx) 
is monitored. The data is pulled to determine the max-
imum capacity or load the port can accommodate. 
The statistics are fed to an application on a Floodlight 
[96]. The controller defines rules that send a flow via 
a port with Least Loaded Path LLP. In the validation, 
the authors used Mininet and Iperf to generate traf-
fic. However, the constant gathering of statistics may 
significantly increase the controller overhead, thus in-
creasing flow setup latency. 

On the other hand, a QoS-driven and SDN-assisted 
Multipath Selection Scheme (QSMPS) was proposed 
in [94] to address the adaptability problem of tradi-
tional MPTCP. The method checks and assesses the 
network status using a scalable SDN- technique to 
gather statistics. Based on the data, an optimal num-
ber of sub-flows are found by QSMPS, which are dis-
tributed along the routes with short delays. The au-
thors validate QSMPS in topology on Mininet using a 
Ryu framework. However, a best-case scenario based 
on residual bandwidth might not always ensure that 
distinct flows' requirements are met. Besides, the 
proposed scheme did not classify traffic according 
to its uniqueness. Because other flows can choose a 
short setup latency and a link quality that decreases 
the number of times links change due to topology 
changes. To compute the best paths while taking 
the QoS criteria for each flow into account, Saha et 
al.[95] introduced a greedy heuristic based on Yen's 
[57]. Multiple metrics are jointly considered in formu-

lating the problem to get the best paths. The multi-
constraint QoS-aware route is solved using Integer 
Linear Programming (ILP). The authors validate it on 
POX [96] using a Mininet with D-ITG [97] to generate 
IoT- traffic. However, in large networks with frequent 
topology changes, the ILP-based method may slow 
the convergence of the routing rules [88]. Perner 
and Carle [98] study the effects of various optimiza-
tion on network link utilization and latency. A path 
selection technique was designed and bounded with 
some constraints to meet its requirements. One of the 
constraints is TCAM's size limitation. The constraint 
is modelled such that the number of outgoing flows 
does not exceed the maximum number of forwarding 
table entries. However, the switch update operation is 
not considered. Similarly, just like [87], the technique 
may suffer from high routing convergence time due 
to the ILP model. 

Khalili et al. [99] designed a mechanism that deter-
mines a controller's flow setup latency by crafting and 
sending Special Ping Packets (SPP) between source-
destination pairs. The Round-Trip Time RTT of the pack-
ets is measured. The time is attached to the individual 
path to get the total path setup latency. The technique 
is designed for scCP. Accordingly, Ravuri et al. [100] con-
sider using dmCP to improve [99] overhead, scalability, 
and Single Point Failure SPOF experience in scCP. The 
paper emulates the DP on Mininet and implements the 
dmCP with floodlight[101], ONOS [102], and Kandoo 
[103]. However, both schemes may experience a high 
flow table operation, affecting path setup and switch-
ing time. 

Intersection-based routing using SDN and Fog com-
puting is proposed in [104] to address communication 
coverage holes in VANET. The controller's global net-
work knowledge is leveraged to collect street score 
information from fog nodes and feed it into Dijkstra 
[54] to build the routing path. In a similar approach, 
[105] uses SDN to propose a dynamic routing to cope 
with the problem of frequent changes in a Flying Ad 
Hoc Network (FANET) of a drone (UAV) network. The 
technique Hybridizes a traditional OLSR with an SDN 
controller to perform topology discovery, statistics 
gathering, and route computation. OLSR and SDN al-
ternate network control depending on the network 
status. However, [106] note that the conventional 
routing commonly used in DCN, like OSPF, incurs sig-
nificant overhead with high convergence time. For 
this reason, controller-side Regular Topology Routing 
(cRetor) is proposed. cRetor differs from other topol-
ogy–aware routing in compatibility with various other 
topologies. Including topology description language 
in the scheme ends the need for LLDP to run first. 
The action frees and relieves the scarce bandwidth 
and processing loads on the controller, respectively. 
The authors claim that the route calculation time of 
the technique is fast, which makes the convergence 
time shorter. The overheads and the failover perfor-
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mance are admirable. Alidadi et al. [109] proposed a 
low-complexity SDN-MPLS algorithm encompassing 
a quid pro quo between load balancing, hop count, 

Ref

Path Selection Criteria Use Case Design 
Objective

Solution 
Approach & BLA

Validation & 
Implementation 

ToolsParameters No of Constraints
Custom/ 
Others DCN WAN IoT LB QoS RU AI MM / 

OthersLink 
QoS

Critical 
Switch

Flow 
Features MCP SCSP MC 

SP

[92]  X X X X     X  Simulation

[93]  X X X   Random X X X X  X X Fibonacci, 
Yen,Dijkstra,

[31]  X X X  X Fat Tree X X X X  X X Dijkstra[54] Floodlight Mininet, 
Iperf

[94]  X X X  X  X X X X  X X  Ryu,[53] NetworkX

[95]  X   X X X X X  X  X X ILP, Yen POX, Mininet [107]

[98]   X X X  Critical X X X X   X ILP ITZ

[99]  X X X  X csCP X X X X  X X
Polling 

method

Floodlight, Mininet 
[107]

Floodlight, ONOS, 
Kando[100]  X X X  X dmCP X X X X  X X

[104]  X X X  X VANET X X  X  X X Dijkstra SUMO,NS2[108]

[105]  X X X X  FANET X X  X  X X Hybridized

[106]  X X X X  DCell  X X X  X X A*[58] Floodlight, Mininet

[109]  X X X X  Mobile X  X    X ------ MIRA

Table 3. Comparison of PSA with Link Quality Aware

3.1.1  Multipath PSA With Link Quality Aware 

Megyesi et al. [110] proposed a mechanism for mea-
suring Available Bandwidth (ABW) during path selec-
tion. The authors substitute the distance metrics of [54] 
with the link ABW to decide which path to select. The 
method is modelled as a max-flow problem to adapt 
to different use cases requiring the choice of the best 
available path among multipath. A Ford-Fulkerson al-
gorithm is employed for the max-flow problem. Anoth-
er technique is proposed by Dutra et al. [111]. Where, 
for each of the ingress traffic in DCN, the technique pro-
vides it with the required end-to-end bandwidth and 
effective use of the switches along the selected path. 
The action leads to a reduction in path use cost and ex-
ecution time.

Similarly, in the work of Celenlioglu and Mantar 
[112], a pre-established multi-paths (PMP) between 
each source-destination switch is used to visualize an 
underlying DP topology to design a PSA with resource 
management through Admission Control (AC), Load 
Balancing(LB), and Path Resizing(PR). In another ap-
proach, [113] and [114] proposed GridFTP for the paral-
lel transfer of a large amount of scientific data along 
multiple paths based on the Dijkstra[54]. Equally, us-
ing a multipath approach, Tariq and Bassiouni [115] 
extended their initial design of a QoS Aware Multipath 
(QAMO) [116] for a traditional optical network to SDN. 
The extension supports adaptive QoS differentiation 

with a priority factor for burst traffic and link state. It 
uses a Dijkstra [54] to find K paths between the source-
destination pair.

Furthermore, [117] proposed a multipath forward-
ing approach for next-generation networks using SDN. 
The technique addresses the need for a conducive 
inter-networking environment for future data-centric 
applications. The technique exploits the edge diversity 
of transit ISPs available across many IXPs to propose 
cross-layer coordination with SDN flexibility. The au-
thors use [118] to discover the initial K-shortest paths. 
Before invoking a route reconciliation and update strat-
egy to re-evaluate the initial choice at the Control eX-
change Authority (CXA) Controller implemented with 
Ryu[53] SDN framework. Likewise, in a similar effort, 
A Dynamic Multipath Scheduling Protocol (DMSP) for 
identifying and isolating congestion-susceptible links 
in DCN using SDN is demonstrated in [119]. DMSP split 
the flow traffic among multipath to reduce the conges-
tion. However, the splitting is done identically among 
the available paths. To address the problem of the un-
equal split of DMSP [119]. Farrugia et al. [122] proposed 
a Globally Optimised Multipath Routing (GOMR) algo-
rithm that splits a flow traffic equally among multiple 
paths using a stochastic mechanism. GOMR leverages 
the global knowledge of network topology and its 
traffic statistics to formulate the problem as linear pro-
gramming LP to optimize per packet multipath routing 
proposed.

and power consumption in mobile –SDN with restrict-
ed bandwidth during PS. 
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Ref

Path Selection Criteria Use Case Design Objective Solution 
Approach & BLA Validation & 

Implementation 
Tools

Parameters No of Constraints
Custom / 

Others DCN WAN IoT LB QoS RU AI MM / 
OtherLink 

QoS
Critical 
Switch

Flow 
Features MCP SCSP MCSP

[110]  X X X  X X  X X X  X X
Dijkstra, 

Ford 
Fulkerson

Floodlight, 
Mininet, DITG

[111]  X X  X X X X X X X X  X X

[112]  X X  X X Intra 
Domain X X X    X  

MM
Floodlight, 

Mininet Ditg

[113]  
[114]  X X X  X Virtual & 

Real Env X  X X   X Dijkstra OvS

[115]  X X X  X DCN  X  X  X X Dijkstra C++

[117]  X X X X 
Next-Gen 
ISP, IXPs X  X X  X X EPPStein 

KSP[118] Ryu, Mininet

[119]  X X X X  Fat Tree  X X X   X EPPStein 
KSP[118] Ryu, Mininet

[120]  X X  X X Butterfly, 
G´EANT   X   X X LP Ns-3, GLPK, 

LEMON

Table 4. Comparison Table for PSA with Multipath

3.2. PSA WITH CRITICAL SWITCH AWARE

Yan et al. [24] employed a TCAM-aware flow rerout-
ing approach to address the fault tolerance problem. 
The authors formulate the problem as optimization with 
an objective function that finds a set of backup paths 
with TCAM and bandwidth as constraints. Solutions are 
sought using Forward Local Rerouting (FLR) and Back-
ward Local Rerouting (BLR) heuristics. The two heuristics 
are used alternatively depending on the network state. 
However, the coexistence of the multiple heuristics at 
the controller may introduce an extra computational 
complexity. SwitchReduce[37] presents another inter-
mediate switch state and controller participation tech-
nique. The technique is founded on wildcard identical 
action flows, RouteHeaders (first hop-based routing), 
and division of labour principles. SwitchReduce ensures 
the number of rules in the flow table is decided by the 
corresponding actions taken on flows going through it 
and does not increase linearly according to the flows. 
However, the technique is not adaptive to topology 
changes and has not been validated on large DCN.

In a similar effort, Perner and Carle [98] study the ef-
fects of various optimization objective functions on net-
work performance metrics, such as link utilization and 
latency. Path selection technique bounded with some 
constraints is designed to meet the network require-
ments. One of the constraints considered is the TCAM 
size limitation. The constraint is modelled such that the 
number of outgoing flows does not exceed the maxi-
mum number of forwarding table entries. Astaneh et al. 
[121,122] proposed another work to restore SDN failures 
by rerouting disrupted flow with several switch update 
operations. The technique finds the switches with a 
small number of flow table entries to reroute the flows 
during the path restoration process. It is designed as a 
local restoration plan problem formulated as an ILP to 
trade-off between path cost and the switch update op-
eration. Dijkstra [54] is leveraged to select a path with a 
minimum hop count. However, the technique may suf-

fer from high routing convergence time due to the ILP. In 
another technique, Malik et al. [123], [124] proposed an 
alternative way to reduce switch update operation and 
preserve the limited size of the flow table during rerout-
ing at the time of failure. They proposed an optimum 
path selection while looking at shared links across paths. 
The shared links have a higher tendency to bring down 
the consumption of flow table spaces. The technique 
picks a route with the most shared links from the paths 
list. it is validated with POX[96] on the Mininet. However, 
when the switch utilization rate rises, there is a greater 
likelihood of load imbalance and possible overflow. 

Incidentally, Yu et al. [125] presented a path selection 
method based on node significance and flow prediction. 
The authors use Deep Neural Networks (DNNs) Q-Lean-
ing [126] to balance the network load. The scheme com-
prises three algorithms running as the intelligent centre 
on the controller. The identification of the critical nodes 
is made using H-index.  Flow forecast is achieved with 
DNN, and path selection is based on Q-leaning accord-
ing to node importance.  However, despite the benefits, 
the TCAM space constraint might limit the potential use 
of DNN[127] and Q-Leaning [126] that so much relies on 
historical data. In another work, Gotani et al. [128], [129] 
proposed a technique to reduce the effect of switch 
processing latency during path setup. Since the time to 
add flow entries is different for different switches. The 
paper designed a scheme of three methods to select 
an optimized path while minimizing the total switching 
time. The authors made path selection decisions based 
on path-switching delay in multiple paths with varying 
switch processing times. In this manner, path screen-
ing took place, and the one with the set of switches that 
requires the least processing time was selected. In a 
large-scale network, the solution might not deliver the 
best performance. Also, in the work of Isyaku et al. [1], 
[73] link quality and switch update operation is consid-
ered for path selection. However, the authors ignore the 
heterogeneity of the traffic traversing the network at the 
point of the path selection decision. 
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To minimize the impact of high demands of flow rule 
updates in space-hungry TCAM, the work in [130] con-
siders the diversity of instruction types and switch be-
haviour to propose the RuleTailor algorithm. RuleTailor 
is an efficient, measurement-based optimization frame-
work for SDN flow routing rules updates. Different from 
the consideration of switch behaviour in RuleTailor, 
the techniques proposed in [131,132] adopt the con-
cept of aggregation of the routing rules. The approach 
aims to trim the number of possible rules in the table. 
[131] classify paths into two, one for popular flow and 
the other for non-popular flow. On the other hand, Jia 
and Wang [132] translate the Destination Address and 
Source-Port on Demand (DATSPToD) so that aggregate 
routing rules are taken to minimize entries in the flow 
table. The technique is meant for Large-scale SDN with 
scattered address space allocation. Similarly, DATSPToD 
is founded on address modification and port rewriting 
to address the problem of inefficient routing due to 
interleaved allocation of a non-contiguous IP address. 
Similarly, using Mixed Integer Non-Linear Program-

ming (MINLP), Guo et al. [133] introduce path cardinal-
ity constraints on a PSA to prune the number of rules in 
TCAM. Dijkstra [54] is applied to find initial paths. Then 
passes them through a route optimization function 
before invoking an H-Permissible to prune and select a 
path based on the cardinality constraints. However, the 
inclusion of the optimization function adds up to the 
complexity by order of (LP(N2+L, L)) ⁄ 2 [77]. Maaloul et 
al. [134] proposed a technique for SDN-based CGN to 
optimize energy. The controller dynamically turns on or 
off a network component while considering their resid-
ual space. The authors formulate the problem as Binary 
Integer Linear Programming (BILP) with TCAM and link 
usage as constraints. The aim is to minimize the power 
consumption of links and switches. A First-Fit Heuristics 
(FFH) is designed to solve the problem based on traffic 
demands. Dijkstra [54] is used as the baseline algorithm 
to identify, sort, and select paths according to First-Fit 
Most-Power (FFMP), First-Fit Least-Power (FFLP), and 
First-Fit Random (FFR). 

Ref

Path Selection Criteria Use Case Design 
Objective

Solution Approach 
& BLA Validation & 

Implementation 
Tools

Parameters No of Constraints
Custom DCN WAN IoT LB QoS RU AI MMLink 

QoS
Critical 
Switch

Flow 
Features MCP SCSP MCSP

[24] X TCAM Size X  X X Failure GLPK, Internet2

[36] X  X X X X ITZ  X X X X  X NoX OVS, Mininet

[98]  TCAM Size X X X 
Critical 
system X X X X   X  

ILP
ITZ

[121], 
[122] X Update 

Operation X X X  ITZ X X X X X  X ILP, Dijkstra ERnet USnet

[123], 
[124] 

Size & 
Update X X  X  X X X X  X X 

POX Mininet 
NetworkX

[125] X Node Role  X X  Random X X X   X DNN 
Q-L X ---

[128], 
[129] X Switch CPU X  X X Disaster X X X X  X X  NA

[1],  
[73]   X X X  Custom X X X X   X  Ryu, Mininet

[130] X Switch Role  X  X

Flow rule 
update

X X X  X  X  Ryu OVS, Iperf

[131] X TCAM 
compression X X X X X X X X X  X Aggregation 

Markov
Floodlight  

OVC MATLAB

[132] X TCAM X X X X X  X X X  X  NA

[134] 
TCAM power 

cost X X  X Energy 
CGN X X X  X  X BILP, Heuristic 

Dijkstra
SNDlib, CPLEX 

MATLAB

[133]  TCAM X X  X ITZ X X X X X  X MINLP 
Dijkstra,ARA C++

Table 5. Comparison Table of PSA with Critical Switch Aware

3.3 PSA WITH FLOW CHARACTERISTICS 
 AWARE

Several PSAs have been proposed to support the 
streaming of video flows [135–139].  Civanlar et al. [135] 
formulate the problem as Linear Programming (LP) to 
minimise weighted route length and packet loss. The 
technique finds the best path to accommodate video 
and the shortest path for the best effort. Harold et al. 
[136] designed the Routing Module (RM) of their pro-
posed Video scheme based on the A* Prune [58]. The 

technique returns a list of paths that satisfy bandwidth, 
jitter, and delay constraints. It includes three modules 
for policy, admission control, and path reservation, with 
adequate resources for traffic control. However, the poli-
cies cannot guarantee the reservation of paths for all 
requests made. Thus, delay and packet loss might be 
experienced. The authors attribute the limitation to the 
scalability associated with a single controller. In a similar 
effort, [137] proposed an adaptive technique to reroute 
video with QoS support using LARAC [140]. The authors 
implement the algorithm on a Floodlight [101]. In a dif-
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ferent approach, [138] improves the QoS provisioning 
of video services from the server side. The authors pro-
posed a framework for load-balancing over a single-op-
erator network to improve the QoS of video streaming. 
The framework monitors the load of the servers to track 
packet loss and delay variation. It redirects streaming re-
quests using LARAC to a video server with a lighter load. 
In another work, a technique of PS for multi-media flows 
is proposed by Chooprateep et al.[139]. The authors de-
signed a Video (VPSA) that finds a path based on Yen's al-
gorithm using the controller's data of the link's past and 
present bandwidth utilization. Depending on whether 
a suitable path exists, video flows are either refused or 
allowed upon arrival. However, the coefficient used in 
the problem model is not adaptive to the characteristics 
of the traffics. Moreover, the algorithm considers only a 
single dynamic QoS metric while ignoring static metrics 
such as link latency and video holding.

In Egilmez et al. [20], an OpenFlow controller applica-
tion, OpenQoS, implemented on a Floodlight [101], is 
proposed to handle multimedia traffic separately with 
end-to-end QoS assurance. OpenQoS is designed based 
on LARAC [140] approach. The algorithm uses the packet’s 
header field in the MPLS structure of every incoming traf-
fic to classify and separate multimedia traffic from data 
traffic. Network statistics are collected via feature_request 
messages every 1ses to enable the calculation of the QoS 
of each available route. With the separation and QoS 
knowledge of all routes, each traffic class is handled differ-
ently. The multimedia flows are placed on the route with 
the required QoS resources. At the same time, the data 
traffic is handled with the best effort forwarding. Saha [95] 
took the QoS metric specific to each flow into account to 
propose a greedy heuristic based on Yen's k-SP algorithm. 
The algorithm selects the ideal path for each flow. Mul-
tiple metrics are considered in formulating the problem as 
Integer Linear Programming (ILP). The model is validated 
using POX [96] controller and Mininet with D-ITG[97] to 
generate an IoT-based use case traffics. However, in large 
networks with frequent topology changes, using the ILP-
based method may result in slow network convergence 

[88]. Kotani and Okabe [141], employed a packet filtering 
technique to separate the most critical flows from others 
at the level of packet-in messages. The filtering protects 
CP from a high packet rate and reduces the load on DP 
switches. An experiment reveals that with the mechanism, 
switches could significantly moderate the CPU loads, 
thereby preserving the space constraint of TCAM. Howev-
er, the rate restriction mechanism in the technique pres-
ents some cases of packet lost and slight overhead. HiQoS 
[142] is also proposed by Jinyao et al. as a Multipath QoS 
solution. The PS scheme includes a module for the dif-
ferential handling of flows with QoS requirements and a 
module that finds multiple paths based on a modified Di-
jkstra[54]. The controller uses the IP address of the source 
switch to separate several types of services and supplies 
diverse bandwidth assurances to each class. Bandwidth 
guarantee to specific traffic is achieved through the queu-
ing mechanisms provided by the Openflow protocol [52]. 
HiQoS is bench marked with LiQoS and MiQoS.

The work in [143] proposed a framework for service 
differentiation support in SDN. It ensures the necessary 
QoS level for all multimedia applications. The approach 
leverages the controller's monitoring ability to get traf-
fic statistics and network status every 3s. However, the 
controller might be overwhelmed with high overhead at 
this monitoring rate. The authors try to minimize that by 
restricting the statistics query to ingress switches only. In 
the work of Assefa and Ozkasap [144], a Machine Learn-
ing Framework for traffic aware energy efficient routing is 
proposed. The goal of MER-SDN is twofold, energy usage 
optimization and network performance. In a similar effort, 
Deng and Wang [145] applied Simulated Annealing (SA) 
Optimization to design a PSA to meet the specific QoS 
requirements of SDN-based IoT applications. AQRA classi-
fies traffic into high, medium, and low priority using Class 
Identifier (QCI) obtained from the application profile set 
by the service providers. The initial path is determined us-
ing Dijkstra but updated later for each flow and placed in 
the switch flow table with rules designed by the SA-based 
routing module according to the application profile.

Ref

Path Selection Criteria Use Case / Aim Design 
Objective

Solution 
Approach & BLA Validation & 

Implementation 
Tools

Parameters No of Constraints
Custom DCN WAN IoT LB QoS RU AI MMLink 

Quality
Critical 
Switch

Flow 
Features MCP CSP MCSP

[135] X X  X X X X X X X X  X X LP NOX

[136] X X  X  X X X X X X  X X A* Prune FlowMonitorNS3

[137]  X  X  X  X X X X  X X LARAC Floodlight Mininet

[138] X X  X X X X X X X   X X LARAC ODL

[20]  X  X  X X X X X X  X X LARAC Floodlight VLC MP

[95] X X  X  X X X X X  X X Yen X

[139]  X  X  X  X X X X  X X Yen ITZ

[141] X   X X X X X X X  X X X --- OVS

[142]  X  X  X  X X X X  X X Dijkstra Floodlight, Mininet

[143]  X  X  X X X X X X   X Dijkstra POX

[144]  X  NA NA NA X NA NA NA NA NA X  NA POX, SNDlib

[145]  X  X X  Campus X X    X SA Dijkstra Ryu, D-ITG

Table 6. Comparison of PSA with Flow Features Aware
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3.4. PSA WITH MACHINE LEARNING  
 TECHNIQUES 

Forecasting and classifying flow traffic is crucial to 
efficient resource utilization and QoS provisioning 
during PS for routing traffic in a modern network. The 
parameters included in the QoS specifications are usu-
ally captured in the SLA between service providers and 
subscribers. These parameters, described in section 
2.4.2, are monitored and acquired from switches, ports, 
and flows using the OpenFlow built-in data collection 
module. Other metrics, such as residual bandwidth, link 
utilization, delay, and jitter, require extra effort to be ac-
quired. There is a compelling need to efficiently mea-
sure these metrics and map each traffic with appropri-
ate network resources to meet users’ needs. Thus, ad-
ditional intelligence is necessary to execute these tasks 
as desired. Thus, researchers have leveraged different 
Machine Learning (ML) techniques to synthesize net-
work statistics controllers for traffic classification, rout-
ing, resource management, and load balancing. Traffic 
classification can be based on application or flow be-
haviours. The reason for using the former parameter 
is based on the need to separate Delay-Sensitive (DS) 
applications from Non-Delay-Sensitive (nDS). The DS 
application always required speedy detection and re-
distribution on the network to avoid SLA violations. 
However, with the wild upsurge of applications on the 
internet, it would be unrealistic to identify all the appli-
cations, especially in a large-scale network.  The latter 
parameter help in separating EF from MF because the 
long-lived features of EF hurt the MF significantly. (See 
section 1.1 for detail). Different AI techniques can help 
detect, classify, and schedule each flows class as appro-
priate. Refer to Table 7 for a comparison summary of 
these techniques. 

Cui and Xu [146] propose a PSA with load balancing in 
SDN based on multiple path features fed into Artificial 
Neural Network (ANN) model. ANN integrates the infor-
mation and selects a path with a minimum aggregate 
load. The choice of the ANN to process the collected net-
work statistics is due to its support for an infinite number 
of input vectors with undefined distribution in contrast 
to logistic regression and other probability methods. The 
technique goes through a Forward Propagation Learn-
ing (FPL) phase where the ABW, PLR, TL, and HC with a 
pre-set weight are supplied as input neurons. A Weight 
Adjustment (WA) phase is to adjust this weight until the 
fittest neural node is returned. This way, the controller 
finds a Least Loaded Path (LLP) to route traffic.  Assefa 
and Ozkasap [144] propose a Machine Learning Frame-
work for energy efficient routing and QoS optimization. 

In a similar effort, Deng and Wang [145] applied Simu-
lated Annealing (SA) to design a PSA to meet the specific 
QoS requirements of SDN-based IoT applications. AQRA 
incorporates a traffic classification module to categorize 
applications into high, medium, and low priority. The 
classification is according to QoS Class Identifier (QCI) 
obtained from the application profile set by the service 

providers. An initial path is determined using Dijkstra 
but updated later by SA for each flow. The SA-based 
module designs the routing rules according to the ap-
plication profile.  In another work [147], Energy Optimize 
Routing with Congestion Control for SDN WBAN is de-
veloped using Spider Monkey Optimization techniques. 
The network's weight/cost of available paths is mod-
elled with residual energy level, link reliability, path loss, 
and queue length. Therefore, an optimum path among 
the paths is selected using the SMO algorithm. In a dif-
ferent approach, Naïve Bayes is used by El-Garoui et al. 
[148] to solve a routing problem. The solution optimizes 
Communication Overhead (CO) and Transmission Laten-
cy (TL) between pervasive nodes in SDN-VANET. The MLT 
influences CO reduction between the controller and RSU 
by predicting vehicle location as per RSU.

3.4.1. Genetic Algorithm (GA) Approach

Yu and Ke[149] acknowledge that video streaming is a 
pervasive killer application in the modern internet that 
require a highly efficient routing method to meet users' 
QoS demand. For this reason, they exploit the Genetic 
algorithm (GA) to develop a routing algorithm (GA-SDN) 
that can enhance video traffic over SDN. GA-SDN model 
the network as a connected graph with candidate paths 
from the source to the destination represented as (si, list, 
sj). For any ingress traffic, the algorithm identifies a vid-
eo in two ways; (1) ToS/DSCP bits of the packet and (2) 
Port number. If any packets whose information matches 
any video stream protocol, GA-SDN will not forward it 
according to the default SP. Instead, the algorithm will 
check the link utilization to determine whether the avail-
able bandwidth can provide the required QoS support. 
The technique is benchmarked against BF Algorithm[56]. 
Similarly,[150] deploys a secured GA-Based module in an 
SDN controller to perform a route calculation task that 
selects a path with optimized energy-consumed nodes 
in an IoT environment. Block-Chain technology is used 
to maintain a list of malicious activities of nodes in the 
DP, which the GA-Based routing module consider when 
taking a PS decision.

In contrast to GA-SDN, Li et al. [151] use Non-domi-
nated Sorting Genetic Algorithm (NSGA II) to model a 
multi-objective optimization PS decision in SDN. It con-
tains Monitoring (NMM), Awareness(NAM), and Recon-
figuration (NRM) Modules. NRM receives instruction 
from NMM to reroute traffic to a better path when link 
utilization is high, or AVB is less than the flow require-
ments. The authors claimed that using NSGA II influ-
ences the reduction of forwarding latency and packet 
loss ECMP [6]. The work in [152] is another example of 
a routing problem solved with NSGA II. The authors ap-
plied the algorithm to propose a secure routing with 
untrusted DP switches.

3.4.2. Reinforcement Learning Approach

Reinforcement Learning (RL)[153] leverage the moni-
toring module of OpenFlow to gather comprehensive 
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network statistic to build state representation space for 
the reward and action tuples to use in SDN. RL variants 
like Q-Leaning, Q-routing, and SARSA-Leaning have 
been applied in SDN to optimize different PS problems 
[154]–[159].

Conversely, [154] propose Q-FDBA to address video 
streaming problems related to Quality of experience 
(QoE) fairness. A Q-Leaning is used as the cluster de-
cision algorithm to maximize the QoE. Other work by 
[155] combined State-Action-Reward-State-Action 
(SARSA)- with variable ɛ-Greedy function to solve SDN 
PS problems concerning congestion, packet queue 
waiting time, and transmission speed. In another ap-
proach, Huong et al. [157] combine RL with Deep Neu-
ral Network to develop a scheme called RLLP to address 
a load balance problem during PS. The reward function 
that guides the RLLP for load-balancing decisions con-
siders the link delay, standard deviation, utilization, and 
discount rates. Whereas [158] uses RL components to 
propose a framework for traffic-aware energy-efficient 
routing HyMER.  Similarly, in Shi et al. [159], the SARSA 

version of RL is also applied to develop a delay-aware 
PSA for SDN-supported power distribution application 
in an IoT environment (SDRS). SDRA uses an RL agent to 
adapt to the fluctuating network state and make a PS 
decision that improves system performance in terms of 
delay. Furthermore, an energy-efficient routing prob-
lem in large-scale SDN-IoT is also handled [160]. The 
authors propose two-level control mechanisms involv-
ing Multi-hop clustering MHC-RPL and a Q-Routing 
version of RL. However, in addition to its high conver-
gence time, the requirement of a Q-learning algorithm 
to maintain a Q-table for storing state, action, and re-
ward space information greatly limited its applicability 
to solving routing problems in SDN. Thus, to address 
the shortcomings of RL as experienced in Q_FDBA, Yu 
et al. [161] introduced a Deep Deterministic Policy Gra-
dient (DDPG) mechanism to replace Q-table use with a 
neural network. The authors proposed Deep Reinforce-
ment Learning (DROM) to optimize the routing proce-
dure. DROM is benchmarked with OSPF concerning 
convergence time, delay, and throughput metrics. 

Ref

Path Selection Criteria Use Case / Aim Design 
Objective

Solution Approach 
& BLA

Validation & 
Implementation ToolsParameters No of Constraints

IoT DCN WAN Others LB QoS FT RU AI MM / 
OtherLink 

Quality
Critical 
Switch

Flow 
Features MCP CSP MCSP

[146]  X X  X X X  X   X X X ANN
[144]  X  X X X X  X Energy X X X   X POX, Mininet SNDlib

[145]  X  X X   X X Campus 
Network   X X SA Dijkstra Ryu, Mininet-WiFi, 

D-ITG

[147]  X X  X X  X X WBAN X  X 
Spider 

Monkey MATLAB

[148]  X X X  X  X X VANET X  X X Naïve 
Bayes X Ryu, Mininet SUMO 

[149]  X   X X X X X  X  X X GA X Ns2, [108]myEvalSVC

[150] X  X X  X  X X Security 
&Energy  X X GA X MetaMask Ganache

[151]  X X X X X X X X    X  NSGA-II X Ryu, Iperf, Mininet 

[152] X RL, 
Untruth X X  X X X X Security X  X NSGA-II LP Matlab

[154]  X   X X X X X  X  X X Q-Leaning X ODL Mininet 

[155]  X X  X X X X X    X 
SARSA & 
ɛ-Greedy X Mininet [107]

[157]  X X  X X X X X    X  RL X Ryu, Mininet, DITG

[158]  X X  X X X  X Energy  X X 
RL, 

Leaning X POX, MininetSNDlib

[159]  X X X  X  X X PLC X  X X SARSA X --

[160]  X X X  X  X X Energy X  X 
RL 

Q-Routing X Cooja, Contiki, RPL

[161]  X  X  X X X X  X  X X DRL X TensorFlow 
Keras,,OMNeT

[162], 
[163]    X  X X  X X X  X  DRL X OMNeT

[164]  X X X  X X  X Backbone 
Network X  X X DRL, SA X OMNeT++

[165]  X X X  X X  X Sprint X  X X DRL X OMNeT++

[166]  X X X X  X X X NSF 
NetARPANet X  X X DRL Yen Ryu, Mininet 

[167]  X X  X X  X X Security X  X  DRL X Tensorflow
[168]    X X   X X FASNET  X X ACO X TinyOS, MintRoute

[169]  X X  X X X  X Energy   X  ACO LP Floodlight, Mininet, 
Iperf3

Table 7. Comparison Table of PSA with Machine Learning
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The works in [162][163] also did a similar thing with 
DRL to address the problem of amalgamating EF with 
MF on the same path. The authors consider multiple 
network resources such as switch cache, link band-
width to map, and schedule flow according to QoS 
requirements. In another effort, Maheswari et al. [164] 
also involved DRL to optimize routing procedures in 
SDN. The techniques aim to optimize network delay, 
network operation, and maintenance costs. The Traffic 
Matrix (TM), link weight, and network delay are rep-
resented by the state, action, and reward tuples. Like-
wise, in the work of Xu et al. [165], a DRL technique is 
integrated into SDN PSA to optimize performance con-
cerning delay, hop count, and throughput. Chen et al. 
[166] formulated a traffic engineering problem in SDN. 
They developed an RL-Routing, based on DRL to find 
an optimized solution. Network delay and throughput 
are modelled in the state representation space of DRL. 
The reward function taps these metrics from this space 
to build an action space. The action space comprises a 
list of all paths and their associated cost (reward). Fur-
thermore, the vulnerability of PSA in SDN to dynamic 
change of flow control rules at the time of malicious 
activities motivates Gou [167] to propose a DRL-based 
QoS- Aware security routing algorithm (DQSP) for IoT 
applications. DQSP is modelled to be immune to Gray 
Hole Attacks (GHA) and DDoS attacks. DQSP is evalu-
ated in terms of PDR, E2E Delay, and probability of path 
attack (PA).

However, the state space of RL is overpopulated with 
many metrics, whose extraction and calculation from 
the MM might overwhelm the controller.

3.4.3. Ant Colony Optimization Approach

Ant-Colony Optimization (ACO) technique is ex-
ploited to develop a Traffic Differentiated Routing 
(TDR) [168]. The authors formulate a transmission 
reliability and prediction model as an LP.  The model 
considers link availability and node forwarding abil-
ity to develop a TDR to guarantee the QoS of Flying 
Ad-hoc Sensor Networks (FASNETs). The also model 
seeks to arrive at a spanning tree that minimizes the 
average delay and improves data integrity for reliabil-
ity-sensitive applications. The NP-hard nature of the 
problem compels the authors to seek a solution from 
the ACO. Torkzadeh et al. [169] incorporate an energy 
optimization constraint for a load-balancing routing 
problem in SDN. The authors propose a two-phase 
solution to solve the problem. A minimum graph 
ACO is employed in the first phase to prune the net-
work topology. All inconsequential DP switches are 
discharged during routing, leaving only an energy-
minimized sub-graph. In the second phase, a QoS-
weighted PS technique is developed to route the 
traffic along paths with a balanced load based on a 
dynamic threshold value. 

4. OPEN CHALLENGES FOR FUTURE RESEARCH

4.1. PSA WITH LINK QUALITY AWARE 

4.1.1.  Network State Information Problem

All PSA considering link quality parameters, wheth-
er static or dynamic (See section 2.4 for details), de-
pend on Network State Information (NSI) for the PSD. 
The controller collects the NSI from the DP at time 
intervals and feeds it into the PSA to make the deci-
sion. PSA assumes this information to be accurate 
and adequate to make the right decision. The NSI is 
collected through sampling or polling techniques. 
However, if the former technique is used, the NSI 
might be inadequate or inaccurate at the time of PSD. 
However, it is a big challenge to maintain a high level 
of statistic collection accuracy in practice due to the 
periodic manner of the collection. Depending on the 
collection interval, the PSA might be called upon to 
take PSD during this interval. In this circumstance, the 
PSA must use the old information available. However, 
this might mislead PSA to make false positive or false 
negative decisions. Selecting the sampling period de-
pends on the topology size and density if an overhead 
reduction is critical in the network. Therefore, it will 
be interesting to undertake further study to explore 
how the NSI collection period by the controller can 
dynamically adapt to topology and traffic changes. 
The study should provide a balance between ad-
equate NSI for accurate PSD and message collection 
overhead on the controller. The idea of modelling link 
cost as a probabilistic metric is an exciting possibility 
in addressing inaccurate NSI. 

Furthermore, it is essential to note that PSA with 
multiple constraints might not necessarily be an NP-
complete problem. Instead, it further depends on 
other factors, such as topology size. Therefore, solution 
searching using an exact algorithm approach should 
be able to distinguish the scenario for which the com-
plexity of the problem is polynomial to refine the solu-
tion searching approach.

4.1.2. Service Level Agreement (SLA) 
 Evaluation Inconsistency 

Subjectivity in evaluating satisfaction and compli-
ance level of the QoS requirement captured in SLA by 
customers and service providers affects the trust and 
future relationship between them. The situation might 
sometimes lead to substantial financial loss for both 
parties [5]. This scenario is possible due to the lack of a 
QoS satisfaction measurement framework that can me-
ticulously verify, audit, and validate the guarantee level 
pledged to each as defined in the SLA. Therefore, it is 
an exciting research concept to imagine a quantitative 
and unified technique to objectively provide a detailed 
evaluation of such agreement. Incorporating AI tech-
niques might be helpful.   
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4.2 PSA WITH CRITICAL SWITCH AWARE

Several initiatives for different use cases have been 
proposed in recent years to solve a path selection prob-
lem for SDN. However, only a few have examined how 
SDN performs in dynamic, large-scale telecommunica-
tions networks, where heavy traffic flows are constantly 
generated. Similarly, the limited switch memory influ-
ences SDN performance in large-scale networks due to 
increased update operations and security-related risks. 
It is proven that in such an environment, many flows 
carry many packets in a short amount of time. Switch 
memory cannot hold the necessary amount of flow en-
tries. This limitation remains one of the research prob-
lems that need additional studies. i.e., managing mas-
sive flows with many packets in the power-hungry tiny 
switch flow table.

4.2.1. Rule Update Operation on Switch flow table 

Flow-table TCAM uses exact and wildcard matching 
rules for update operations [1]. Therefore, an effective 
PSA should understand the suitability of each possibil-
ity while formulating an optimization objective. Unlike 
exact rules, which must provide individual flow rules 
for each entry in a switch flow table. On the other hand, 
the wildcard rules allow multiple flows to be composed 
as one. This way, all identical entries can be recycled 
among various flows, thereby minimizing the number 
of entries and the overhead of frequent flow setup re-
quests. PSA should also consider that TCAM operates 
slowly during an update operation. Therefore, packets 
may experience delays, especially in large networks. 
Hence, failure recovery must strictly comply with the 
CGN latency requirements. 

4.2.2. Reactive and Proactive Rule Installation  
 Hybridization

The number of critical switches in a network can be 
reduced by hybridizing reactive and proactive flow 
rule installation approaches. Employing a proactive ap-
proach for time-constraint applications is a preference. 
In contrast, best-effort or applications without dead-
line violation can embrace the reactive approach. For 
PSA to effectively utilize the limited TCAM space and 
decrease overhead and packet delay, efficient flow rule 
allocation should incorporate both reactive and proac-
tive approaches. Therefore, designing a PSA while tak-
ing traffic variations along with these approaches will 
be an intriguing research topic. Re-routing rules should 
be executed in under 25ms to satisfy the strict QoS 
specifications of real-time applications.

4.3. PSA WITH FLOW CHARACTERISTICS  
 AWARE

Traffic management has become essential to com-
puter network design requirements [170]. The concept 
impacts various computer network areas of concern. 
E.g., Security issues such as intrusion and violation de-

tection, glitch discovery such as TCP incast [171], and 
anomaly tracking such as DDoS [172]. Other areas are 
Traffic Engineering (TE), Quality of Service, Resource 
Management, Energy, PS Optimization and flow rerout-
ing, Service Level Agreement (SLA) Appraisal, and Au-
diting. Most of the PSA with traffic awareness involves 
detecting and classifying a  flow according to priority, 
size, or duration. The following issues are areas of con-
cern that call for further investigation.

4.3.1. Flow Feature Selection Dilemma

Flow statistics such as size, duration, rate, or burst are 
used to compare a flow against a pre-defined thresh-
old to classify flows accordingly. The threshold value 
can be fixed or adaptive. Selecting the flow feature for 
flow classification depends on the design objectives of 
the problem. There is no unanimous settlement on 

4.3.2. Threshold Value Determination Challenge

The selection of a threshold value by most of the ex-
isting flow-aware PSA lacks a specific and systematic 
justification. Both static and adaptive threshold values 
run into this problem. Most of the papers reviewed in 
section 3.3 cited previously published works, for which, 
at the end of the citation chain, there is no justification 
for the chosen threshold. That trend is observed across 
numerous works. As a result, rather than being system-
atic, threshold selection in existing studies appears ad 
hoc. A study in [79] suggests that the preconfigured 
fixed threshold parameter for EF detection incurred 
high detection error rates because of its ability to adapt 
dynamically in real-time to constant traffic variability in 
a contemporary network. The tendency to report false 
positive and false negative errors is significant. The 
techniques do not adequately consider the dynam-
ics of network traffic. Instead of being static, network 
traffic is dynamic. It may alter over time in response 
to variables such as the time of day, configuration 
changes, failures, or adjustments to the topology and 
instrumentation. Every time the threshold needs to be 
adjusted, the classification must be repeated to reflect 
the dynamic nature of the network. Manual threshold 
adjustment is nonetheless impossible due to the non-
deterministic and frequent changes in network traffic 
conditions.

4.3.3. Flow Identification Overhead  
 and Accuracy challenge

Flow detection mechanisms incorporated in PS 
schemes incurred some overhead in the stage of statis-
tics gathering. Statistics-gathering techniques can be 
through sampling, polling, triggering, or hash functions. 
Each of these techniques has specific strengths and 
weaknesses regarding application areas and scenarios. 

Sampling is one of the most adopted methods to ac-
quire and profile networks for traffic analysis. Popular 
sampling method such as sFlow [35] has been incor-
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porated by several (EFDM). It is scalable and adaptable 
to traffic heterogeneity in DCN [79], as several switches 
can be monitored efficiently by the sFlow protocol. In 
contrast, polling techniques deal with every flow entry 
in the flow table. A prior study [79] reveals that 64kb 
or 88bytes messages will return to the controller for 
each polling request. This data might not seem much, 
but if the average DCN size with 100 edge switches is 
factored in, that can reach up to 10mf/s on average. 
Summing up that for 88bytes, the total data to return 
will be up to 65GB. This data will dominate the limited 
bandwidth of the northbound interface. Therefore, em-
ploying this method to gather network statistics for EF 
identification in DCN will cause significant overhead 
and bandwidth mismanagement. Ref [4] suggests that 
EF are few in a DCN; thus, it is inefficient to accumulate 
data on each flow to detect EF in the network.

On the contrary, the triggering approach sets up a 
sniffer agent or applications at the end host [84]. The 
technique detects and classifies flows before transmis-
sion directly and precisely. Once the dimensions of a 
flow (e.g., socket buffer, flow size) surpass a set-up 
threshold, the EFDM decides that the flow is indeed an 
EF. The method reduces the overhead. However, it is 
impractical in DCN due to the requirement of changing 
the operation of each end host. For these reasons, it is 
interesting to conduct further studies in that direction.

4.4. PSA WITH MACHINE LEARNING 
 TECHNIQUES 

One of the significant challenges of employing ML 
techniques to solve real-life problems is the data set 
availability for model training. Privacy and confidenti-
ality issues associated with computer networks make 
sharing this data difficult and scarce. The situation is 
worse in SDN because the technology is still emerging. 
For this reason, future research should be directed to-
ward building and expanding the existing Opensource 
data set, such as SDN ITZ.

Secondly, PSA sought through ML should be adapt-
able to factors like communication mediums and ap-
plicable to technologies like Low-power and lossy net-
work (LLNs) use in WSN. The forms of communication 
such as unicast, multicast, or broadcast applications 
(use case) like fog computing, DCN, and 5G. Likewise, 
traffic heterogeneity should be considered along with 
prediction patterns to guide the adaptation. Thus, NSI 
must be obtained regularly for accurate prediction and 
PS policy formulation. Thirdly, the ML model should in-
corporate safe mechanisms to preserve NSI integrity. 
This mechanism inclusion is necessary to avoid inac-
curate findings or inconsistent decisions because the 
data collection could be impeded or even altered. 

4.4.1. Training Dataset Scarcity Problem

One of the significant challenges of employing ML 
to solve real-life problems is the data set availability 

for model training. Privacy and confidentiality issues 
associated with computer networks make sharing this 
data difficult and scarce. The situation is worse in SDN 
because the technology is still emerging. For this rea-
son, future research should be directed toward build-
ing and expanding the existing Opensource data set, 
such as SDN ITZ.

4.4.2. Intelligent Flow Table Management

In large networks, many flows arrive regularly, neces-
sitating the installation of relevant rules in a flow table to 
occupy substantial storage space. Most SDN TCAM-relat-
ed solutions in the literature are only evaluated on small 
networks [173]. What works for these networks cannot 
be compared to the number of devices in an extensive 
network such as WAN, DCN, or (IoT).  ML techniques are 
handy for managing devices like switches and control-
lers. Many ML approaches, however, concentrate on flow 
classification and flow monitoring. Most research focus-
es on selecting the optimum traffic flow to be installed 
in advance rather than forecasting traffic flow for real-
time applications and best-effort traffic. OpenFlow pro-
vides built-in data collection that stores flow-statistic like 
packet counts. This statistical data shows how frequent 
traffic flows. It will be interesting to develop a plan that 
takes advantage of this built-in data collection to reduce 
TCAM space usage. So the flow matching rate can speed 
up. Perhaps by applying fuzzy theory in the choice of re-
currently used flow rules to be placed in the flow table.

5. CONCLUSION

SDN provides flexibility in managing the complexity 
and demand of our modern network, which was unable 
to be provided by traditional architecture. In this paper, 
we picked the network management task of path selec-
tion for routing traffic and reviewed the existing algo-
rithms under four categories. (1) To guide their PSD, the 
PSAs with static link quality under different traffic condi-
tions or dynamic link quality. (2) The PSAs that evaluate 
the criticality of a switch in terms of an update operation, 
flow table, and port capacity to guide PSD. (3) The PSAs 
that consider the traffic flow heterogeneities in terms of 
size, duration, burst, and priority to guide PSD. (4) The 
PSAs that use ML for PSD decisions. For each category, 
the papers were reviewed considering their path selec-
tion criteria, use case, design objectives, solution ap-
proach, baseline algorithms, and validation approaches. 
A comparison summary table is given at the end of each 
category. Based on the review, some persistent chal-
lenges related to each category are identified and rec-
ommended for further study. For instance,  inaccurate 
and inadequate NSI in PSA with dynamic link quality and 
SLA evaluation are challenges that need further study. 
Secondly, rule update operations overhead is a chal-
lenge in PSA with critical switch awareness. The paper 
suggests hybridizing reactive and proactive rule instal-
lation approaches to optimize PSA convergence. Thirdly, 
the paper identifies flow feature selection and threshold 
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value challenges during flow classification. Furthermore, 
the paper identifies flow identification overhead and ac-
curacy as issues requiring further research efforts associ-
ated with PSAs considering traffic dynamics. Lastly, the 
paper identifies training dataset scarcity as a problem 
faced by PSA employing ML.  
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