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Abstract – In this article, different design configurations of rectangular microstrip patch antenna (RMSA) array operating at 
S-band frequency are presented. The substrate material utilized in the designs is Rogers-RT-5800 with dielectric permittivity (Ԑr= 
2.2), thickness of (h=1.6 mm), and loss tangent of (δ = 0.009). The performances of a single element, (1×2), (2×2) and (1×4) array 
elements operating at (3.6 GHz) are investigated using the CST and HFSS numerical techniques. The simulation results indicates that 
the antenna gain of (8.68, 10.35, 10.43 and 10.52) dB, VSWR (1.045, 1.325, 1.095 and 1.945), return loss (-34.91, -17.15, -27.42 and 
-12.26) dB, and bandwidth (85.00, 200.00, 215 and 106.4) MHz are achieved with the implementation of HFSS for advanced single 
element, (1×2), (2×2) and (1×4) array elements, respectively. Besides, the corresponding antenna parameter values provided by CST 
are, gain (7.36, 9.8, 9.87 and 10.30) dB, VSWR (1.011, 1.304, 1.305 and 1.579), return loss (-44.97, -17.58, -17.55 and -14.01) dB, and 
bandwidth (92.28, 204, 229.49 and 129.12) MHz, respectively. The results also reveals that the higher gain and wider bandwidth are, 
respectively, achieved with (1×4) and (2×2) array configuration arrangement and with both simulation techniques. Additionally, 
a good agreement and an advancement between the obtained results with the ones previously studied for the same array types 
operating at S-band frequencies are also observed.  

Keywords: Patch Antenna, Microstrip antenna, antenna array, wireless communication, s-band.

1.  INTRODUCTION

In the field of wireless communications, the antennas 
have played a significant role, and have many forms in-
cluding patch antennas, wire antennas, horn antennas 
and parabolic antennas, having own properties and 
applications and without which the world could never 
reached at this stage of developed technology systems 
[1,2]. In the last two decades, the wireless communica-
tion systems have been developed from analog into 
digital technologies systems to improve the data rate 
capability and increase the speed of multimedia trans-
mission [3]. New 5G frequency bands which utilized 
(3.3-3.8) GHz in several countries around the world, for 
the 6 GHz sub-band, have been approved to support 
higher data speed transfer [3,4]. 

On the other hand, as technological innovations for 
instance smart phones, Internet-of-Things (IoT), wear-

able and handheld devices become smaller over the 
time, it is critical yet challenging to develop an antenna 
geometrical arrangement that maintains at a particular 
band frequency providing high directivity, gain, wider 
bandwidth, and high-quality services [1,5]. Therefore, 
the MSA can be regarded as a reliable candidate for the 
new wireless application systems due to its low cost, 
light weight and ease of fabrications. However, the MSA 
has a number of drawbacks, including low gain and nar-
row bandwidth which make the researcher to develop 
methods to overcome these MSA disadvantages. 

Many studies were published in the literature pro-
posing different feeding methodologies, slots, de-
fected ground plane, various antenna arrangement 
arrays to achieve antenna improvement characteristics 
[6,7]. Among these methods, the MSA arrays of vari-
ous geometrical construction have been increasingly 
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employed in recent years, since they are durable and 
provide very attractive performance for several applica-
tion systems such as, 5G, satellite, medical applications, 
WLAN, radar, personal technology and military applica-
tion systems [8-10]. A planar slot RMSA array operating 
at (3.5 GHz) was designed and fabricated by [11] for a 
sub-6 GHz 5G wireless application systems. It was found 
that the proposed antenna provides a gain, efficiency 
and bandwidth of the order of (4.2 dB), (82%) and (19 
MHz), respectively. A RMSPA gain improvement through 
an array of (4x1) configuration operating at (2.5 GHz) 
was designed and simulated on the FR4 dielectric sub-
strate of thickness (1.6 mm) making it reliable for WiMAX 
applications [7]. Besides, a higher radiation performance 
for an inset fed single element, (1x2) and (1x4) arrays 
RMSPA placed on Rogers-RT-5880 with thickness (1.6 
mm) operating at (2.4 GHz) for WLAN applications was 
achieved by [12] using IE3D numerical method.  Addi-
tionally, a single RMSA array with (1x2) and (2x2) arrays 
was proposed to operate at S-band frequencies using 
FR4 dielectric substrate of thickness (1.6 mm) [13,14]. On 
the other hand, a coaxial probe fed single RMSPA, (1x4), 
(2x2) and (4x4) element arrays were designed and in-
vestigated by [15] using RT-Duriod dielectric substrates 
with thickness (h=3.175 mm) to operate at (1.48 GHz) 
for radar application systems. Moreover, the directivity 
enhancement of a triangular MSA operating at (5.5 GHz) 
was proposed and fabricated through a T-junction inset 
fed of (2x2) patch element arrays using FR4 epoxy as a 
substrate material with thickness (1.6 mm) [16]. Besides, 
the size reduction of RMSA array operating at (2.4 GHz) 
with acceptable radiation performance were investigat-
ed by [33] using different array configuration types. Gen-
erally, these research woks displayed that the gain and 
bandwidth could be enhanced properly with the use of 
reliable array constructions. 

Therefore, this work is established to improve the 
overall radiation performance of RMSA array operating 
at (3.6 GHz) through an investigation of various geo-
metrical array configurations.  The design procedure is 
performed by arranging four element RMSA array in a 
form of single patch, (1x2), (2x2), and (1x4) array geo-
metrical configurations and the fundamental antenna 
parameters for each of them are calculated using both 
HFSS and CST simulation methods. The main purpose 
of the study is intended to attain a lightweight antenna 
providing reliable gain and wider bandwidth suitable 
for most S-band application systems which is a part of 
the electromagnetic spectrum ranged between (2-4) 
GHz. This band frequency is selected due to the fact 
that it implemented for radio and television, satellite 
communication, radar weather station, wireless net-
work and ship radar [17,18]. 

The remind section of the article is organized as 
follows. In section 2, a theoretical design calculation 
of the physical dimension for single element, (1x2), 
(2x2), and (1x4) array array RMSA array elements are 
described. The computation of the fundamental RMSA 

array parameters for each mentioned array configura-
tion are presented and discussed in section 3. The main 
conclusion and recommendation for future work are 
mentioned in section 4. 

2. MATERIAl METHOD

In this study, a single (MSA) is designed and then up-
graded to the two and four (MSA) elements in both the 
parallel (corporate) with series feeding method, to im-
prove the value of gain, directivity and bandwidth. The 
design procedure for all mentioned array cases is per-
formed by the implementation of both CST and HFSS 
software package. These two simulation methods are, 
respectively, based on the numerical methods known 
as Finite Element Method (FEM) and Finite Integral 
Techniques (FIT) [19]. The (FEM) is an alternative com-
putational electromagnetic method (CEM) suggested 
to determine a solution of partial differential equation 
in the frequency domain. It was proposed in the 1940s 
by Courant and it was firstly employed to solve prob-
lems containing difference in electric potential but it is 
now widely used in the field of RF/microwave system 
technology. In this technique, the total domain is dis-
cretized into a sub-domain of unordered mesh which is 
a successful solver for complicated structures and non-
uniform objects which offers a high degree of geomet-
ric tolerance [20]. Meanwhile, in (FIT), the solution of 
Maxwell equations can be derived from both frequen-
cy and time domains and it was firstly approved by 
Weiland 1977 [21]. This method is suitable to different 
electromagnetic problems extending from static field 
measurements to high frequency applications in time 
as well as frequency domain. The (FIT) is composed of 
distinct types of grids, like non-orthogonal or Cartesian 
and describes a volume within Maxwell’s equations 
which can be resolved in a finite unit of discrete loca-
tions. Hence, (FIT) is extremely equivalent to the finite 
difference time domain method (FDTD) [2].

Furthermore, both CST and HFSS are a full-wave elec-
tromagnetic field (EM) simulation software that helps 
to solve all 3D electromagnetic or mechanical second 
differential problems [2]. As the antenna operational 
frequency (fr) , dielectric substrate permittivity (εr) 
and substrate thickness (h) are specified, then the di-
mensions of patch and ground plane are computed 
through some mathematical expression provided by 
transmission line method. Later, the radiation perfor-
mance for each of the mentioned array structures are 
computed using CST and HFSS simulation methods. 
The simulation design for single element RMSA and 
considered array configurations are described in the 
following subsections.

2.1.  SINglE ElEMENT

The design of single element RMSA with specification 
of its patch and fed line dimension is demonstrated in 
Figure (1) which are computed by implementing both 
mentioned simulation software techniques. 
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The proposed antenna is built up on Rogers-RT-5800 di-
electric substrate of relative permittivity (Ԑr=2.2) and thick-
ness of (h=1.6 mm) and having loss tangent of (δ=0.009) 
[22,23]. In the design procedure, an extensively inset fed 
and transmission line feeding methods have been uti-
lized and their patch and line dimensions are evaluated 
through the following equations based on transmission 
line method [11]. The first quantity is the patch width (Wp) 
and it can be determined using equation [24]:

(1)

where, (fr) is the antenna operating frequency, (c) is 
speed of light in free space and (εr) is the substrate rela-
tive permittivity. The second parameter that must be 
specified is the effective dielectric constant (εeff) which 
is introduced due to the fringing field effect and for 
RMSA is calculated as given by [24]:

(2)

As a consequence of radiation fringing effect on both 
sides of the patch, then the length is extended by an 
amount (∆L) and is determined through an equation 
given by [24].

(3)

and,   

where, (Leff) is the patch effective length is expressed as:

While the actual patch length (Lp) can be obtained 
with respect to the extension and effective length of 
the patch as:

(4)

(5)

To improve the performance of the patch antenna de-
sign, the ground plane should be larger than the patch 
dimensions by approximately six times as the substrate, 
hence the width (Wg) and length (Lg) of substrate are cal-
culated by using the following relations [13,25]:

(6)

(7)

Moreover, the width of feed line (Wf) can be obtained 
from input impedance equations as mathematically 
expressed by [9] as:

(8)

where, (Z∘) is the antenna impedance, and for trans-
mission line feed is equal to 50 ohms, while, the char-
acteristics impedance (Z∘) of the two microstrip lines is 
given by [6] as:

(9)

Moreover, the length of the inset-fed line is specified 
by [7]:

(10)

Depended on the above equations, the single RMSA 
dimensions after optimization through the mentioned 
simulation methods are determined and the results are 
summarized in the Table 1.

Fig. 1. Top view of simulated single RMSPA with (a) 
HFSS and (b) CST.

Table 1. Dimension optimization of single element

Parameters Description Value(mm)

Wp Patch width 27.00

Lp Patch length 31.48

Gpf Gap between Line feed and Patch 3.75

Fi Inset-feed length 8.15

Lf Transition line length 33.06

Wf Microstrip line feed width 6.75

Wg Ground width 64.25

Lg Ground length 82.06

H Substrate thickness 1.575

2.2. ANTENNA ARRAy

As mentioned before, the antenna array is usually 
employed to enhance the antenna directivity, gain and 
plays different roles that are not achieved normally 
by a single element [26]. Generally, the array factor is 
depended on the array elements, space between ele-
ment, geometry of the array and excitation vector. For 
one-dimensional linear array, the mathematical expres-
sion for the array factor is formulated as given by [27]:

(11)

While, for two-dimensional planner array, this factor 
is expressed as [27]:

(12)
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Where, (r̂) is the elements vector location, (Imn) is 
amplitude and (αmn) is the excitation phase for (mth,nth) 
elements to achieve maximum directivity in the given 
direction (θ,∅)[28]. Regarding the parameters that have 
been evaluated for single patch element, a (1x2), (2x2) 
and (1x4) RMSA arrays are built. The rectangular patch 
elements are implemented in a linear and planer con-
figuration, using inset line feed techniques with input 
impedance of (50 Ω). Each patch elements arrays are 
separated by (0.5 λ) with optimized dimensions as 
demonstrated in Figures (2 and 3) which are designed 
with CST ad HFSS. This arrangement has the benefit of 
becoming easier to establish as well as being efficiently 
optimized by the patch's inset-fed and length of the in-
set fed [29,30].

Fig. 2. Top view of proposed (1×2) RMSA arrays 
simulated by (a) CST and (b) HFSS.

(a) (b)

(a) (b)

(c)

Fig. 3. Top view of proposed (2×2) RMSA arrays 
simulated by: (a) CST, (b) HFSS and (c) (1×4) by CST.

When the dimensions of the patch, ground plane, 
fed-line as well as dielectric substrate characteristics 
are specified, then the radiation performance of each 
array configuration are evaluated by both simulation 

method and the result are presented in the form of 
table or graphs as described in the next section.

3. RESUlTS AND DISCUSSION 

As previously mentioned, the main purpose of the 
present work is to develop a high gain and wider band-
width (RMSA) with lightweight as well as offering better 
radiation characteristics suitable for compact S-band 
wireless applications systems operating at (3.6) GHz. 
According to the optimized patch, ground plane and 
inset-fed dimension values of the proposed antennas, 
the reflection coefficient (S11), voltage standing wave 
ratio (VSWR), gain, directivity, bandwidth and antenna 
radiation pattern for each mentioned array configura-
tion have been analyzed by both HFSS and CST com-
putational methods. The calculated results of the simu-
lated RMSPA parameters are presented and explained 
in details in the following sub sections.

3.1. RETURN lOSS (S11) AND VSWR

The computed results of the S11 parameters for the 
single element and (1x2) array element RMSPA are 
shown in Fig. 4. It is clearly seen from this figure that 
the simulated (S11) for single element reaches a value 
of (-34.91) dB with a bandwidth of (85) MHz in HFSS, 
while it arrives a value of (-44.97) dB and bandwidth 
of (92) MHz at (3.6) GHz with implementation of CST. 
While, the values of (S11) are (-17.15 and -17.58) dB 
for (1×2) elements RMSA arrays within a bandwidth of 
(200 and 204.42) MHz for HFSS and CST, respectively. 
However, the value of S11 parameter as a function of 
frequency for (2x2) and (1x4) array types are (−17.55 
and -27.58) dB with a bandwidth (229.49 and 215) MHz 
and (−14.014 and -12.969) dB with a bandwidth (129.12 
and 106.90) MHz by implementing CST and HFSS, re-
spectively as demonstrated in Fig. 5. These computed 
results reveal a significant enhancement in the band-
width with increasing antenna array elements and val-
ues of (S11) are more less than (−10) dB, which indicate 
the impedance matching as well [9,14]. Additionally, 
these results also displays that the (2x2) RMSA array 
configuration provide higher bandwidth operation 
compare to the other array arrangement considered in 
this investigation.

In contrast, the (VSWR) that is represent the amount 
of radio frequency power that properly converted from 
the source into the transmission line towards a load is 
also computed for all considered cases and with both 
simulation methods [31]. The calculated results of VSWR 
obtained for single element and (1x2) array RMSA are 
(1.045 and 1.011) dB and (1.305 and 1.325) with the 
implementation of CST and HFSS, respectively as shown 
in Fig. 6. Besides, the simulated results of VSWR pre-
dicted by both CST and HFSS techniques for (2x2) and 
(1x4) array types are, respectively, (1.094 and 1.350) dB 
and (1.579 and 1.945) dB as demonstrated in Fig. 7. Ac-
cordingly, these figures indicates that the VSWR for all 
considered cases are smaller than 2 (VSWR < 2) which 
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is regarded as an optimal limit which leads to enhanced 
antenna radiation performance for use in S-band wire-
less commutation systems [31].

3.2. ANTENNA RADIATION PATTERN

The antenna radiation pattern define as the graphi-
cal descriptions of radiation fields and through which 
the characteristics of antenna radiation power would 
be identified over large distances and in different spa-
tial orientations [32]. Figs. (8 and 9), display the three-
dimensional calculated gain, consequently for the 
proposed single element, (1x2), (2x2) and (1x4) RMSA 
arrays. The computed results achieve by HFSS simula-
tor as depicted in Figs 8(a) and 9(a) suggest that the 
maximum values of gain are (8.68, 10.35, 10.43 and 
10.52) dB for advanced single element, (1x2), (2x2) and 
(1x4) (RMSA arrays operating at (3.6) GHz, respectively. 

Furthermore, the higher antenna gains values pro-
vided by CST techniques for single element, (1x2), 
(2x2) and (1x4) RMSA arrays are, respectively, (7.36, 
9.8, 9.87 and 10.30) dB, as obviously seen in Figs. 8(b) 
and 9(b). Generally, according to the results displayed 
in these figures, one clearly observes that the antenna 
gains increase with increasing antenna elements and 
all of which lies within an acceptable value reliable for 
S-band application systems. In addition, these results 
also implies that the (1x4) and (2x2) array configura-

tions maintain higher antenna gain compare to the 
other considered geometrical arrangements. Besides, 
both simulation techniques are also employed to 
compute the two-dimensional polar pattern view of 
E-plane radiation fields and the results are graphically 
presented in Figs. 10 for single element, (1x2), (2x2) and 
(1x4), respectively. It is clearly seen from these figures 
that as the number of patch element increase more 
side and back lobes are introduced while maintain the 
main beam in the same direction. Among which, the 
(2x2) array configuration provide lower side lobe level 
power as can be depicted in Fig 10(c) which support 
the reliability of this configuration to be applicable for 
more practical wireless communication systems.

Moreover, the overall RMSA array parameters such as, 
S11, VSWR, gain, directivity, efficiency and bandwidth 
that have been achieved with both simulation soft-
wares and for each considered array congigurations 
operating at (3.6 GHz) are summurized in Table 2. 

Finally, these calculated parameters are compared to 
their corresponding value achieved by other research-
er working on the same array configuration and oper-
ating at various S-band frequencies and the results are 
presented in Table 3. The accuracy and advancement of 
our calculated gain and bandwidth parameters are ob-
served from this table as compared to the correspond-
ing available works performed previously.

(a) (b)

Fig. 4. Change of S11 depeneded on frequncy for (a) single element and (b) (1×2) array

(a) (b)

Fig. 5. Change of S11 depeneded on frequncy for (a) (2×2) and (b) (1×4) array
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(a) (b)

Fig. 6. Change of VSWR depeneded on frequncy for (a) single element and (b) (1×2) array

(a) (b)

Fig. 7. Change of VSWR depeneded on frequncy for (a) (2×2) and (b) (1×4) array

(a)

(b)

Fig. 8. 3D view of RMSA gain by (a) HFSS and (b) CST for single element and (1×2) arrays
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(a)

(b)

Fig. 9. 3D view of RMSA gain by (a) HFSS and (b) CST for (2×2) and (1×4) arrays

Fig. 9. 2D polar view of E-plane for (a) single element (b) (1×2) (c) (2×2) and (d) (1×4) arrays
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Table 2. Overall simulated antenna chrematistic results for each considered arrays.

Element No. Simul. Tech. S11(dB) VSWR gain (dB) Dir(dB) Efficiency % BW(MHz)

Single HFSS -33.12 1.045 8.61 8.73 98.62 85.00

1×2 HFSS -17.15 1.325 10.35 10.44 99.13 200.00

2×2 HFSS -27.42 1.094 10.43 10.81 99.42 215.00

1×4 HFSS -12.96 1.945 10.52 10.49 99.71 106.90

Single CST -44.97 1.011 7.36 8.30 88.67 92.28

1×2 CST -17.58 1.304 9.80 10.10 97.03 204.42

2×2 CST -17.55 1.305 9.87 10.30 97.19 229.49

1×4 CST -14.01 1.579 10.30 10.70 95.82 129.12

Table 3. Comparison of propose antenna parameter results with previous researches.

No. Elements S11(dB) VSWR gain (dB) Dir(dB) BW(MHz) f (MHz) Ref.

Single  Element 
(FEM)

-15.62 1.440 6.09 7.09 - 2.40 [20]

-16.624 - 5.1877 - 55 2.40 [29]

-22.89 3.29 70 2.38 [30]

-22.417 1.317 6.9981 20 1.44 [31]

-18.5 1.26 - - 2.40 [13]

-33.12 1.045 8.610 8.660 85.00 Present work

(1×2) Elements 
(FEM)

-17.30 1.670 7.58 8.14 - 2.40 [20]

-9.5 - 9.186 - - 2.40 [29]

-11.5 - 4.17 - 15 2.50 [30]

-22.99 1.150 - 4.62 250 5.50 [32]

-27.61 1.080 - 7.35 205 5.55 [32]

-7.25 2.540 9.24 - - 2.40 [13]

-19.31 1.650 11.42 12.17 - 2.40 [20]

-17.15 1.325 10.310 10.408 200.00 Present work

(2×2) Elements  
(FEM)

-30.34 1.070 - 12.91 173 5.58 [32] 

-32.34 1.170 - 11.28 186 5.55 [32]

-72.5555 0.004 - 14.739 20 1.44 [31]

-27.42 1.094 10.430 10.450 215.00 Present work

(1×4) Elements  
(FEM)

-22 - 13.2 - -- 60 2.40 [29]

-19.906 1.762 14.576 20 1.44 [31]

-8.25 2.260 10.29 - - 2.40 [13]

-12.969 1.945 10.52 12.250 106.90 Present work

Single Element 
(FIT)

-13.934 1.502 2.144 - 61 2.20 [26]

-44.830 - 1.369 6.759 - 2.40 [21]

-12.89 1.590 4.25 5.63 - 2.40 [33]

−26.5 - 4.2 - 190 3.50 [34]

-28.76 2.52 2.60 130 3.60 [3]

-44.97 1.011 7.357 8.298 92.28 Present work

(1×2) Elements 
(FIT)

-20.371 1.211 4.58 - 83 2.2 [26]

-11.21 1.750 9.225 9.633 29.3 2.45 [25]

-17.58 1.304 9.670 9.924 204.42 Present work

(2×2) Elements 
(FIT)

-18.086 1.280 4.714 - 83.6 2.2 [26]

-17.55 1.305 9.87 11.90 229.49 Present work

(1×4) Elements 
(FIT)

-20.372 5.284 10.59 - 2.5 [21]

-7.95 2.530 7.31 9.58 - 2.4 [33] 

-12.74 1.590 11.73 11.79 35.5 2.45 [25]

-22.5 - 4.52 - - 3.5 [12]

-14.014 1.579 10.30 12.30 129.12 Present work
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4. CONClUSIONS

This article has proposed a theoretical calculation 
methodology for designing a new single element, 
1x2, 2×2 and 1x4 elements RMSA array operating at 
(3.6 GHz) suitable for S-band wireless communication 
systems. The array performances presented here were 
investigated using both HFSS and CST numerical meth-
ods. Generally, the computed results reveals that a 
lower side lobe level power, reasonable gain and wider 
bandwidth of the order of (10.43, 10.40) dB and (215, 
229.49) MHz was achieved, respectively, for the case 
of (2x2) array elements. In addition, the simulation re-
sults indicated that the values of S11 are (-34.91, -17.15, 
-27.42 and -12.26) dB with bandwidth (85.00, 200.00, 
215 and 106.4) MHz and gain of (8.68, 10.35, 10.43 and 
7.86) dB by the execution of HFSS for designed single 
element, (1×2), (2x2) and (1×4) array configurations, 
respectively. Whereas the corresponding values of S11 
are (-44.97, -17.58, -17.55 and -14.01) dB, bandwidth 
(92.28, 204, 229.49 and 129.12) MHz and gain of (7.36, 
9.8, 10.40 and 9.87) dB with the implementation of CST 
for suggested element arrays, respectively. The issue 
of low bandwidth and gain which usually achieved by 
single element RMSA array has been resolved by the 
novel (RMSA) array models provided in this paper. The 
newly developed antennas are suitable to employ in 
radar, WLAN, S-band communications, and 5G wireless 
communication technologies.
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Abstract – The development of wireless technology in recent years has increased the demand for channel resources within a limited 
spectrum. The system's performance can be improved through bandwidth optimization, as the spectrum is a scarce resource. To 
reconstruct the signal, given incomplete knowledge about the original signal, signal reconstruction algorithms are needed. In this 
paper, we propose a new scheme for reducing the effect of adding additive white Gaussian noise (AWGN) using a noise reject filter 
(NRF) on a previously discussed algorithm for baseband signal transmission and reconstruction that can reconstruct most of the 
signal’s energy without any need to send most of the signal’s concentrated power like the conventional methods, thus achieving 
bandwidth optimization. The proposed scheme for noise reduction was tested for a pulse signal and stream of pulses with different 
rates (2, 4, 6, and 8 Mbps) and showed good reconstruction performance in terms of the normalized mean squared error (NMSE) 
and achieved an average enhancement of around 48%. The proposed schemes for signal reconstruction and noise reduction can 
be applied to different applications, such as ultra-wideband (UWB) communications, radio frequency identification (RFID) systems, 
mobile communication networks, and radar systems.

Keywords: signal reconstruction, bandwidth optimization, AWGN, noise reduction, baseband signal, NMSE, noise reject filter

1.  INTRODUCTION

Every day, current analog signals like our voices are 
used in the real world. These signals need to be sam-
pled, quantized, and encoded before being processed 
in a digital format [1]. "Reconstruction" or "interpola-
tion" of the signal refers to the process of returning the 
sampled signal to its original analog form. Every one 
of our everyday devices undergoes the reconstruction 
process, which is crucial for restoring the signal to its 

original form [2]. Multiple schemes have been pro-
posed for reconstructing a bandlimited signal from ir-
regularly spaced sampling data [3-5]. The phase of the 
signal can be used for reconstructing the signal [6], and 
other schemes can be used without using it [7]. 

There are multiple research studies that have devel-
oped various strategies for reconstructing pulse and 
stream of pulse signals and used them in various systems. 
A proposed effective doppler-based signal reconstruc-
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tion technique is used to restore the doppler spectrum in 
synthetic aperture radar (SAR) [8]. Other schemes based 
on compressed sensing (CS) are used for reconstructing 
the electrocardiogram (ECG) pulse signals [9-11], while 
[12] suggested a deep learning (DL)-based CS technique 
to reconstruct the ultrawideband (UWB) signal. Another 
approach is presented to the fast and accurate nonlinear 
pulse signal reconstruction for electromagnetic (EM) sen-
sors and its applications [13]. Other algorithms are used 
for reconstructing variable-width pulses [14] and ultra-
short pulses using DL [15]. The reconstruction of a stream 
of pulses for ultrasonic imaging was proposed using a 
noiseless finite rate innovation (FRI) method [16,17]. Many 
low-pass reconstruction problems have been successfully 
resolved via extrapolation [18-20].

In such real-world scenarios, it is necessary to estab-
lish appropriately accurate estimates of the inverse 
Fourier transform (IFT) based on this imperfect knowl-
edge. The primary objective of the prior proposed work 
in [21] is to present a new method for extrapolating a 
finite-frequency segment of a time-limited baseband 
pulse signal. The approach relies on choosing a starting 
and ending frequency (fs and fe) to send through the 
bandlimited channel while utilizing a selective band-
pass filter (BPF). A suggested algorithm is provided and 
put into practice on the receiver side in order to recon-
struct the signal once more and recover the majority 
of the signal's energy. By adjusting the adaptive band-
reject filter (BRF) in the receiver to only select the same 
transmitted band limits from fs to fe to reconstruct the 
signal, we can optimize the use of the channel band-
width instead of selecting the entire signal spectrum 
or the main lobe band that contains the majority of the 
signal's power, as required by conventional methods. 
The results of the proposed algorithm showed that the 
algorithm converges when the number of iterations of 
the reconstruction algorithm is increased, as in the case 
of working with a noiseless channel.

This paper extends the work in [22] by studying the 
effect of additive white Gaussian noise (AWGN) on our 
previously proposed baseband signal transmission and 
reconstruction scheme and proposing a new technique 
to minimize the effect of noise using an adaptive noise 
reject filter (NRF), which consists of a bandpass filter 
(BPF) with the same starting and ending frequency pa-
rameters as the whole system. The proposed technique 
has been tested on a pulse and a stream of pulses and 
showed good reconstruction performance in terms of 
the normalized mean square error (NMSE) when com-
pared to a noise-free channel. A list of used abbrevia-
tions is shown in Table 1.

The paper is organized as follows: Section 2 introduces 
the signal transmission and reconstruction scheme pro-
posed previously and applied to a pulse and stream of 
pulses. Section 3 discusses the traditional and proposed 
solutions for reducing the noise added to the channel, 
their limitations, and the proposed applications of the 
scheme. Finally, Section 4 presents the conclusion.

Table 1. List of abbreviations

Abbreviation Meaning

6G sixth generation

AWGN additive white Gaussian noise

BPF bandpass filter

BPF band-pass filter

BRF band-reject filter

CS compressed sensing

DFT discrete fourier transform

DL deep learning

dMRI diffusion magnetic resonance imaging

DSIC digital self-interference cancellation

DWT discrete wavelet transform

ECG electrocardiogram

EM electromagnetic

EVVM error vector magnitude

FFT fast Fourier transform

FRI finite rate innovation

FT Fourier transform

IFT inverse Fourier transform

IoT internet of things

KPCA kernel principal component analysis

LPF low-pass filter

LPR lost pulse ratio

LS least squares

MSE mean squared error

NMSE normalized mean square error

NRF noise reject filter

OFDM orthogonal frequency division multiplexing

PSNR peak signal-to-noise ratio

RFID radio frequency identification

SAR synthetic aperture radar

SI self-interference

SPR spurious pulse ratio

SVD singular value decomposition

UHF ultra-high frequency

UWB ultrawideband

UWOC underwater optical wireless communication

V2V vehicle-to-vehicle communications

WSN wireless sensor network

2. BASEBAND SIGNAL TRANSMISSION AND 
RECONSTRUCTION SCHEME

2.1 INTRODUCTION

The two main signal transmission mechanisms in any 
communication system are baseband and bandpass 
transmission. The baseband signal is distinguished 
by its low-frequency components, which include the 
DC component, such as the signal of the information 
source, such as human speech. Modulating the base-
band signal to higher frequencies results in a bandpass 
signal. The resultant bandpass signal is concentrated 
around the carrier frequency, ±fc. Figs. 1(a) and (b) 
show examples of baseband signals such as a pulse sig-
nal xp(t) with a duration of 2 ms and a stream of pulses 
xS8(t) with a data rate of 8 Mbps. 
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(a) (b)

(c) (d)

Fig. 1. Baseband signals (a) A pulse signal xp(t) with 
T=2 ms (b) A pulse stream xS8(t) with Rb= 8 Mbps  
(c) The spectrum of xp(t) (d) The spectrum of xS8(t)

The Fourier transform (FT) can be used to obtain 
the amplitude spectra of xp(t) and xS8(t), as shown in 
Figs. 1(c) and (d), respectively. The figures show that 
the maximum power of these signals is concentrated 
around the zero frequencies in the main lobe (more 
than 90%), and the remaining power of the signals is 
distributed along the side lobes. Theoretically, these 
signals have infinite bandwidth and cannot be trans-
mitted over band-limited channels. So, in order to send 
these signals over band limited channels, a low-pass 
filter (LPF) is applied to limit the signals’ bandwidth and 
then transmitted over those channels as in convention-
al systems.

2.2. THE TRANSMISSION TECHNIqUE

Fig. 2 depicts the block diagram of the proposed 
technique for transmitting and reconstructing base-
band signals. The transmitter consists of a generator 
to generate the baseband information x(t), which is a 
pulse or stream of pulses in our study. The transmission 
technique depends on selecting any window (W) of 
the baseband signal using an adaptive BPF instead of 
sending the whole signal’s spectrum or the main lobe 
only. The boundaries of the BPF are defined by a start-
ing frequency fs and an ending frequency fe. The filter 
will produce a signal g(t), which is distorted due to los-
ing some of the signal’s spectral information. 

At the transmitter, assume that the selective BPF is 
adjusted to send a window (0.3-3) kHz from the origi-
nal pulse’s spectrum xp(f), which represents 17.2% of 
its total average power. Also, assume that the transmit-
ted window of the pulse stream xS8(f) is (0.3-8.3) MHz, 
which represents 47.1% of its total average power.

Then, the transmitted signals gp(t) and gS8(t) will seem 
to be distorted due to losing some energy from their 
spectra, as shown in Fig. 3.

Fig. 2. Proposed technique’s block diagram

(a) (b)

Fig. 3. Transmitted distorted signals of (a) xp(t) with 
W= (0.3-3) kHz (b) xS8(t) with W= (0.3-8.3) MHz

2.3.  THE RECONSTRUCTION ALGORITHM

The block diagram of the baseband signal recon-
struction algorithm at the receiver is shown in Fig. 4. 
The aim of this algorithm is to reconstruct the signal 
xr(t) with the knowledge of a segment G(f) of the main 
signal’s spectrum X(f), then extrapolate the original sig-
nal’s spectrum by making use of the received segment 
Ĝ(f), and a prior knowledge about the time extent of 
the transmitted signal. 

The steps for reconstructing the baseband signal, as 
explained in Fig. 4, are as follows:

Step (1): IFT of the received signal’s spectrum. The 
output is a non-time-limited signal.

Step (2): Multiplying by a gate (rect) function p(t) with 
the same time extent as the original signal results in s(t).

Step (3): Applying the FT to s(t) to obtain S(f), a non-
bandlimited signal.

Step (4): Applying S(f) to a BRF with the same starting 
and ending frequencies of the transmitter (fs and fe) to 
obtain C(f).

Step (5): Adding the spectrum C(f) with the known 
received signal’s spectrum to be inserted into its dead 
space to be raised gives the first estimate of the recon-
structed signal’s spectrum X1(f).

Step (6): Calculating the IFT of X1(f) and repeating 
the loop again until reaching the required shape of the 
spectrum after N iterations.

Step (7): Calculating the IFT of XN(f) to get xn(t), which 
is the reconstructed signal after a certain number of it-
erations. The reconstructed baseband pulse stream sig-
nal of xS8(t) and its spectrum after 1 and 300 iterations 
are shown in Fig. 5.
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Fig. 4. The block diagram of baseband signal 
reconstruction algorithm

Fig. 5. The reconstructed pulse stream signal (8 
Mbps) and its spectrum after 1 and 3000 iterations

3. RESULTS AND DISCUSSIONS

3.1. THE EFFECT OF AWGN 
 ON THE ALGORITHM 

In this section, the effect of adding the AWGN to the 
received signal will be determined, and the algorithm's 
behavior on the reconstructed signal will be checked. It is 
assumed that the transmitted pulse g(t) with a transmit-
ted window band (0.3-3) kHz is passed through an AWGN 
with a SNR of 10 dB. The signal with noise ĝn(t) in Fig. 6 (a) 
is received and applied to the proposed algorithm in Fig. 
4 to reconstruct the baseband pulse signal again. As seen 
in Figs. 6 (b), (c), and (d), increasing N results in increasing 
the noise in the reconstructed signal. This is due to the ac-
cumulated addition of the received signal spectrum with 
noise Ĝn (f) in step 5 of the proposed algorithm shown in 
Fig. 4. So, the noise effect is increased by increasing the 
number of iterations; thus, the algorithm diverges. 

Table 2 presents the impact of changing three key pa-
rameters – transmitted window bandwidth (W), number 
of iterations (N), and signal-to-noise ratio (SNR) – on the 
reconstruction status in the presence of AWGN. 

Each column represents the variation of a single pa-
rameter, while the other parameters are held constant. 
The first column demonstrates the effect of altering the 
transmitted window bandwidth while keeping N and 
SNR fixed. Increasing W leads to a decrease in NMSE, 
indicating an improvement in the reconstruction's per-
formance. The second column illustrates the effect of 

adjusting N while keeping W and NMSE constant. Here, 
we observe that increasing the number of iterations can 
result in a higher NMSE value, which suggests a nega-
tive impact on the reconstruction accuracy. The last col-
umn shows the effect of modifying SNR while keeping 
NMSE and N constant. It is evident that raising the SNR 
can lower the NMSE value, thereby improving the recon-
struction performance. Therefore, an optimal balance 
between these parameters can be struck to meet the 
desired NMSE as per the system specifications.

Table 2. Effect of Transmitted Window Bandwidth, 
Number of Iterations, and SNR on Reconstruction 

Performance in the Presence of AWGN

Window BW (W) 
(N= 5, SNR=25 dB)

Variable (N) 
(W= 0-4 MHz, SNR= 25 dB)

Variable (SNR) 
(W= 0-4 MHz, N= 5)

P % NMSE N NMSE SNR NMSE

W= (0-2) MHz
5 0.0868 15 dB 0.3518

86.94 0.1389

W= (0-4) MHz
10 0.1701 20 dB 0.1516

93.09 0.0903

W= (0-6) MHz
15 0.3180 25 dB 0.0863

95.46 0.0665

W= (0-8) MHz
20 0.4714 30 dB 0.0689

96.48 0.0576

So, the traditional solutions to overcome the effect of 
noise in traditional systems are to increase the SNR at 
the receiver to overcome the noise signal’s power, or to 
increase the transmitted window band. Although these 
solutions may work, we will propose another effective 
solution to reduce the effect of noise without any need 
to increase the SNR at the receiver or increase the trans-
mitted window band.

3.2.  THE PROPOSED NOISE REDUCTION 
 SCHEME

As seen in the previous sub-section, adding the 
AWGN to the signal causes the algorithm to act very 
badly, and the signal cannot be reconstructed because 
the noise increases with every iteration, as shown in 
Fig. 6, causing the reconstructed signal to be loaded 
with more and more noise. The block diagram of the 
proposed technique to reduce the noise effect on our 
algorithm is shown in Fig. 7. The signals that explain the 
proposed scheme are shown in Fig. 8. 

The steps of the proposed technique are as follows:

Step 1: Calculating the FT of the received signal with 
noise ĝn (t) to get Ĝn (f) as shown in Fig. 8 (a) and (b). 

Step 2: Applying Ĝn (f) to a NRF, which consists of a 
BPF with the same fs and fe as the transmitter and the 
receiver, in order to reject all the noise that exists along 
the signal’s spectrum and keep the remaining spectrum 
as it is to result in a less noisy signal spectrum Ĝ(f) with 
zero noise in the shown regions (A, B, and C) in Fig. 8(c).

Steps (3-8): Applying the resultant spectrum of step 
2 [Ĝ(f)] to our proposed algorithm for N iterations, such 
as steps (1-6) in Fig. 4, to get XN(f).
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Step 9: Calculating the IFT of XN(f) to get the reconstruct-
ed signal xr (t) after noise reduction, as shown in Fig. 8(d).

(a) (b)

(c) (d)

Fig. 6. Effect of increasing N in the presence of 
AWGN with SNR= 10 dB on the reconstructed pulse 

after (1, 5, and 10) iterations with a transmitted 
window band (0.3-3) kHz

Fig. 7. Proposed noise reduction scheme block 
diagram

The proposed noise reduction technique is applied 
to different streams of pulses with different data rates, 
but we will focus on the results at 8 Mbps to be brief. 
Fig. 9 shows the reconstruction signals and their spec-
tra in a noise-free channel and an AWGN for an 8 Mbps 
data rate with a transmitted window band (0.3-8.3) 
MHz, which contains ≈47% of the total signal’s average 
power at SNR = 10 dB.

The Fig. 8 shows the reconstructed signal with ac-
cumulated noise after 5 iterations. The middle figure 
shows the reconstructed stream in a noiseless channel 
after applying the proposed noise reduction technique. 
It shows a good reconstruction status of the noisy signal 
after applying the scheme, which is very similar to the 
signal that is constructed without the existence of noise. 
A comparison of the spectra of all these signals is shown 
in the figure below. Also, the spectra of the reconstruct-
ed signals with and without noise are almost identical.

(a) (b)

(c) (d)

Fig. 8. Proposed noise reduction scheme signals: (a) 
Received signal with noise (b) FT of the received signal 

with noise (c) Received signal spectrum after noise 
reduction (d) Reconstructed signal after 5 iterations.

(a)

(b)

(c)

Fig. 9. Effect of noise reduction scheme on a 
transmitted window (0.3-8.3) MHz of an 8 Mbps 
stream with SNR = 10 dB, N =5 (a) Reconstructed 
signal without noise reduction (b) Reconstructed 
signal with noise reduction (c) A comparison of 

reconstructed signals’ spectra
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A comparison between the NMSE of the recon-
structed stream of pulses in a noise-free channel and 
the AWGN channel after noise reduction with the same 
parameters as in the previous section for different 
SNRs is shown in Fig. 10. For example, let us compare 
the reconstructed signal without noise and with 10 dB 
AWGN. Their NMSEs at different iterations are recorded 
in Table 3 for comparison. The figure also shows that 
when N<200 for any SNR value, the reconstructed sig-
nal after reducing the noise has a better reconstruction 
status than the reconstructed signal when the channel 
is noiseless, as it has a better NMSE value of 0.0719 than 
the other one (0.1256). This is approved in Fig. 11(a), as 
the mid-level amplitude of xr(t) with noise reduction 
has the same mid-level amplitude of the original signal 
x(t), but xr(t) without noise has a shifted value (0.24) by 
≈50% from x(t). 

At N= 184, there is an intersection between the two 
NMSE curves at 0.0723, in which the mid-level ampli-
tudes of the reconstructed signals in both cases have 
an amplitude offset of 20% away from x(t), as shown 
in Fig. 11(b). At N = 300, xr(t) without noise has a better 
performance than the other one (with noise), as it has a 
lower NMSE value (0.0556) and has the same mid-level 
amplitude value of x(t) as seen in Fig. 11(c). So, it is rec-
ommended to use the proposed technique for noise 
reduction to reconstruct an 8 Mbps stream signal in a 
noisy channel at N = 100 or 150.

The effect of changing both N and SNR on the recon-
structed signal after applying the noise reduction tech-
nique in the presence of the AWGN channel is shown in 
Fig. 12. It depicts that increasing N results in enhancing 
the NMSE value for any SNR. But fixing N while increas-
ing the SNR value does not enhance the NMSE very 
well except at low SNR values (≤5 dB). So if the designer 
needs to improve the reconstruction performance us-
ing the proposed noise reduction scheme, he/she does 
not need to increase the signal’s power, but he/she 
should increase the number of iterations to achieve a 
good reconstruction status.

Fig. 10. A Comparison between the NMSE of the 
reconstructed 8 Mbps stream of pulses with a 

transmitted window (0.3-8.3) MHz without and with 
the addition of AWGN in different SNRs

Table 3. NMSE of the reconstructed 8 Mbps stream 
in noise-free and AWGN channels at different 

iterations

Reconstructed 
signal xr(t)

NMSE at SNR= 10 dB

N = 100 N = 184 N = 300

Without noise 0.1256 0.0723 0.0556

With noise 
reduction 0.0719 0.0723 0.0902

(a)

(b)

(c)

Fig. 11. A comparison between the generated 8 
Mbps stream with the reconstructed streams in 

noise-free channel and AWGN channel at SNR= 10 
dB when (a) N= 100, (b) N= 184, and (c) N= 300.

Fig. 12. Effect of changing the SNR on the 
reconstruction algorithm in the presence of AWGN 

for the same data in Fig. 9 for different iterations
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Fig. 13. Reconstructed 2, 4, and 6 Mbps data streams with noise at SNR= 10 dB,  
W= 0.3-8.3 MHz and different iterations

Fig. 14. The proposed reconstruction algorithm in the RFID reader

Table 4. Comparison of Signal Reconstruction and Noise Reduction Techniques 
for Various Noisy Systems and Applications

Ref. 
(Year)

Signal 
Type

System/ 
Application Reconstruction Algorithm Noise 

Type
Noise Reduction 

Technique Performance Metrics & Result

[23] 
(2020)

Stream 
of 

pulses

IoT and mobile 
WSN

Sparse pulse representation 
for signal reconstruction AWGN Using denoising 

autoencoders

- Proposed method:  
LPR = 0.01, SPR = 0.02 

- Conventional method:  
LPR = 0.05, SPR = 0.1

[24] 
(2021) OFDM

IBFD 
communication 
in OFDM-based 
wireless systems

DSIC techniques, for 
estimating the SI channel and 
reconstruction of the SI signal

CP noise CPNR - Improved total suppression by 6 db. 
- Improved EVM by 5%

[25] 
(2022)

ECG 
pulses

Portable 
heartbeat 

detection system
DWT AWGN A combination of 

DWT and SVD
Proposed method average: 

MSE = 0.002, PSNR = 60.5 dB

[26] 
(2022)

Stream 
of 

pulses

X-ray single-
particle imaging

 A neural network pipeline 
for restoring diffraction 

intensities.

Poisson 
noise

Poisson noise 
reduction

An improvement in the MSE of 
roughly two orders of magnitude.

[27] 
(2021)

dMRI 
signal

MRI based 
systems KPCA AWGN KPCA denoising Better SNR improvements up to 2.7x

[28] 
(2022) OFDM UWOC systems CS- based channel estimation AWGN

Setting a noise 
threshold to 

remove useless 
channel taps.

Increased NMSE by 67% and 97% 
than and 97% than DFT and LS 

algorithms respectively

Proposed 
Method 
(2023)

Stream 
of 

pulses

Baseband and 
speech signals

Proposed Baseband signal 
reconstruction algorithm AWGN NRF An improved average NMSE by 47.7% 

after 100 iterations 
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Figure 13 depicts the implementation of the pro-
posed noise reduction scheme for reconstructing 
baseband signals from random streams of pulses with 
different data rates (2, 4, and 6 Mbps), transmitted win-
dow bandwidth of 0.3–8.3 MHz, and varying numbers 
of iterations, at an SNR of 10 dB. The received stream 
signals with noise for the different data rates are denot-
ed by gn-sx(t), while xr-sx(t) and xsx(t) represent the recon-
structed and original generated signals, respectively, 
which are compared to each other in each subfigure. 
The figure clearly illustrates the successful application 
of our proposed noise rejection scheme to reconstruct-
ing different data streams. The NMSE initially decreases 
as the number of iterations (N) increases but reaches a 
certain value beyond which it diverges and results in a 
worse NMSE value. For example, signal reconstruction 
for the 2 Mbps stream is perfect when the algorithm is 
run for up to 45 iterations, but beyond this point, the 
NMSE increases, leading to bad signal reconstruction 
status. Similarly, the optimal number of iterations for 
the 4 Mbps and 6 Mbps streams are 50 and 103, re-
spectively. It is worth noting that our noise reduction 
scheme using the NRF has limitations in that it cannot 
be applied for any number of iterations, as it converges 
to a certain number of iterations and then diverges.

Table 4 shows a comparison between different signal 
reconstruction and noise reduction schemes and their 
state-of-the-art applications. Their evaluation metrics 
are also compared in terms of lost pulse ratio (LPR), 
spurious pulse ratio (SPR), mean squared error (MSE), 
NMSE, and peak signal-to-noise ratio (PSNR). In [23], 
the authors propose a denoising autoencoder-based 
sparse pulse representation method for internet of 
things (IoT) and mobile wireless sensor network (WSN) 
systems where the proposed method achieved lower 
values of LPR and SPR compared to the conventional 
method. In [24], the authors use different digital self-
interference cancellation (DSIC) techniques for self-in-
terference (SI) channel estimation and reconstruction 
in orthogonal frequency division multiplexing (OFDM)-
based wireless systems. The proposed DSIC technique 
resulted in a 6 dB improvement in total suppression and 
a 5% improvement in error vector magnitude (EVM). In 
[25], the authors combine discrete wavelet transform 
(DWT) and singular value decomposition (SVD) for ECG 
pulse denoising in a portable heartbeat detection sys-
tem. The proposed method achieved an improved MSE 
of 0.002 and a PSNR of 60.5 dB.

In [26], a neural network pipeline for restoring diffrac-
tion intensities in X-ray single-particle imaging systems 
affected by Poisson noise is proposed, and this method 
resulted in an improvement in the MSE of roughly two 
orders of magnitude. The authors in [27] apply kernel 
principal component analysis (KPCA) denoising to dif-
fusion magnetic resonance imaging (dMRI) signals 
in MRI-based systems. The proposed KPCA approach 
led to better SNR improvements of up to 2.7x. In [28], 
the authors employ a compressed sensing (CS)-based 

channel estimation technique and set a noise threshold 
to remove useless channel taps in underwater optical 
wireless communication (UWOC) systems affected by 
AWGN. The proposed approach outperformed discrete 
fourier transform (DFT) and least squares (LS) algo-
rithms in terms of NMSE by 67% and 97%, respectively. 
Finally, the proposed approach applies a baseband 
signal reconstruction algorithm to AWGN in stream of 
pulses, baseband, and speech signals, achieving an im-
proved average NMSE by 47.7% after 100 iterations.

3.3. PROPOSED APPLICATIONS

In [22], the proposed baseband signal reconstruction 
algorithm was applied to different signal types such as 
pulse, triangular, composite, analog, stream of pulses, 
and speech signals, and the algorithm showed its suc-
cess in reconstructing most of their signals’ energy and 
thus reconstructing them. The proposed scheme for 
baseband signal reconstruction can be used in vari-
ous applications to reconstruct signals. For example, in 
UWB communications, it can reconstruct short-width 
pulses, while in radio frequency identification (RFID) 
systems, it can extract data transmitted by tags. Addi-
tionally, it can optimize bandwidth in mobile commu-
nication systems and recover pulses in radar systems. 
It can also optimize bandwidth in speech and audio 
processing applications.

In [29], a proposed real-world application in ultra-high 
frequency (UHF) RFID systems in which the proposed al-
gorithm is used to reconstruct the bit stream of regular 
data in malware-free and malware-injected scenarios, as 
shown in Fig. 14. In a malware-free scenario, the received 
signal g(t) is fed to a fast Fourier transform (FFT) block 
and then identified as malware-free or malware-injected 
data by the malware detector block. If it is malware-free, 
the data is passed directly to the reconstruction algo-
rithm to recover the original regular data, but if it is ma-
licious, it extracts the missing spectrum of the original 
regular data from the malicious data spectrum and then 
adds it to the received regular data spectrum, and then 
the proposed reconstruction algorithm is applied to re-
cover the regular data more quickly.

4. CONCLUSION AND FUTURE WORK

This paper proposes a noise reduction scheme to 
minimize the effect of noise on a proposed algorithm 
used to reconstruct the baseband signals. The algo-
rithm is based on sending small-transmitted window 
that carries a portion of the original signal's energy, 
and then reconstructing the signal again, thus opti-
mizing the used channel bandwidth. Although the al-
gorithm converges in noise-free channels, it diverges 
when noise is present, leading to bad reconstruction 
status in each iteration of the algorithm. At the receiv-
er, the noise can be minimized by using a traditional 
way by compromising between three parameters, the 
transmitted window bandwidth, the number of itera-
tions and SNR, but this is not an effective solution. So, 
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a noise reduction scheme based on adaptive NRF is 
proposed which is a function of the system's starting 
and ending frequencies. When tested on a baseband 
pulse and a stream of pulses in the presence of AWGN, 
the suggested scheme showed good reconstruction 
performance in reducing the noise effect. The perfor-
mance was evaluated in terms of NMSE compared to 
free noise channels. It was applied to different streams 
of pulses with various data rates (2, 4, 6, and 8 Mbps) 
and demonstrated good reconstruction performance 
in terms of NMSE, but only up to a certain number of 
iterations, after which the proposed scheme diverged. 
This algorithm may find applications in future sixth 
generation (6G) wireless networks, UWB communica-
tions, radar systems, RFID-based systems, and vehicle-
to-vehicle communications (V2V). Future research can 
further study this algorithm in these cases.

5. REFERENCES 

[1] M. M. Richter, S. Paul, V. Këpuska, M. Silaghi. “Digi-

tal Signal Representation”, In Signal Processing 

and Machine Learning with Applications, Spring-

er, 2022, pp. 3-38.

[2] Y. Yamamoto, M. Nagahara, P. P. Khargonekar, “A 

brief overview of signal reconstruction via sam-

pled-data H∞ optimization”, Applied and Compu-

tational Mathematics, Vol. 11, No. 1, 2012, pp. 3-18.

[3] L. Guo, C. W. Kok, H. C. So, W. S. Tam, “Fast and L2-

optimal recovery for periodic nonuniformly sam-

pled bandlimited signal”, Signal Processing, Vol. 

180, 2021, p. 107856.

[4] Z.-C. Zhang, “Nonuniform reconstruction of pe-

riodic bandlimited signals without sampling 

points’ number restriction”, Optik, Vol. 207, 2020, 

p. 163798.

[5] H. Zhao, R. Wang, D. Song, “Recovery of Bandlim-

ited Signals in Linear Canonical Transform Domain 

from Noisy Samples”, Circuits, Systems, and Signal 

Processing, Vol. 33, No. 6, Jan. 2014, pp. 1997-2008.

[6] V. Kishore, S. Mukherjee, C. S. Seelamantula, “Phase 

Sense—Signal Reconstruction from Phase-Only 

Measurements via Quadratic Programming”, Pro-

ceedings of the International Conference on Sig-

nal Processing and Communications, Bangalore, 

India, 19-24 July 2020, pp. 1-5.

[7] R. Balan, B. G. Bodmann, P. G. Casazza, D. Edidin, 

“Fast algorithms for signal reconstruction without 

phase”, SPIE Proceedings, Vol. 6701, 2007.

[8] S.-S. Zuo, M. Xing, X.-G. Xia, G.-C. Sun, “Improved 

Signal Reconstruction Algorithm for Multichannel 

SAR Based on the Doppler Spectrum Estimation”, 

IEEE Journal of Selected Topics in Applied Earth 

Observations and Remote Sensing, Vol. 10, No. 4, 

2017, pp. 1425-1442.

[9] J. Chen, S. Sun, N. Bao, Z. Zhu, L. -B. Zhang, “Im-

proved Reconstruction for CS-Based ECG Acquisi-

tion in Internet of Medical Things”, IEEE Sensors 

Journal, Vol. 21, No. 22, 2021, pp. 25222-25233.

[10] Z. Zhang et al. “Electrocardiogram Reconstruction 

Based on Compressed Sensing”, IEEE Access, Vol. 7, 

2019, pp. 37228-37237.

[11] M. Al Disi et al. “ECG Signal Reconstruction on the 

IoT-Gateway and Efficacy of Compressive Sensing 

Under Real-Time Constraints”, IEEE Access, Vol. 6, 

2018, pp. 69130-69140.

[12] Z. Luo, J. Liang, J. Ren, “Deep Learning Based Com-

pressive Sensing for UWB Signal Reconstruction”, 

IEEE Transactions on Geoscience and Remote 

Sensing, Vol. 60, 2022, pp. 1-10.

[13] K. Abratkiewicz, P. Samczyński, “A Block Method 

Using the Chirp Rate Estimation for NLFM Radar 

Pulse Reconstruction”, Sensors, Vol. 19, No. 22, 

Nov. 2019, p. 5015.

[14] G. Baechler, A. Scholefield, L. Baboulaz, M. Vetterli, 

“Sampling and Exact Reconstruction of Pulses 

with Variable Width”, IEEE Transactions on Signal 

Processing, Vol. 65, No. 10, 2017, pp. 2629-2644.

[15] T. Zahavy, A. Dikopoltsev, O. Cohen, S. Mannor, M. 

Segev, “Deep Learning Reconstruction of Ultrashort 

Pulses”, Optica, Vol. 5, No. 5, 2018, pp. 666-673.

[16] G. Baechler, A. Scholefield, L. Baboulaz, M. Vetterli, 

“Sampling and Exact Reconstruction of Pulses with 

Variable Width”, IEEE Transactions on Signal Pro-

cessing, Vol. 65, No. 10, May 2017, pp. 2629-2644.

[17] A. G. J. Besson, “Imaging from Echoes: On Inverse 

Problems in Ultrasound”, École Polytechnique 

Fédérale de Lausanne, Switzerland, PhD Thesis, 

2019.

[18] S. Xu, S. Tao, Y. Chai, X. Yang, Y. He, “The extrapola-

tion of bandlimited signals in the offset linear ca-

nonical transform domain”, Optik, Vol. 180, 2019, 

pp. 626-634.



516 International Journal of Electrical and Computer Engineering Systems

[19] J. Weng, “A new one-step band-limited extrapola-
tion procedure using empirical orthogonal func-
tions”, Journal of Electronics, Vol. 23, No. 5, 2006, 
pp. 777-780.

[20] M. Milman, “Extrapolation and optimal decom-
positions: with applications to analysis”, Springer-
Verlag, 1994.

[21] A. F. Ashour, A. Khalaf, A. Hussein, H. Hamed, A. 
Ramadan, “A New Algorithm for Baseband Pulse 
Transmission over Band-Limited Channels for 
Wireless Automotive Communications”, Interna-
tional Journal of Advanced Trends in Computer 
Science and Engineering, Vol. 9, No. 4, 2020, pp. 
5222-5228.

[22] A. F. Ashour, A. Khalaf, A. Hussein, H. Hamed, A. Ra-
madan, “A Proposed Signal Reconstruction Algo-
rithm over Bandlimited Channels for Wireless Com-
munications”, Advances in Electrical and Computer 
Engineering, Vol. 23, No. 1, 2023, pp. 19-32. 

[23] X. Li, Z. Liu, Z. Huang. "Deinterleaving of pulse 
streams with denoising autoencoders", IEEE trans-
actions on aerospace and electronic systems, Vol. 
56, No. 6, 2020, pp. 4767-4778.

[24] H. Ayar, O. Gurbuz, "Cyclic prefix noise reduction 
for digital self interference cancellation in OFDM-
based in-band full-duplex wireless systems", IEEE 

Transactions on Wireless Communications 20, No. 
9, 2021, pp. 6224-6238.

[25] G. Huang, Z. Yang, W. Lu, H. Peng, J. Wang, "Sub-
Nyquist sampling of ECG signals based on the ex-
tension of variable pulsewidth model", IEEE Trans-
actions on Instrumentation and Measurement, 
Vol. 71, 2022, pp. 1-14.

[26] A. Bellisario, F. R. N. C. Maia, T. Ekeberg. "Noise re-
duction and mask removal neural network for X-
ray single-particle imaging", Journal of Applied 
Crystallography, Vol. 55, No. 1, 2022, pp. 122-132.

[27] G. Ramos‐Llordén et al. "SNR‐enhanced diffusion 
MRI with structure‐preserving low‐rank denoising in 
reproducing kernel Hilbert spaces", Magnetic Reso-
nance in Medicine 86, No. 3, 2021, pp. 1614-1632.

[28] X. Liu, J. Hu, K. Zhang, X. Tang, Y. Dong, "On Chan-
nel Estimation Based on Compressed Sensing for 
OFDM UWOC Systems", Proceedings of the Asia 
Communications and Photonics Conference, Shen-
zhen, China, 5-8 November 2022, pp. 1039-1042.

[29] A. F. Ashour, C. Condie, C. Pocock, S. C. Chiu, A. 
Chrysler, M. M. Fouda, "A Spectrum Injection-
Based Approach for Reconstructing Regular Data 
from Malware-Injected Data in UHF RFID Systems", 
Proceedings of the IEEE Global Communications 
Conference, 2023. (in press)



Lucy Richardson and Mean Modified Wiener Filter 
for Construction of Super-Resolution Image
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Abstract – The ultimate goal of the Super-Resolution (SR) technique is to generate the High-Resolution (HR) image by combining 
the corresponding images with Low-Resolution (LR), which is utilized for different applications such as surveillance, remote sensing, 
medical diagnosis, etc. The original HR image may be corrupted due to various causes such as warping, blurring, and noise addition. 
SR image reconstruction methods are frequently plagued by obtrusive restorative artifacts such as noise, stair casing effect, and 
blurring. Thus, striking a balance between smoothness and edge retention is never easy. By enhancing the visual information and 
autonomous machine perception, this work presented research to improve the effectiveness of SR image reconstruction The reference 
image is obtained from DIV2K and BSD 100 dataset, these reference LR image is converted as composed LR image using the proposed 
Lucy Richardson and Modified Mean Wiener (LR-MMWF) Filters. The possessed LR image is provided as input for the stage of bicubic 
interpolation. Afterward, the initial HR image is obtained as output from the interpolation stage which is given as input for the SR 
model consisting of fidelity term to decrease residual between the projected HR image and detected LR image. At last, a model based 
on Bilateral Total Variation (BTV) prior is utilized to improve the stability of the HR image by refining the quality of the image. The 
results obtained from the performance analysis show that the proposed LR-MMW filter attained better PSNR and Structural Similarity 
(SSIM) than the existing filters. The results obtained from the experiments show that the proposed LR-MMW filter achieved better 
performance and provides a higher PSNR value of 31.65dB whereas the Filter-Net and 1D,2D CNN filter achieved PSNR values of 
28.95dB and 31.63dB respectively.

Keywords: bilateral total variation, fidelity term, lucy richardson filter, modified mean wiener filter, super-resolution

1.  INTRODUCTION

Technology in both software and hardware has ad-
vanced significantly during the past two decades. Indus-
trial sectors have used modern technology to its fullest 
potential to produce electronic gadgets like computers, 
mobiles, Personal Digital Assistants (PDA), and countless 
gadgets at low prices [1]. To produce images with high 
quality, camera sensor manufacturing techniques have 
also advanced significantly. Digital sensors are designed 
to take a Low-Resolution (LR) image as an input and 
produce a High-Resolution (HR) image. The resulting 

HR image is anticipated to have sufficient edge informa-
tion artifacts [2, 3]. Super-Resolution (SR) is a technique 
for generating high-quality images or frames from their 
low-quality counterparts utilizing digital image pro-
cessing techniques. Applications of SR images are cur-
rently being used in academics and industry [4, 5]. SR is 
a developing field with a vast number of applications 
in electronic imaging, including forensics, surveillance, 
satellite imaging, and more [6]. The SR techniques utilize 
edge information to moderate the distorted problems 
in the tasks for obtaining super-resolution images. The 
SR techniques are categorized as the extraction of edges 
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and conversion of super-resolution images [7]. The SR 
technique is utilized to perform non-linear mappings 
among LR-HR images based on conventional super-res-
olution methods [8]. 

In real-time applications of SR imaging systems, numer-
ous factors are responsible to lower the quality of the im-
age. This is due to physical limitations, less count of image 
sensors, and a lower spatial rate for image sampling [9]. 
The SR technique is applied to the normal image sources 
to increase the image quality by adjusting contrast, satu-
ration, etc [10]. The conversion of LR image to HR image 
is performed using super-resolution techniques such as 
Single Image Super-Resolution (SISR) and Multi-Image 
Super-Resolution (MISR). Among two techniques, SISR is 
widely used in the process of HR construction because it 
focuses on an individual LR image to provide a better re-
sult [11]. But, MISR can fill up the unavailable information 
by collecting the related data from other image sources. 
Conventionally, both techniques is utilized according to 
the user's needs [12, 13]. Many SR methods get the input 
of LR by relating it with degradation methods based on 
ground-truth images [14]. In some cases, the process of 
super-resolution is utilized to extract the information 
from LR images and achieve better results of spatial pres-
ervation [15,16]. In this paper, the quality of the reference 
LR image is enhanced using the proposed Modified Me-
dian Wiener Filter to overcome the issues related to image 
reconstruction process.  

The main contribution of this research is listed as fol-
lows:

(i) The MMW filter cannot preserve the sharp features 
of the images (E.g. Lines). To overcome these draw-
backs, the hybrid-MMW filter is proposed, which 
can preserve the sharp edges and eliminate the 
noise present in the image. Moreover, it smoothens 
the image by decreasing the intensity variations in 
the neighboring pixels and removing the blurred 
parts of the image.

(ii) The quality of the initial HR image is enhanced 
from the interpolation stage which is given as the 
input for the SR model.

(iii) The fidelity term is created to decrease the residual 
between the projected HR image and the detected 
LR image.

The remaining paper is organized as follows, Sec-
tion 2 represents the related works of the paper. The 
proposed method is discussed in Section.3. The results 
and analysis are presented in Section 4. Finally, Section 
5 represents the overall conclusion of the paper. 

2.  RELaTED WORKS 

This section provides related works on various filter-
ing methods used to obtain SR images. 

Park et al. [17] introduced a deep learning model con-
sisting of 1D and 2D filters for SR of images. The 1D lay-
er for extraction of features and 2D restoration layers of 

the image made up the suggested model. Using 1D fil-
ters, the first layer for extraction of features was created 
to separate parallel and perpendicular high-frequency 
signals. The second HR image-restoration layers were 
created to extract high-frequency signals by 2D filters. 
With the least amount of visual loss, the deep learning 
model was used to decrease the complexity of super-
resolution methods. However, the model needed com-
plex calculations and used more memory.  

Luo et al. [18] introduced a lightweight Super-resolu-
tion model known as LatticeNet which utilized lattice 
blocks connected in series and backward feature fu-
sion. The model combined multiple residual blocks by 
combinational co-efficient and this combinational co-
efficient is present in any super-resolution block using 
residual blocks as a basic block. Moreover, backward 
fusion was utilized to combine information related to 
various fields. The structure of the lattice block consist-
ed of two residual blocks in a linear combination that 
helped to increase the chance to attain a dominant 
network. However, the model can’t be utilized in real-
time applications and required more storage memory.

Esmaeilzehi et al. [19] introduced a Multiple spatial 
Range and Resolution level feature by generating a 
deep recursive Network (MuRNet) which initialized 
from the bicubic interpolated versions of images with 
low resolution and created high-quality super-resolved 
images. The introduced method combined multi-spa-
tial range and level of resolution to provide enhanced 
maps of features in the framework of a recursive net-
work. The MuRNet provided less count in the multi-
plied operations and improved the performance of the 
network. But the image was handled poorly, as it cre-
ated an issue in the vanishing of gradient and lowered 
the overall performance of the super-resolution image.

Chen et al. [20] introduced a super-resolution image 
reconstruction technique based on an attention mecha-
nism along with the feature map to enable images with 
low resolution to be super-resolute images. The recon-
struction model contained three blocks for the extrac-
tion of features, the extraction of images, and a module 
to perform the reconstruction. The introduced tech-
nique increased the super-resolution effect of the image 
and improved the evaluation of quantitative objectives. 
However, the introduced technique performed slower in 
the reconstruction process due to its less capability. 

Li et al. [21] introduced a deep adaptive information 
Filtering Network (Filter Net) to perform fast and accu-
rate image Super-resolution. The introduced Filter Net 
could filter the information with low frequency from the 
adaptive features. The Filter Net contained dilated re-
sidual group with multi units of dilated residuals which 
improved the receptive field and exploited the infor-
mation of low-resolution input. The Filter Net utilized 
an adaptive information fusion structure to construct 
weighted connections to increase the pixel-fitting ca-
pacity in the network. However, the consumption time 
was high and more memory space was occupied. 
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Gao and Zhou [22] introduced a Very Lightweight and 
Efficient Single Image Super Resolution (VLESR) method 
to balance the pixels of the image to get SR images. The 
VLESR technique utilized a Light Weight Residual Con-
catenation Block (LRCB) which propagates and fuses the 
local features of the image. Additionally, the Multi-way 
attention Block has the capability to integrate the fea-
tures and enhance the quality of SR restoration of the 
image. However, the introduced VLESR did not contain 
any channel Concatenation and 1×1 convolution. If it’s 
present it probably enhances the image accuracy. 

He et al. [23] introduced an Orientation Aware fea-
ture extraction Model (OAM) that comprised a mixture 
of 1D and 2D kernels. In every OAM, the channel at-
tention mechanism was employed to perform specific 
scene selections. The high-quality SISR combined both 
high-level and low-level features through progressive 
fusion Orientation method, which led to a concise ex-
ecution of the SISR task.

3. LUCy RIChaRDSON aND MEaN MODIFIED 
WIENER FILTER FOR CONSTRUCTION OF 
SUPER-RESOLUTION IMaGE

The presence of noisy and blurring effects are the gen-
eral issues in SR images. A Bayesian framework is taken 
into consideration for implanting prior data into HR imag-
es to rectify this issue. The estimated vector is taken to be 
Gaussian because it is known that the HR image contains 
white Gaussian noise. MAP framework is used to solve the 
minimization problem as a result of the Bayes rule's pro-
cedure of creating the HR image. The first HR image is esti-
mated via the conventional SR methodologies using bicu-
bic or bilinear interpolation techniques on the reference 
LR image. However, LR image with low quality is obtained 
which leads to poor performance in the estimation of HR 
image. To overcome this issue and to obtain a composed 
LR image, the Median Modified Wiener Filter (LR-MMWF) 
is used. The composed LR image is fed into the bicubic 
interpolation to obtain the initial HR image. Then, the 
initial HR image is processed using the super-resolution 
model which consists of fidelity terms and regularization 
terms to provide the final HR image.  The overall process 
involved in obtaining the SR image is represented in Fig. 1.

3.1. STEPS TO OBTaIN SUPER-RESOLUTION 
 IMaGE

The process involved in the conversion of reference 
LR image into a super-resolution image using LR-
MMWF involves various steps mentioned as follows: 

(i) A series of low-resolution images are generated 
from the DIV2K dataset and BSD 100 which is con-
sidered as the input for the conversion process.

(ii) Assumption is made for one low-resolution image 
which is considered as reference LR image. The ref-
erence LR image is utilized to initialize the process 
to obtain a high-resolution image.

(iii) The angle of rotation, vertical and horizontal shifts 

that exist in the reference LR image is computed to 
improve the warp matrix of the image. 

(iv) The process of conversion is employed in reference 
LR image to obtain the possessed LR image repre-
sented in Fig. 1. The composed LR image is given 
as the input for the stage of bicubic interpolation.

(v) The bicubic interpolation is applied to the pos-
sessed LR image to compute a high-resolution im-
age at the initial stage. This initial resolution image 
is provided as an input for the stage of reconstruc-
tion of the image which is explained in section 3.1

(vi) The initial HR image is given as the input for the 
super-resolution model for image reconstruction. 
There the model computes the Fidelity term and 
regularization term using equation (6) and produc-
es the final HR image as a super-resolution image.    

Fig. 1. Overall Process to Obtaining SR image

3.2. DaTaSET

The work is processed using two image datasets such 
as BSD100 [24] and DIV2K [25], and this section provides a 
brief description of these datasets. The Berkeley Segmen-
tation Dataset 100 (BSD-100) consists of 100 images relat-
ed to nature. A well-known image super-resolution datas-
et called DIV2K has 1,000 images of various scenarios, 800 
of which are for training, 100 for validation, and 100 for 
testing. To promote research on image super-resolution 
with more realistic deterioration, it was gathered for the 
NTIRE2017 and NTIRE2018 Super-Resolution Challenges. 
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Low-resolution image with various sorts of degradations 
is included in this dataset. In addition to the typical bicu-
bic downsampling, other degradations are taken into ac-
count while creating low-resolution images for the differ-
ent challenge tracks. The three first images of the Div2K 
dataset and their corresponding gray and binary image 
in represented in Fig. 2 and some sample images from the 
BSD-100 dataset are provided in Fig. 3.

Fig. 2. The three first images of the Div2K dataset 
and their corresponding gray and binary image

Fig. 3. Sample images from the BSD-100 dataset

3.3. FRaMEWORK FOR SUPER-RESOLUTION 
 IMaGES

The images obtained from the dataset are provided 
for the Bayesian framework to compute the possibility of 
the problem of uncertainty based on availed knowledge 
by conjoining various priors into a mathematical model 
that is capable of statistical implication. The Bayesian 
framework is used to estimate the likelihood of uncer-
tainty problems depending on currently accessible 
knowledge. Hence, the uncertainty inference problem 
occurs in SR technology for evaluating projected HR im-
ages from a series of detected LR images. In other words, 
the observed LR image provides proof for the deduction 
of the HR image, and the reconstructed SR solution con-
strains the regularization term present in the image. SR 

reconstruction is equal to estimating the HR picture us-
ing provided LR images in the Bayesian framework. The 
Maximum Posteriori (MAP) technique, combines the im-
age's prior constraints and produces outcomes by maxi-
mizing the probability cost function, which is a well-
preferred one for the Bayesian framework. Additionally, 
it is known for its adaptability in the estimation of joint 
parameters and the preservation of edges. In general, 
rather than using the given parameters, Bayesian esti-
mation is used to evaluate the probability distribution 
for unknown parameters. The function of the MAP esti-
mator is mathematically defined using the equation (1)

(1)

Where the probability conditions of low-resolution 
images (Yk) from the HR image (X) are represented as 
P(Yk│X) and the probability of the HR image at the prior 
condition is represented as P(X). 

The significant structure of SR consists of fidelity term 
and term of regularization. The MAP estimator is applied 
for reduction of residues among the HR image and LR 
image. Regularization is performed to improve the sta-
bility of the HR image. The mathematical form of the su-
per-resolution framework is represented in equation (2).

(2)

Where the term data fidelity is represented as ρ(DHFk 
X-Yk), the term of regularization is denoted as R(X), and 
the parameter of regularization is represented as λ.

3.4. CONvERSION OF REFERENCE LR IMaGE  
 TO COMPOSED LR IMaGE

The Bayesian framework provides a reference LR image 
as an input for the conversion of the reference LR image 
into a composed LR image. The median filter and the pro-
posed LR-MMWF are utilized to convert the reference LR 
image to a composed LR image. The initial high-resolution 
image is assessed via the method of bicubic interpolation 
by providing a possessed LR image as input. The median 
filter smoothens the image by decreasing the variation in-
tensity among the nearby pixels and the Lucy Richardson 
filter is used in removing the blurred part of the image. To 
reduce the residual between the projected HR image and 
the detected LR image, the L2 is used for the data-fidelity 
term. Finally, the minimized operation is limited to the sta-
bilized condition of the created HR image using the BTV 
prior model. The process of converting a reference LR im-
age into a combined LR image is represented in Fig. 4.

Fig. 4. Conversion of reference LR image to composed LR image
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3.4.1. hybrid of Lucy Richardson and Median  
 Modified Wiener (LR-MMW) Filter 

The reference image obtained from the Bayesian 
framework is processed using an LR-MMW filter to pro-
duce a composed LR image where the inhibited image 
quality is obtained. The widely utilized de-noising tech-
niques in image processing are performed using linear 
filters (spatial filters). The spatial filter is based on the ker-
nel’s size which is generally referred to as a mask, it uses 
the intensity of the pixel to calculate the new pixel value. 
The median filters are less sensitive to extreme values, 
generally known as outliers. Moreover, the median filter 
efficiently neglects extreme values without affecting the 
image’s sharpness. This advantage of the median filter 
is embedded with the advantage of the Wiener filter in 
producing edge-preserved images to make the MMW 
filter. Secondly, the Lucy Richardson filter is used in the 
process of de-blurring the image to provide an image 
with high resolution. The goal of the LR-MMWF strategy 
relies on increasing the quality of the image by de-nois-
ing the region of the background of a degraded image 
utilizing a median filter. This method is used to minimize 
the noise distribution in degraded images. Additionally, 
this method largely uses the Wiener filter to maintain 
the edge signal of the image. The LR-MMWF method 
is based on the Wiener filter and Lucy Richardson filter 
to reduce noise in the deteriorated image by replacing 
the value of pixels in the mask matrix along with median 
values. The average computed value in the Wiener filter 
gets interchanged by the value from the median filter. It 
is computed using equation (3) as follows:

(3)

Where μ̅ is the median value, the variance in the 
Gaussian noise of the image is represented as σ2, and 
the variance of noise in the matrix of the Wiener filter is 
denoted as v2. The area of every individual pixel is rep-
resented as a.

The benefit of employing the LR-MMWF technique 
is that the edge signal is better retained when com-
pared to the usage of the median and Wiener filter 
techniques. This helps to improvise the quality of the 
deteriorated image using the drop-off effect. Regard-
ing the de-noising effect, the LR-MMWF technique can 
significantly outperform traditional filters. In addition, 
it can simultaneously keep the edge signal and elimi-
nate the background noise signal in the image.

3.5. RECONSTRUCTION OF IMaGE

The composed LR image obtained from a combina-
tion of LR-MMW filters is reconstructed to provide a su-
per-resolution image from the HR image. Here the data 
fidelity term is represented as Lp and the regularization 
term is discussed using the model of BTV (Bilateral Total 
Variation). The data fidelity Lp is defined for the high-
resolution image using equation (4).

(4)

where the motion and blur matrices are represented as D 
and H, and the movement of the matrices is denoted as F. 

The BTV model is a combination of a bilateral filter 
with total variation, and it utilizes more neighbors to 
measure the gradient level for the provided pixels. 
Moreover, the sharp edges of the image are preserved 
using BTV model as it is low in cost and easy for imple-
mentation. The formula of BTV is mathematically repre-
sented in equation (5).

(5)

Where the shifted HR image in the horizontal direc-
tion for l pixels is denoted as Sx

l and the shifted HR im-
age in the vertical direction for m pixels is denoted as 
Sy

m (where l+m≥0). The scaling weight is represented as 
α which lies in the range of 0<α<1 and P is known as 
the controlled parameter.

The problem can be addressed in an infinite number 
of ways and under various circumstances. Additionally, 
minute levels of noise present in the measurements, 
cause significant agitations in the final solution, mak-
ing it unstable. Therefore to arrive at a stable solu-
tion, artifacts are removed from the final solution, the 
convergence rate is improved, and the regularization 
method is used in SR image reconstruction. There are 
many regularization techniques, and one of them has 
is used to produce HR images with sharp edges and 
implementation simplicity as a primary advantage. In 
the picture reconstruction step, the regularization term 
is used to make up for missing data using some prior 
knowledge that is used to reduce loss. The regulariza-
tion of BTV is formulated using equation (6)

(6)

The steepest descent method is utilized to obtain a 
fast convergence rate for the true HR image and it is 
assessed with less count of iterations. The iteration us-
ing the steepest descent method is computed by the 
formula in equation (7).

(7)

Where the scalar unit which regulates size of the step 
in the gradient direction is represented as β and the pa-
rameter utilized for regularization is denoted as λ. The 
terms Sy

-m and Sx
-l represent the transposed matrices of 

Sy
m and Sx

l correspondingly.

4.  RESULTS aND DISCUSSION

This section provides results obtained from the pro-
posed LR-MMW filter for various metrics to evaluate 
image quality. The design and simulation of the LR-
MMW filter can be performed using MATLAB software 
R2020a and system specifications with an Intel Core i7 
processor with 8 GB RAM and a 64-bit Windows 10 op-
erating system. The LR-MMW filter is utilized to provide 
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super-resolution images from the considered datasets 
such as DIV2K and BSD100 dataset. The performance of 
the LR-MMW filter is evaluated for parameters such as 
Peak-Signal-to-Noise Ratio (PSNR) and Structural Simi-
larity Index (SSIM) to compute the quality of the image. 
The mentioned evaluation metrics (PSNR and SSIM) 
can be computed using equation (9) and equation (13) 
as follows

PSNR

The PSNR is one of the general methods to evaluate 
the image quality. It is usually described using Mean 
Square Error (MSE). The MSE for two W×H images X and 
Y is computed using the formula given in equation (8).

(8)

Hence, the PSNR is represented by equation (9)

(9)

Where the largest pixel value of the image is denoted 
as XMAX.

SSIM

The structural similarity of the image is provided by 
the intensity L(x, y) of the image, contrast of the image 
C(x, y) and structure of the image S(x, y). 

(10)

(11)

(12)

Where the reconstructed HR image is denoted as x 
and the original HR image is denoted as y. The mean 
and variance of the image are denoted as μ and σ re-
spectively. The constants are denoted as C1,C2, and C3 
respectively.

Hence, the SSIM is defined using the equation (13) 
as follows:

(13)

Where L(x,y) is denoted as intensity of the image, 
C(x,y) is denoted as contrast of the image, and the 
structure of the image is denoted as S(x,y).

The input LR image and output SR image using Lucy 
Richardson and Mean Modified Wiener Filter are repre-
sented in Fig. 5 and Fig. 6 respectively. The size of the 
input LR image is 481×321 and the size of the output 
image is 850×641 

The value of L(x, y), C(x,y) and S(x, y) is computed 
using the formula provided in the equation (10-12) as 
follows:

Fig. 5. Input LR image from DIV2K dataset Fig. 6. Output SR image from the DIV2K dataset

4.1. PERFORMaNCE aNaLySIS

The performance of the proposed LR-MMW filter for 
the DIV2K and BSD100 datasets is described in this sec-
tion. The performance is evaluated based on param-
eters such as Peak-Signal-to-Noise Ratio (PSNR) and 
Structural Similarity Index (SSIM). The performance 
is evaluated for the Kalman filter (KF), Wiener Filter 
(WF), Mean Modified Wiener Filter (MMWF), and the 
proposed LR-MMW filter. Table.1 represents the per-
formance of the proposed MMWF filter for the DIV2K 
dataset.

Table 1. Performance of various filters for DIV2K 
dataset

Dataset Filters PSNR (dB) SSIM

Diverse2K 
(DIV2K) dataset

Wiener Filter 21.43 0.784

Kalman Filter 24.56 0.813

MMW Filter 29.62 0.886

LR-MMW Filter 31.69 0.92

As per Table 1, the performance of various filters to 
improve image quality is discussed by computing the 
parameters such as PSNR and SSIM.
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The results obtained from Table 1 show that the pro-
posed LR-MMW filter attained high PSNR and SSIM of 
31.54 dB and 0.912 and provides an effective SR image 
from the DIV2K dataset.  This better result is due to the 
presence of an image reconstruction model which con-
sists of (L2 Norm) and (BTV prior). The L2 Norm lessens 
the residual in the predicted HR image and BTV improves 
the stable state of generated HR image. The graphical 
comparison of PSNR value for various filters including 
the proposed LR-MMW filter is represented in Fig. 7:

Fig. 7. Graphical representation of PSNR value for 
DIV2K dataset

Fig. 8. Graphical representation of PSNR value for 
BDS 100 dataset

In Table 2 the performance of various filters to im-
prove the image quality is discussed by computing 
the parameters such as PSNR and SSIM. The results ob-
tained from Table 2 show that the proposed LR-MMW 
filter attained high PSNR and SSIM of 31.65 dB and 
0.912 respectively for the BDS100 dataset and provides 
an effective super-resolution image. The graphical 
comparison of PSNR value for various filters including 
the proposed LR-MMW filter is represented in Fig. 8.

Table 2. Performance of various filters for the BDS 
100 dataset

Dataset Filters PSNR (dB) SSIM

Berkeley 
Segmentation 

Dataset  
(BSD-100)

Wiener Filter 20.12 0.762

Kalman Filter 22.43 0.80

MMW Filter 27.56 0.861

LR-MMW Filter 31.65 0.91

Thirdly, the proposed LR-MMW Filter is evaluated to val-
idate its efficacy for real-time images which are randomly 
collected based on a real-time environment. Table 3 men-
tioned below shows the efficiency of the proposed LR-
MMW filter with the existing Wiener, Kalman and MMW 
filters by computing the value of PSNR and SSIM.

Table 3. Performance of various filters for the 
images obtained from real-time environment

Dataset Filters PSNR (dB) SSIM

Images 
collected 

from real-time 
environment

Wiener Filter 25.93 0.745

Kalman Filter 26.67 0.711

MMW Filter 30.26 0.786

LR-MMW Filter 33.71 0.831

Fig. 9. Graphical representation of PSNR value for 
real-time images

The results from Table 3 and Fig. 9 show that the 
proposed LR-MMW filter is even effective for the data 
obtained from a real-time environment. While evalu-
ating the PSNR value, the LR-MMW filter obtained a 
better PSNR value of 33.71 dB which is better than the 
existing Wiener, Kalman and MMW filters with 25.93 dB, 
26.67dB, 30.26Db and 33.71dB respectively.

Overall, the LR-MMWF provides better PSNR and 
SSIM values DIV2K and BDS100 and the image ob-
tained from a real-time environment, the better result 
is due to the utilized fidelity term and the regulariza-
tion term in the image reconstruction model, and it 
increases the quality of the image and de-noising the 
region of background.

4.2. COMPaRaTIvE aNaLySIS

This section provides a comparison among various 
SR methodologies namely the Filter Net [16], 1D,2D-
CNN filter [20] and the proposed LR-MMW filter. The 
values of PSNR and SSIM are evaluated for the BSD100 
dataset based on the overall performance in provid-
ing SR images. The results obtained from the compari-
son show that the proposed LR-MMW attained better 
performance in the reconstruction of super-resolution 
images from the composed LR image. The LR-MMW 
method utilizes a multi-frame SR model which consists 
of fidelity terms (L2 Norm) and regularization term (BTV 
prior). Moreover, the image obtained from the pro-
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posed method attains better resolution than the exist-
ing methods. The graphical representation of PSNR and 
SSIM of LR-MMW with existing filter methods are repre-
sented in Fig. 9 and Fig. 10 respectively. Moreover, the 
comparative results for PSNR value and SSIM is shown 
in Table. 3 and Table. 4 respectively. 

Table 4. Comparative table for PSNR

Filter methods PSNR (dB)

1D,2D-CNN Filter [17] 31.63

Filter Net [21] 28.95

LR-MMW 31.65

Fig. 10. Graphical representations of PSNR value

Table 4 and Fig. 10, it is shown that the proposed LR-
MMW filter attains a high PSNR value of 31.65dB where-
as the existing Filter Net and 1D, 2D CNN filter achieved 
PSNR values of 28.95 dB and 31.63 dB respectively. The 
presence of (L2 Norm) and (BTV prior) present in the im-
age reconstruction model help to obtain better PSNR 
values than the existing methodologies. This result is 
due to the presence of an image reconstruction mod-
el which consists of (L2 Norm) and (BTV prior). The L2 
Norm reduces residues in the predicted HR image and 
BTV improves the stable state of generated HR image. 

Table 5. Comparative table for SSIM

Filter methods SSIM

 1D,2D-CNN Filter [17] 0.726

Filter Net [21] 0.892

LR-MMW 0.914

Fig. 11. Graphical representations of SSIM value

The above table.4 shows that the proposed LR-MMW 
attains higher structural similarity (SSIM) 0f 0.914 
whereas the existing 1D,2D CNN filter, and Filter Net 
achieved SSIM of 0.892 and 0.726 respectively. The 
graphical representation of SSIM values is represented 
in Fig. 11. 

From Table.4 and Table.5, it is concluded that the 
performance of the LR-MMW filter provides better 
PSNR and SSIM values compared with the existing filter 
methods. The LR-MMW filters the residues in the pre-
dicted HR image using L2 Norm, and the stable state of 
the HR image is determined using the BTV model. Thus 
LR-MMW filter provides better performance by im-
provising the image quality and de-noising the back-
ground region effectively. 

Moreover, the results are evaluated based on the spa-
tial interpolation of the images obtained from Filter Net 
and LR-MMW filter. The images from the BSD 100 data-
set with 3× upscaling are considered for evaluating the 
images whose sizes are 32×32, 64×64 and 128×128. 
Table 6 presents the outcome for varying image sizes 
for Filter Net and LR-MMW filter. 

Table 6. Comparison of PSNR and SSIM by varying 
the pixel size of the images from the BSD100 

dataset

Dataset
Size 

of the 
Image

PSNR (dB) SSIM

Filter 
Net [21]

LR-
MMW

Filter 
Net [21]

LR-
MMW

BSD100 
(3×upscaling)

32×32 28.45 33.78 0.7885 0.8128

64×64 27.01 31.04 0.7179 0.7967

128×128 27.05 30.97 0.7181 0.7342

The results from Table 6 show that the proposed LR-
MMW achieved better interpolation for various image 
sizes obtained from BSD 100 dataset. For instance, the 
LR-MMW has obtained 31.04 Db for an image size of  
64×64 which is comparatively higher than the existing 
Filter Net method. Similarly, SSIM value of LR-MMW is 
0.7967 whereas Filter Net obtained 0.7179. These re-
sults prove the efficacy of the proposed LR-MMW filter 
and this better result is due to the bicubic interpolation 
which uses the 4×4 neighborhood method to deter-
mine the output. 

5.  CONCLUSION

This research proposed an LR-MMW filter to enhance 
the effectiveness of SR images to maximize both the 
analysis and human interpretation process. The results 
are evaluated based on the data collected from DIV2K 
and BSD 100 datasets, this research considered PSNR 
and SSIM to compute the efficiency of the proposed 
method. The benefit of employing the LR-MMW filter 
technique is that the edge signal is better retained 
when compared to the usage of the median and Wie-
ner filter techniques. This helps to improvise the qual-
ity of the deteriorated image using the drop-off effect. 

International Journal of Electrical and Computer Engineering Systems
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Regarding the de-noising effect, the LR-MMW filter 
technique can significantly outperform traditional fil-
ters. The performance of the proposed LR-MMW filter is 
evaluated with the Wiener, Kalman and MMW filters for 
both DIV2K and BSD 100 datasets. For DIV2K, the pro-
posed LR-MMWF obtained PSNR of 31.69 dB and SSIM 
of 0.92 and for BSD 100 the value of PSNR and SSIM is 
31.65dB and 0.91 respectively which is comparatively 
higher than the existing filter techniques. In the future, 
the proposed model can be implemented with deep 
learning techniques to obtain better results. 
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Abstract – Some of the computer vision applications such as understanding, recognition as well as image processing are some 
areas where AI techniques like convolutional neural network (CNN) have attained great success. AI techniques are not very frequently 
used in applications like image compression which are a part of low-level vision applications. Intensifying the visual quality of the 
lossy video/image compression has been a huge obstacle for a very long time. Image processing tasks and image recognition can be 
addressed with the application of deep learning CNNs as a result of the availability of large training datasets and the recent advances 
in computing power. This paper consists of a CNN-based novel compression framework comprising of Compact CNN (ComCNN) 
and Reconstruction CNN (RecCNN) where they are trained concurrently and ideally consolidated into a compression framework, 
along with MS-ROI (Multi Structure-Region of Interest) mapping which highlights the semiotically notable portions of the image. 
The framework attains a mean PSNR value of 32.9dB, achieving a gain of 3.52dB and attains mean SSIM value of 0.9262, achieving 
a gain of 0.0723dB over the other methods when compared using the 6 main test images. Experimental results in the proposed study 
validate that the architecture substantially surpasses image compression frameworks, that utilized deblocking or denoising post-
processing techniques, classified utilizing Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index Measures (SSIM) with a 
mean PSNR, SSIM and Compression Ratio of 38.45, 0.9602 and 1.75x respectively for the 50 test images, thus obtaining state-of-art 
performance for Quality Factor (QF)=5. 

Keywords: Computer Vision, Neural Networks, CNN, MS-ROI, Compression, JPEG2000

1.  INTRODUCTION

Image Compression is a form of data compression 
procedure that is used on digital images to reduce 
their size as well as cost and make them more suitable 
for storage or communication. Properties of Image 
Compression include Scalability (Component Progres-
sive, Quality Progressive, and Resolution Progressive), 
Meta Information, Interest Coding, and Processing 
Power [1]. Lossy image compression standards attain 
a greater compression ratio in contrast to lossless im-

age compression standards, but there is a loss of image 
quality. Lossless image compression is mainly used in 
medical imaging, clip arts, technical drawings, or com-
ics whereas Lossy image compression maybe used for 
natural images such as photographs [2, 3]. A subset of 
Machine Learning, Deep Learning algorithms aim to 
extract identical inferences as humans would, by con-
tinuously analyzing data with the specified analytical 
structure, and hence, the multiple-layered structures 
of algorithms are employed called neural networks [4].
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In Deep learning, a class of ANN that is usually ap-
plied to image processing and image recognition to 
analyze visual imagery is called as Convolutional Neu-
ral Network (CNN). Some advantages of using neural 
networks include (a) producing output irrespective 
of the input provided to them because they learn by 
themselves (b) performing multiple tasks concurrently 
without affecting system performance (c) instead of a 
database, the input is stored in its own network and 
hence loss of data does not affect its working (d) it 
works through real-time events because it learns from 
events and acts accordingly when a similar event arises 
(e) ability of the network to detect the fault by them-
selves and produce the output accordingly[5, 6]. Nu-
merous layers exist in CNN like fully connected layers, 
integration layers, intermittent layers, and convolution-
al layers whereby intermittent layers and integration 
layers have no variables associated with them whereas 
fully-connected layers and convolutional layers have 
variables associated with them [7].

ComCNN gains an excellent compact characteriza-
tion from the image at input hence conserves the 
structural details of the image [8]. RecCNN has been 
utilized to rebuild the image with excellent quality, 
thus producing an output image of high quality and 
maintaining all the structural details of the input image 
[9]. The process of portioning every pixel in an image in 
its region that has semantic value with a specific label is 
called as semantic segmentation. MS-ROI mapping is a 
form of region-based semantic segmentation that can 
be used to successfully prime on localization functions 
irrespective of the amount of classes. MS-ROI mapping 
is used to represent numerous prominent areas of a 
picture in one pass and hence can be used to boost 
the visual attributes of only the semantic objects, thus 
making the image visually attractive [10].

PSNR and SSIM are two parameters that are widely 
used for the assessment of picture quality. The ratio of 
the highest plausible power from the signal provided to 
the highest viable power of the distorted noise which 
impacts the accuracy of characterization is called PSNR. 
In lossy compression, PSNR is widely used to check the 
restoration standard of videos and images, where PSNR 
is inversely proportional to Mean Squared Error (MSE). 
A perceptual metric that measures image caliber varia-
tion generated from rectification like data transmission 
or data compression losses is known as Structural Simi-
larity Index(SSIM). SSIM values range between 0 and 1 
whereas PSNR values range between 0 and ∞ [11].

In [9], a framework is proposed comprising of ComCNN 
and RecCNN, that are ideally consolidated into a com-
pression framework to achieve image compression of 
superlative quality at comparatively lower bit rates us-
ing JPEG, giving high values of PSNR and SSIM at QF=5 
and QF=10. In [10], using MSROI heat map, semanti-
cally salient regions of the image are highlighted using 
CNN and these are then encrypted at a higher caliber 
than the background portions of the image using JPEG 

giving significantly high values of PSNR and SSIM. The 
framework utilised in this paper, is a combination of the 
methods used in these 2 papers giving a novel frame-
work standard for Image Compression.  

In this paper, a framework is proposed comprising 
2 CNNs that are ideally consolidated into a compres-
sion framework along with MS-ROI (Multi Structure-
Region of Interest) to achieve image compression of 
the highest quality at comparatively lower bit rates 
using JPEG2000 giving high values of PSNR and SSIM. 
The structural information is maintained by the Com-
pact CNN (1st CNN) which grasps excellent compact 
characterization from the given image followed by 
which an MS-ROI map is generated where semantically 
salient regions are highlighted and passed through 
the JPEG2000 encoder. The decrypted image is recon-
structed with high standards using Reconstruction 
CNN (2nd CNN) to obtain the final reconstructed image 
after compression. Concurrently learning ComCNN and 
RecCNN eases the precise reformation of the decrypt-
ed image using RecCNN [9]. When tested using 50 test 
images, this framework is able to achieve a mean PSNR, 
SSIM and Compression Ratio of 38.45, 0.9602 and 1.75x 
respectively, thus outperforming other image en-
hancement methods for QF=5. The following sections 
give a brief overview of the methods employed, meth-
odology performed, results obtained, and conclusions 
procured from the results.

Fig. 1. Proposed Block Diagram

2. COMPACT CNN(COM-CNN) AND 
RECONSTRUCTION CNN(REC-CNN)

CNNs, which are composite feed-forward neural struc-
tures, because of their immense accuracy, are used in 
image recognition and classification, Segmentation and 
Object Detection [12]. The CNN follows a progressive 
model which deals with building an organization and fi-
nally provides a fully-associated layer where the neurons 
are associated with one another and the output is ex-
tracted. CNNs consist of the Convolutional layer in which 
filters are utilized for the input image or attribute maps. 
The integration layer is utilized to lower the scale of the 
attribute map and the Fully-Connected layer which are 
positioned prior to classification yield and is utilized to 
normalize the outcomes before classification [11].

ComCNN gains an excellent compact characteriza-
tion from the image at input hence conserves the 
structural details of the image. ComCNN normally con-
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sists of 3 layers compared to RecCNN which contains 
a higher number of layers (Around 20 layers) out of 
which, most layers undergo the process of convolution 
plus batch normalization plus ReLU. As such, RecCNN 
has been utilized to rebuild the image with excellent 
quality, thus producing an output image of high quali-
ty and maintaining all the structural details of the input 
image. ComCNN and RecCNN attempt to build the re-
constructed image identical to the input image. Train-
ing both the CNNs concurrently yields better results as 
compared to training the CNNs individually [9].

Fig. 2. ComCNN Architecture

Fig. 3. RecCNN Architecture

3. MULTI-STRUCTURE REGION OF INTEREST 
(MS-ROI)

The process of portioning every pixel in an image in 
its region that has a semantic value with a specific la-
bel is called semantic segmentation. MS-ROI heat map 
is a method that stabilizes the activation for numerous 
entities and hence doesn’t agonize from the concern of 
global average pooling. Unconstrained by the amount 
of classes, this method permits to productively train on 
localization tasks. MS-ROI is able to spot and roughly de-
tect all the objects in the given compact image. In this 
framework, a group of 3D attribute plots is preferred 
in which each attribute plot is grasped for a discrete 
domain and is grasped autonomously for the plots for 
auxiliary domains. In MS-ROI, the number of classes is re-
duced by combining homogenous types of classes into 
a broader class as the aim is to associate all the objects 
present in the image. The plot created will be practi-
cally indistinguishable till the time the entities of these 
merged domains have homogenous shapes and are in-
side the identical universal type. By utilizing the MS-ROI 
heat map technique, similarity merit for each element in 
the domain [0,1] is procured in which 1 specifies maxi-

mal similarity [3, 10]. This technique is able to highlight 
the semantically notable areas of the image which are 
then encrypted at a superior grade in contrast to the 
other less notable areas. Therefore, MS-ROI mapping is 
used to represent numerous prominent areas of a pic-
ture in one pass and hence can be used to increase the 
visual aspect of only the semantic objects in the picture, 
thus making the image visually attractive [10].

Fig. 4. MSROI Heat Map Examples

4. JPEG2000

JPEG 2000, invented by the Joint Photographic Experts 
Group, is an international-grade compression technique 
established on the concept of wavelet transform and 
provides an exceptionally superior level of robustness 
and accessibility. The prime advantages of utilizing this 
approach comprise intensified transmission and locale 
of interest coding. It is a strong and suitable mechanism 
that is specifically used in RS picture processing and ca-
pacity. It is an image coding system that provides lossy 
image compression for storage but can maintain an im-
age quality similar to that of the original image [13].

In the JPEG-2000 method, the input image is given to a 
group of discrete wavelet filters which converts the pixel 
details into wavelet coefficients, which are then assem-
bled into various bands. Every band in the image car-
ries the wavelet coefficients that portray a discrete level 
and sharp structural frequency domain of the complete 
input image. These bands are then given for quantiza-
tion where the bit streams, accommodated in each code 
block, are pruned (re-quantized). These bit streams are 
impeccably pruned utilizing a method called as PCRC 
(post-compression rate control). The code blocks are as-
sembled conforming to their significance where the in-
formation related to the magnitude of bits is determined 
by a process called context modeling [13, 14].

Fig. 5. JPEG2000 Encoder and Decoder
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In the decoder section, the bit streams are given 
for entropy decoding followed by inverse quantiza-
tion, where the bits are decoded according to their 
significance. These are then driven through a group of 
inverse discrete wavelet filters where the wavelet co-
efficients are transformed back to pixels. The decoded 
image is obtained which contains pixels according to 
their significance where the most important contents 
are observed earlier than the other contents. The final 
image obtained is a compressed variant of the actual 
image with very little loss in image quality [15].

5. METHODOLOGY

Image Acquisition

In this phase, an input image is given to the proposed 
model. The pre-processed and normalized image 
should be either RGB or Grayscale. The complete data-
set is split into 2 sets (training and testing) with the 70-
30% data splitting or 10-fold cross-validation method.

Compact CNN

This compact solution minimises the number and 
sophistication of lower-level kernels in a CNN by sepa-
rating the colored information of the input picture. It 
is presented a compact construction of fully convolu-
tional neural networks including worldwide color his-
togram features. The design proposed decreases the 
number of processors required to extract high-level 
given grayscale input. The compact structure has 40% 
fewer parameters to tune and performs comparably to 
the standard CNN formed on ROB pictures. In the first 
layer, two CNNs with variable amounts of kernels are 
trained: an original title and a compact counterpart. 
The 'original' network is a carbon copy of CNN. When 
providing the final results for both the regular Network 
and the compressed CNN, however, we only use single-
view testing. Both the traditional and compact CNNs 
include four convolution layers. The condensed CNN's 
first stratum has just 32 kernels, while the traditional 
CNN's first layer contains 64 kernels. This cuts the num-
ber of variables in layer 3 (the intermediate convolution 
layer) by half, resulting in a compacted CNN with 40% 
lower dimensionality to tweak than the previous form. 
The concatenation is denoted as:

(1)

MSROI

The objective of ROI (Region of Interest) involves iso-
lating a section of an image that we want to refine or 
manipulate. To start with, a binary mask is generated 
which is basically a binary image, the same size as the 
image we want to examine, with all other pixels set to 
0 and only the ones forming the ROI set to 1. Prepro-
cessing (Edge detection), Polygonal approximation, 
and Shape signature extraction are all factors to con-
sider while extracting MS-ROI from a compact picture.
The steps pursued in the implementation of MS-ROI 

include defining a group of boundary pixels analogous 
to the ROI, converting every pixel in the set to a para-
metric curve in the parameter space, supplementing 
the pixels in the accumulator matrix ‘A’ as guided by 
the parameter curve, evaluating the provisional feature 
vector, vector mean, and feature vector normalization.

JPEG Encoder and Decoder

The JPEG encoder and decoder provide an inbuilt li-
brary to achieve the functionality of compression. The 
steps followed in JPEG encoding and decoding include 
taking the picture to encode, getting the resulting im-
age encoded and decoded by the program, choosing 
the quantization coefficient and quantization matrix 
for luminance, viewing the details of the block (square 
of 64 pixels) and size of the image and then, passing on 
the resulting image to the RecCNN.

Reconstruction CNN

Using a revised DAS algorithm (back projection-based) 
D: Rm Rn, the technique used first computes a low-grad-
ed appraisal of x, indicated by x̅ using measurement re-
corded with a single graphical representation. We define 
DWH, where W:RnRn is the ith transmitter's "pixel-wise" 
re-evaluation operator (diagonal matrix).

(2)

As post-DAS picture equalisation, it compensates for 
the amplitude-related impacts of far-field diffraction. A 
CNN f: RnRn, trained to retrieve a high-quality estimate 
of x as x=f(x), is given the approximation x=Dy in the sec-
ond stage. The use of a CNN for restoration jobs is recom-
mended over employing end-to-end techniques that at-
tempt to directly map a measurement space to an image 
space. We want to train a mapping f from a low-quality 
picture subspace W Rn to a high-quality image subspace 
V Rn. To define these subspaces more accurately, a trans-
ducer with a specific aperture is used, made of an array 
of transducer components with a given shape, center 
frequency, and bandwidth. To reassemble US pictures 
using D, we define W as the subspace of measurements 
recorded by a single in sonification utilising the whole ap-
erture. High SL and EW artefacts, as well as probable GL 
artefacts, may be seen in these photos (e.g., linear-array 
designs). In order to avoid GLs, a transducer with the same 
aperture and physical parameters as the one used for W 
is suggested for V. To create reference pictures from this 
array, we use the D operator for each in sonification and 
coherent compounding. SA is commonly regarded as the 
gold standard, generating pictures with great resolution 
while reducing SL and EW artefacts.

Moreover, SA photographs have better speckle pat-
terns than "exotic" ground truth images. We ensure 
that both subspaces of the CNN include speckle pat-
terns from sub-resolution scattering interferences. Due 
to the assumptions made in the physical measurement 
technique (2) and the following back projection opera-
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tor (3) used to determine W and V, the trained CNN is 
not expected to repair artefacts from ignored physical 
events. With increased resolution, diffraction artefacts 
are reduced yet speckle is retained.

6. RESULTS AND DISCUSSION

The execution of the proposed algorithm is assessed 
using comparisons between the SSIM and PSNR of vari-
ous post-processing denoising methods as well as de-
blocking methods for images such as Zhangs’s, DicTv, 
Ren’s, Sun’s, WNNM, ARCNN and BM3D because of their 
excellent performance in producing output images. 
Also, the ComCNN and RecCNN are individually trained 
as well as trained simultaneously for comparison with 
the PSNR and SSIM values obtained using the proposed 
framework. The values of PSNR and SSIM obtained from 
the combination of ComCNN and RecCNN together, out-
performs the values of PSNR and SSIM obtained using 
the 2 CNNs individually as seen from Tables I and II [9]. 
This result showcases the importance of training the 2 
CNNs simultaneously and using them along with MS-
ROI heat map, which represents numerous prominent 
areas of a picture in one pass and hence can be used to 
increase visual aspect of only the semantic objects in the 
picture, making the image visually attractive and thus 
giving excellent values of PSNR as well as SSIM for QF=5. 
In the experiments performed, the 2 CNNS (ComCNN 
and RecCNN) are trained simultaneously using a set of 
approximately 1000 images (256 x 256) of various differ-
ent types like vehicles, people, scenery, plants, animals 
etc. and is trained for 200 epochs. The experiments are 
executed in Python Environment (Anaconda) on Laptop 
having Intel(R) Core (TM) i5-10210U CPU @1.60GHz 2.11 
GHz and an Nvidia GeForce MX230 GPU. Around 12-15 
hours of PC time is required for training the CNNs simul-
taneously up to 200 epochs on GPU [9]. 

In the experiments performed, 6 test images as that 
used in the paper [9] are used, so that the comparison 
becomes easier with all the Image Enhancement meth-
ods. From the PSNR and SSIM  table for QF=5, it can be 
concluded that the framework attains PSNR values in 

the domain 31.28-35.26dB with a mean PSNR value of 
32.9dB, achieving a gain of 3.52dB and achieves SSIM 
values in the domain 0.9065-0.9538dB with a mean SSIM 
value of 0.9262, achieving a gain of 0.0723dB over the 
“ComCNN+RecCNN [9]” method which gives optimal 
outputs of PSNR and SSIM in comparison to every meth-
od mentioned in Table 1 and 2. The framework proposed 
eclipses each and every image intensification method 
including the ARCNN [20], which is considered the land-
mark of CNN. The framework proposed not only elimi-
nates a bulk of the antiquities notably but also maintains 
more attributes on the texture as well as the edges. This 
framework is able to achieve additional high-frequency 
details, retrieve salient edges as well as perfect textures 
in the reproduced image.

A total of 50 test images were used and some of the 
output images along with their outputs are displayed 
in Fig. 9 and Table 3 respectively. Various test images 
with QF=5 are shown in Table III and their correspond-
ing input size (in KB), output size (in KB), Compression 
Ratio, PSNR, and SSIM are noted down. For these test 
images, the Compression Ratio values range between 
1.23x-3.15x with an average compression rate of 1.62x, 
the PSNR values range between 31.28-45.37dB with an 
average PSNR of 37.26dB while the SSIM values range 
between 0.8889-0.9915dB with an average SSIM of 
0.9556dB. These values of PSNR and SSIM suggest that 
the framework proposed for compression undergoes 
very minute changes from the input image to the output 
image with a considerable compression rate and hence, 
an output image is obtained which is very similar to the 
input image. 

As can be seen from the pictures displayed in Fig. 6 
and Fig. 9, there is not much visual difference observed 
between the input and the output images (the output 
image is the same as the input image) with a signifi-
cant amount of compression achieved. This is because 
the MS-ROI heat map highlights the semantically no-
table areas of the image which are then encrypted at 
a superior grade in contrast to the other less notable 
areas and the 2 CNNs work simultaneously to rebuild 

Table 1. Analogy of PSNR of the test inputs of various Image deblocking, denoising and
compression methods for QF=5 with the framework proposed

TEST IMAGES Parrots Cameraman Lena Butterfly House Peppers Mean
PSNR

JPEG 26.19 24.45 27.33 22.58 27.77 27.17 25.92
BM3D [11] 27.33 25.27 28.63 24.05 29.21 28.52 27.17
Ren’s [10] 27.87 25.46 29.07 24.58 29.66 29.07 27.62

Zhang’s [12] 27.78 25.39 29.00 24.20 29.24 29.07 27.45
Sun’s [4] 27.45 25.25 28.87 23.83 29.09 29.05 27.26
DicTV [9] 26.83 24.54 28.07 23.10 28.45 27.95 26.49

Zhang’s [13] 28.27 25.61 29.51 25.30 30.12 29.61 28.07
ARCNN [14] 28.13 25.27 29.31 25.64 29.68 29.02 27.84
WNNM [15] 27.80 25.49 28.95 24.75 29.62 28.99 27.60
ComCNN [5] 27.67 24.93 29.46 23.05 29.17 29.33 27.27
RecCNN [5] 28.52 26.33 29.63 25.99 30.13 29.81 28.40
ComCNN+ 30.12 26.53 31.14 26.23 31.45 30.84 29.38
RecCNN [5]
Proposed 32.58 33.19 33.28 31.28 31.79 35.26 32.90
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the original image, generating an image appearing 
similar to the original image, hence giving higher val-
ues of PSNR as well as SSIM. The greater the number of 
epochs used in the original image, hence giving higher 
values of PSNR as well as SSIM. The greater the number 
of epochs used in the training of CNNs concurrently, 
the better results the framework produces. Overall, a 
total of 50 test images were used to validate the quality 
of framework and the results show that this framework 
achieves a mean PSNR, SSIM and Compression Ratio of 
38.45, 0.9602 and 1.75x respectively, thus proving to be 
an ideal framework for image compression.

Table 2. Analogy of SSIM of the test inputs of various Image deblocking, denoising and
compression methods for QF=5 with the framework proposed

Fig. 6. Different Test Images and their Outputs

Test Inputs Input Size(KB) Output Size(KB) Compression Ratio PSNR SSIM
Peppers 6.01 4.12 1.46x 35.26 0.9315
Parrots 6.20 4.32 1.44x 32.58 0.9307
House 4.56 3.69 1.24x 31.79 0.9189
Lena 7.81 5.39 1.45x 33.28 0.9538

Butterfly 10.2 5.40 1.89x 31.28 0.9155
Cameraman 6.81 4.66 1.46x 33.19 0.9065

TT1 760 499 1.52x 37.7 0.9813
TT2 771 472 1.63x 38.47 0.9905
TT3 333 138 2.41x 45.1 0.9828
TT4 194 155 1.25x 43.27 0.9915
TT5 711 550 1.29x 45.37 0.9875
TT6 1400 880 1.59x 35.96 0.9812
TT7 752 606 1.24x 38.81 0.9887
TT8 4530 1440 3.15x 37.98 0.8889
TT9 1540 1250 1.23x 38.82 0.9845

Mean - - 1.62x 37.26 0.9556

Table 3. PSNR, SSIM and Compression Ratios of the various test images for QF=5

The graphs in Fig. 7 show the mean PSNR and SSIM 
obtained for the 6 test inputs using various Image com-
pression, deblocking, and denoising methods. From 
the graphs, it can be concluded that the mean PSNR 
and SSIM obtained for the 6 test inputs at QF=5 easily 
outperforms all the other image compression, deblock-
ing, and denoising methods to achieve significantly 
high values of 32.90 and 0.9262 respectively.  

The graphs in Fig. 8 show the PSNR, SSIM, and Com-
pression Ratio values obtained for the various test im-
ages, used in this experiment of image compression 
using CNNs. From the graphs, it can be concluded that 
the mean PSNR of 37.26, mean SSIM of 0.9556, and an 
average compression of 1.62x for the test images at 
QF=5 make this framework ideal for use. The PSNR val-
ues obtained for the test images in Fig. 9 are greater 
than 30 while the SSIM values are greater than 0.88 
which shows a significant improvement over other im-
age compression as well as image deblocking and de-
noising methods. These graphs in Fig. 7 and 8 are direct 
evidence that the proposed framework gives an output 
image that undergoes very minute changes compared 
to the input image along with significant compression, 
achieved in the range of 1.18x-3.75x. 

TEST IMAGES Parrots Cameraman Lena Butterfly House Peppers Mean
SSIM

JPEG 0.7581 0.7283 0.7367 0.7378 0.7733 0.7087 0.7404
BM3D [11] 0.8118 0.7607 0.7837 0.8184 0.8082 0.7639 0.7911
Ren’s [10] 0.8310 0.7666 0.8010 0.8419 0.8197 0.7876 0.8080

Zhang’s [12] 0.8308 0.7672 0.8035 0.8313 0.8141 0.7895 0.8061
Sun’s [4] 0.8323 0.7687 0.8061 0.8321 0.8113 0.7931 0.8073
DicTV [9] 0.8005 0.6658 0.7744 0.7769 0.7963 0.7456 0.7599

Zhang’s [13] 0.8460 0.7666 0.8169 0.8667 0.8285 0.8031 0.8213
ARCNN [14] 0.8446 0.7674 0.8142 0.8741 0.8209 0.7961 0.8196
WNNM [15] 0.8287 0.7674 0.7947 0.8445 0.8178 0.7827 0.8060
ComCNN [5] 0.8377 0.7662 0.8042 0.7488 0.8119 0.7966 0.7942
RecCNN [5] 0.8497 0.7945 0.8195 0.8760 0.8251 0.8004 0.8275
ComCNN+ 0.8951 0.8167 0.8486 0.8847 0.8456 0.8328 0.8539
RecCNN [5]
Proposed 0.9307 0.9065 0.9538 0.9155 0.9189 0.9315 0.9262
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Fig. 7. Analogy of the mean PSNR and SSIM with 
various image compression, deblocking and 

denoising methods for QF=5

Fig. 8. Analogy of the mean PSNR, SSIM and 
Compression Ratio for the 15 Test Images for QF=5

7. CONCLUSION AND FUTURE WORK

The project consists of a novel compression frame-
work involving CNN comprising of ComCNN and 
RecCNN where they are trained concurrently and ide-
ally consolidated into a compression framework, along 
with MS-ROI mapping which highlights the semioti-
cally notable portions of the image and JPEG2000 im-
age codec for image compression. ComCNN gains an 
excellent compact characterization from the image at 
the input, hence conserving the structural details of 
the image, RecCNN has been utilized to rebuild the im-
age with excellent quality, thus producing an output 
image of high quality and maintaining all the structural 
details of the input image whereas MS-ROI mapping 
is used to represent numerous prominent areas of a 
picture in  one pass and hence can be used to boost 
the visual attributes of only the semantic objects, thus 
making the image visually attractive. The results of the 
experiments performed depict that this framework at-
tains excellent values of PSNR and SSIM for QF=5, out-
performing all the post-processing innovations, pro-
viding a suitable compression ratio of 1.18-3.75 times 
the original image and a mean PSNR and SSIM value 
obtained as 38.45 and 0.9602 respectively. For future 
work, the same framework can be used for examining 
the outputs (PSNR and SSIM) with different values of 
QF. Secondly, different architectures of CNNs can be 
tested for providing improved performances over the 
proposed method. Also, different image compression 
methods can be applied to this framework like JPEG, 
BPG, etc to check for their performance in comparison 
to the proposed JPEG2000 image.

Fig. 9. Different Test Inputs And Their Outputs
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Abstract – Radar-based hand gesture recognition is an important research area that provides suitable support for various applications, 
such as human-computer interaction and healthcare monitoring. Several deep learning algorithms for gesture recognition using Impulse 
Radio Ultra-Wide Band (IR-UWB) have been proposed. Most of them focus on achieving high performance, which requires a huge amount 
of data. The procedure of acquiring and annotating data remains a complex, costly, and time-consuming task. Moreover, processing a 
large volume of data usually requires a complex model with very large training parameters, high computation, and memory consumption. 
To overcome these shortcomings, we propose a simple data processing approach along with a lightweight multi-input hybrid model 
structure to enhance performance. We aim to improve the existing state-of-the-art results obtained using an available IR-UWB gesture 
dataset consisting of range-time images of dynamic hand gestures. First, these images are extended using the Sobel filter, which generates 
low-level feature representations for each sample. These represent the gradient images in the x-direction, the y-direction, and both the 
x- and y-directions. Next, we apply these representations as inputs to a three-input Convolutional Neural Network- Long Short-Term 
Memory- Support Vector Machine (CNN-LSTM-SVM) model. Each one is provided to a separate CNN branch and then concatenated for 
further processing by the LSTM. This combination allows for the automatic extraction of richer spatiotemporal features of the target with 
no manual engineering approach or prior domain knowledge. To select the optimal classifier for our model and achieve a high recognition 
rate, the SVM hyperparameters are tuned using the Optuna framework. Our proposed multi-input hybrid model achieved high performance 
on several parameters, including 98.27% accuracy, 98.30% precision, 98.29% recall, and 98.27% F1-score while ensuring low complexity. 
Experimental results indicate that the proposed approach improves accuracy and prevents the model from overfitting.

Keywords: hand gesture recognition, IR-UWB, data expansion, multi-input, CNN-LSTM, feature concatenation, multi-class SVM, Optuna

1.  INTRODUCTION

Hand Gesture Recognition (HGR) is a very important 
research area that provides adequate support for several 
applications such as human-computer interaction and 
healthcare monitoring [1,2]. A significant effort has been 

devoted to gesture recognition using different sensing 
technologies [3]. Conventional HGR approaches mainly 
use wearable and optical sensors. These frameworks are 
highly accurate but represent several drawbacks. Wear-
able sensors such as gloves require carrying a load of 
cables that connect the device to a computer while per-
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forming the gesture [4]. This makes the system impracti-
cal and can cause discomfort for users. In contrast, optical 
sensors such as cameras do not require any devices at-
tached to the body [5]. However, one prominent concern 
is the risk of privacy violation when used in personal set-
tings. Furthermore, there arise some situations wherein 
gesture recognition via cameras is difficult such as sud-
den lighting changes and the presence of severe occlu-
sions. To overcome the above shortcomings, radar-based 
sensing systems are proposed [6]. Impulse Radio Ultra-
Wide Band (IR-UWB) has recently emerged as one of the 
most effective and promising non-contact sensors for 
HGR. It has been deployed in a network fashion for HGR to 
develop applications such as control car devices [7], wire-
less keyboards [8,9], and sign language-based commu-
nication systems [10,11]. The IR-UWB has the advantage 
of being remotely operable in a non-intrusive manner. It 
does not capture any visual images which allow the us-
ers to feel unrestrained. Furthermore, the IR-UWB offers 
an inexpensive and robust system that operates with low 
power consumption and performs well in both highly lit 
and dark environments. In addition, it completely avoids 
the problem of occlusion owing to its high penetration 
capabilities through obstacles and walls. 

The HGR process involves extracting a set of relevant 
features from the sensor data that best describe a ges-
ture [6], allowing it to be identified with a high recogni-
tion rate regardless of the environment in which it is 
performed or the person performing it [12].

Based on the existing feature extraction techniques, 
an HGR system can be classified as a traditional or deep 
model [13]. A traditional model relies on hand-crafted 
feature extraction, which requires pre-processing of 
the data to reduce dimensionality and determine ap-
propriate features [14]. Several methods have been 
investigated for IR-UWB-based HGR, including Multi-
Layer Perceptron (MLP) [15], SVM [16], K-Nearest Neigh-
bors (KNN) [17], and K-means [18]. Although these ap-
proaches have managed to achieve impressive recog-
nition rates, they are not straightforward, requiring a 
lot of work for manual feature extraction that heavily 
depends on human experience and domain knowl-
edge [19]. On the other hand, a deep model eliminates 
the manual feature extraction phase by replacing it 
with automatic processing where multi-level features 
are automatically extracted from raw data, involving 
less human intervention [7].

In terms of deep models, Convolutional Neural Net-
work (CNN) [20][21] and Recurrent Neural Network 
(RNN) [22] are the most prominent approaches used 
for HGR. CNN is considered one of the most efficient 
deep models for image classification tasks [23]. It acts 
as a spatial feature extractor and allows one to learn 
high-level representations in a hierarchical manner us-
ing a set of stacked convolutional layers. Several neural 
network methods have been analyzed, and the results 
show that CNN is effective for classifying image data 
generated by IR-UWB for HGR [24-26]. As for RNN, it is 

used to analyze sequential data. The most commonly 
deployed variant of RNN is the Long-Short-Term Mem-
ory model (LSTM) [27]. This model is designed with a 
memory mechanism that uses gates, allowing for ex-
ploiting and learning relevant temporal patterns in 
data. LSTM has been effectively used in various HGR 
studies with radar [28], and it has also proven to boost 
performance in terms of classification accuracy when 
used in a hybrid configuration with CNN [29].

Training deep models from scratch typically requires 
a large amount of data, which is often not available. 
Acquiring and annotating remote sensing data can be 
complex, laborious, and time-consuming, making it 
challenging to gather the necessary amount of data. As 
a result, the concept of transfer learning was introduced 
[30], which involves reusing a previously trained model 
developed for one task in a new task. However, transfer 
learning-based algorithms may exhibit unpredictable 
performance if there is a mismatch between the source 
and target learning content. Another approach is to 
transform radar data into different domains, where use-
ful features can be extracted and fused for classification 
[6,31]. However, this approach requires significant pro-
cessing and computational resources. 

This paper proposes a simple processing approach 
based on low-level feature extraction to increase the 
number of samples, as well as a multi-input hybrid 
model to improve the existing results on an available 
real-world dataset of dynamic hand gestures acquired 
using an IR-UWB. Three major points have been ad-
dressed in this work. First, the limited amount of data 
used to train a model. A gesture may not be fully de-
scribed by a single representation; hence the need to 
extend the data. The introduction of our data process-
ing using the Sobel filter to extract gradient features 
significantly filters out unnecessary information while 
retaining the main features. This process can not only 
increase the amount of information used to describe a 
target but also enhance the bottom features by reduc-
ing the noise in the data and providing more diversi-
fied information. Second, we proposed a three-input 
CNN-LSTM feature extractor that takes advantage of 
automatic domain-aware extraction and concatena-
tion of complementary features from the same target 
to provide more exhaustive spatiotemporal informa-
tion. Third, the model combines the strength of CNN-
LSTM and SVM to improve the recognition accuracy 
and generalization ability while maintaining a simple 
architecture with a reasonable number of parameters.

The major contributions of this paper are:

•	 Using preprocessing steps to extend the amount 
of data in each class to prevent overfitting.

•	 Providing a lightweight three-input architecture 
to process the input data, resulting in considerable 
improvement in training time.

•	 Utilising CNN-LSTM layers for automatic spatio-
temporal feature learning without any manual en-



537Volume 14, Number 5, 2023

gineering or prior domain knowledge.
•	 Using a multi-class SVM classifier for efficient clas-

sification.
•	 Achieving a high recognition rate and outperform-

ing current state-of-the-art models used for IR-
UWB-based hand gesture recognition.

The rest of the paper is organized as follows: Section 
2 provides a brief review of recent scholarly works re-
lated to HGR-based IR-UWB radar. Section 3 presents a 
description of the proposed system, including dataset 
processing and model implementation. Section 4 pro-
vides the experimental results and comparative perfor-
mance of the proposed model. The discussion is pre-
sented in Section 5, and Section 6 concludes the paper.

2. RELATED WORKS

2.1. TRADITIONAL MODELS

In the HGR process, a gesture needs to be represented 
by a suitable set of features. Ghaffar et al. [19] used the 
Histogram of Oriented Gradient (HOG) to extract features 
from the data of 4 IR-UWB. The resulting features were 
merged and fed as input to an SVM, resulting in an accu-
racy of 96% for the classification of 4 gestures. Li et al. [17] 
tested several combinations of Cumulative Distribution 
Density (CDD) features extracted from IR-UWB spectro-
grams to train a KNN algorithm, with the highest accuracy 
achieved being about 82.4%. Khan et al. [18] extracted 
three features, namely the variance of the Probability 
Density Function (PDF) of the magnitude histogram, Time 
Of Arrival (TOA) variation, and frequency from the data of 
an IR-UWB. They used the K-means clustering algorithm 
to classify 5 gestures, achieving an accuracy of 98%.

2.2. DEEp MODELS

2.2.1. CNN

Ahmed et al. [32] proposed a four-layer CNN and 
tested it on the dataset used in this paper. The task was 
to automatically extract features from range-time radar 
spectrograms and classify 12 dynamic hand gestures. A 
recognition accuracy of 94% was achieved. In another 
study, Ahmed et al. [7] proposed a system to recognize 
gestures for controlling electronic devices inside a car. 
The authors used a six-layer CNN to extract features 
from range-time radar spectrograms converted into 
grayscale images. The system achieved an accuracy of 
96% in recognizing the 5 gestures used in the study. 
Khan et al. [33] employed a five-layer CNN to classify 
hand gestures based on image trajectory patterns gen-
erated from multiple IR-UWB.

2.2.2. LSTM

Noori et al. [34] investigated an LSTM architecture 
tested on the same dataset used in this paper. Their 
model showed superior performance compared to 
[32] by reaching an accuracy of 97%. However, it had 

847,055 trainable parameters, making it computation-
ally heavy. Park et al. [35] proposed a recognition algo-
rithm based on LSTM for the classification of 6 dynamic 
hand gestures and achieved an accuracy of 90.5%.

2.2.3. CNN-LSTM

Skaria et al. [36] implemented a hybrid model that 
combines CNN and LSTM layers, trained on a 3D ten-
sor of stacked range-Doppler frames. The CNN-LSTM 
achieved a high accuracy of 96.15%. In another work 
by the same authors, two sensors were investigated for 
robust gesture classification, namely an IR-UWB and a 
thermal sensor [37]. CNN-LSTM layers were employed 
on both radar and thermal signals, achieving an accu-
racy of 99% for 14 hand gestures.

3. MATERIALS AND METHOD

3.1. DATASET

This study aims to improve the existing results on the 
public UWB Gestures dataset proposed by Ahmed et 
al. [32]. The dataset consists of 12 classes of dynamic 
hand gestures, namely left-right (LR), right-left (RL), 
up-down(UD), down-up (DU), diag-LR-UD, diag-LR-DU, 
diag-RL-UD, diag-RL-DU, clockwise, counter-clockwi-
se, push-in, and empty gestures. Each gesture is per-
formed 100 times by 8 volunteers and acquired using 
three XeThru X4 IR-UWBs (Fig. 1). In order to compare 
the performance of our three-input CNN-LSTM-SVM 
against other models using the same dataset, we 
followed the same procedure and used only the left 
radar data, which consists of 9,600 range-time images.

Fig. 1. Collection of the UWB-Gestures dataset 
using three UWB radars.

3.2. DATA pROCESSING

A major problem in training deep models from 
scratch is the huge amount of data required. Using 
a small dataset usually results in overfitting and de-
creased model performance. To achieve high general-
ization capability, we propose extending the dataset 
and generating low-level image features to use as an in-
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The three-input CNN is used for spatial feature extrac-
tion. It consists of three branches with similar layer con-
figurations. Each branch consists of an input layer of size 
75x75 and three convolutional layers with 16, 32, and 64 
filters of size 4x4, respectively, which reduces the num-
ber of the training parameters. Additionally, 2x2 strides 

Fig. 3. The overall structure of the proposed hand gesture recognition system

dependent input for the model. These features include 
the image gradient in the x-direction, y-direction, and 
both x and y-directions generated by the Sobel filter. 
First, the samples are resized to 75x75 to decrease the 
computational cost, then converted to binary images 
by applying thresholding. Next, the Sobel filter is ap-
plied in the horizontal and vertical directions to calcu-
late the gradient in the x-direction (Dx) and y-direction 
(Dy) for each sample. Finally, the gradient images for 
both x and y-directions are generated by taking the 
square root of the sum of Dx and Dy for each sample. 
By doing this, the size of the dataset is tripled, and a 
total of 25,200 images are generated without creating 
duplicates (Fig. 2).

Fig. 2. Flow graph of data processing.

3.3. METHOD

The proposed approach is designed to classify dy-
namic hand gestures, which are formed by a consec-
utive sequence of poses where their characteristics 
vary over time. Therefore, the recognition process of 
dynamic gestures takes into account both spatial and 
temporal information. To enable the analysis of spatial 
and temporal features of gestures, we propose using a 
three-input CNN in conjunction with an LSTM to pro-
cess the input data and perform feature extraction. 
First, the three-input CNN is used to extract the spatial 
features corresponding to the low-level representation 
of the images. Each representation is processed sepa-
rately in a CNN branch. To fully represent the gesture, 
the output features of the three CNN branches are 
merged. The concatenated features are reshaped and 
provided as input to the LSTM for temporal feature ex-
traction. The LSTM captures and memorizes how the 
features extracted by the CNN layers change over time. 
The output of the LSTM is put into vector form and fed 
into the multiclass SVM. The SVM acts as the final clas-
sifier of the architecture and gives the prediction result 
(Fig. 3).

The noteworthy characteristics of the three-input 
CNN-LSTM-SVM are:

•	 Increasing the amount of input data to prevent 
overfitting and improve the generalization perfor-
mance of the model.

•	 Adopting a more efficient feature extractor.
•	 Using both spatial and temporal information to de-

scribe a gesture.
•	 Providing the final classifier with more information 

to make a decision.

3.3.1. Learning spatiotemporal features

The combination of both spatial and temporal fea-
tures is a requirement for dynamic gesture classifica-
tion. To achieve this, two models are combined: the 
three-input CNN and the LSTM.
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(1)

where I is the input image, i and j are the height and 
width respectively, K is the 2D convolutional filter of 
size m x n, and F is the output 2D feature map. To in-
crease nonlinearity in feature maps, a Maxout layer is 
inserted. It is mathematically expressed as follows:

(2)

with x is the input variables, W the weight, and b the bias.

According to the article published by Goodfellow 
et al. [38], the Maxout activation function has demon-
strated its effectiveness for training with Dropout, as 
well as its robustness for image classification [39]. Each 
feature map is dimensionally reduced using a Max-
pooling layer with a pool size of 2x2 to preserve the 
most relevant features identified and avoid unneces-
sary computations. Finally, a Dropout layer with a value 
of 25% is inserted. The three CNN branches operate in 
parallel, and their outputs are combined by late fusion 
for further processing by the LSTM.

are used to further reduce the computational cost. Each 
branch takes a different image representation as input. 
The images are processed separately by performing 
multiple convolution operations to extract spatial fea-
tures. The convolution operation is expressed as follows: 

The LSTM layer is composed of 150 units. The struc-
ture of an LSTM unit consists of input, output, and for-
get gates that control the learning process, as shown 
in Fig. 4. These gates are adjusted using the activation 
sigmoid function. To avoid overfitting in the recurrent 
layer, the recurrent dropout is set to 0.2.

3.3.2. Multi-class SVM for gesture classification

The spatiotemporal features automatically gener-
ated by the CNN-LSTM are fed into the SVM module for 
training and testing on the hand gesture dataset (Fig. 
5). Since the dataset we are using consists of M = 12 
classes, we have implemented a multi-class SVM algo-
rithm based on the combination of a set of M binary 
SVMs. We decomposed the multiclass problem into 64 
filters of size 4x4, respectively, which reduces the num-
ber of the training parameters. Additionally, 2x2 strides 
are used to further reduce the computational cost. 
Each branch takes a different image representation as 
several bi-class problems and adopted “the one against 
all” strategy, where each binary classifier is trained on 
the samples of a selected class against all other classes. 

This means that the samples on which a classifier is 
trained are labeled as positive, and all the rest are la-
beled as negative. In the evaluation phase, a test sam-
ple is labeled as belonging to a class according to the 
maximum score among the 12 classifiers.

Fig. 4. LSTM structure

3.3.3. Evaluation method

To evaluate the performance of our proposed model, 
we use the following metrics: accuracy, precision, re-
call, and F1-score. These metrics are calculated based 
on the number of true positives (TP), true negatives 
(TN), false positives (FP), and false negatives (FN) using 
the following equations:

(3)

(4)

(5)

(6)

3.3.4. Implementation details

The three-input CNN-LSTM-SVM model is imple-
mented in Python using the Keras framework with Ten-
sorflow on a machine running an environment with an 
Intel (R) Core (TM) i5 2.40 GHz CPU, 16GBs of RAM, 1TB 
of hard disk, and Windows 10. The dataset samples are 
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randomly split into 80% for training and 20% for test-
ing using the train_test_split function included in the 
sklearn python package. The random seed parameter is 
also used to ensure that the test samples are the same 
in each performed experiment. During the training pro-
cess of the three-input CNN-LSTM, the Adam optimizer 
is used with a learning rate set to 0.001, a batch size of 16, 
and 25 epochs. The input labels are provided as integers 
rather than vectors to save time in memory as well as 
computations. Therefore, we use the sparse categorical 
cross-entropy loss function. The resulting spatiotempo-
ral feature vectors from the three-input CNN-LSTM are 

fed to the multi-class SVM classifier for training and test-
ing. The learning process of the multi-class SVM classifier 
is performed using the Optuna framework [40]. During 
the learning process, the hyperparameters tuning, in-
cluding the penalty coefficient C, kernel function, slack 
variable (degree), and gamma parameter, is achieved 
based on several repeated trials using k cross-validation 
with k = 5. Optuna is an open-source optimization soft-
ware available as a library in Python that is easy to imple-
ment and offers an integrated dashboard to visualize 
optimization histories and results. The source code of 
our model is available on GitHub [41].

Fig. 5. Three-input CNN-LSTM-SVM model:(A) Input layer, (B) CNN layers for spatial features extraction,  
(C) LSTM layer for learning temporal features, (D) Classification/output layer.

4. EXpERIMENTAL RESULTS

4.1. TRAINING pROCESS

The training process is divided into three main phases:

•	 The CNN-LSTM is trained with a SoftMax classifier for 
the extraction of spatiotemporal features.

•	 The SoftMax is replaced by the Multiclass SVM, 
which is fed with the feature vectors, trained, and 
optimized for 100 trials.

•	 The Multiclass SVM is then trained for a second time 
with the optimal hyperparameters. 

The finetuned Multiclass SVM achieved a training ac-
curacy of 99.62% (Fig. 6). The influence of different hy-
perparameters values on the model's performance is 
presented in Fig. 7.

4.2. EVALUATION pROCESS

The finetuned three-input CNN-LSTM-SVM model is 
evaluated on the test set. The confusion matrix and the 
classification report obtained from the test data are de-
picted below (Fig. 8). Additionally, Receiver Operating 
Characteristics (ROC) and Precision- Recall (PR) curves 
are plotted to compare the overall performance (Fig. 9).

4.3. COMpARISON

4.3.1. Verification of data processing

To demonstrate the effectiveness of the proposed 
data processing approach, the first experiment is di-
vided into two main parts. In the first part, the three-
input CNN-LSTM-SVM model is trained using raw im-
ages (original images without processing), where the 
same sample is simultaneously provided to all three 
CNN branches. In the second part, the model is trained 
using extended images, where each CNN branch is fed 
with a different representation of low-level features. 
The results are shown in Table 1.

Table 1. Comparative classification performance on 
Raw/Processed images.

Metrics Raw images processed images

Train accuracy 98.34% 99.62%

Test accuracy 92.49% 98.27%

Precision 92.77% 98.30%

Recall 92.40% 98.29%

F1-score 92.44% 98.27%
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Fig. 6. Optimization history.

Fig. 7. Slice plot.

Fig. 8. (a) Confusion matrix
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Fig. 8. (b) Classification report

Fig. 9. (a) ROC curve

Fig. 9. (b) PR curve
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4.3.2. Verification of the model structure

The second experiment aims to demonstrate the su-
periority of using multiple branches for parallel data 
processing over a single branch for sequential data 
processing when using different feature representa-
tions. We fed a single-input CNN-LSTM-SVM with the 
extended images and compared its performance to the 
results obtained from the three-input CNN-LSTM-SVM 
experiment mentioned in subsection 4.3.1. Note that 
the single-input CNN-LSTM-SVM used in this experi-
ment consists of the same layer and parameter con-
figuration as a single CNN branch from the three-input 
CNN-LSTM-SVM. The results are presented in Table 2.

Table 2. Comparative classification performance of 
single/three-input CNN-LSTM-SVM.

Metrics single-input CNN-
LSTM-SVM

three-input CNN-
LSTM-SVM

Train accuracy 96.30% 99.62%

Test accuracy 93.09% 98.27%

Precision 93.24% 98.30%

Recall 93.10% 98.29%

F1-score 93.44% 98.27%

4.3.3 Comparison to state-of-the-art approaches

The third experiment aims to compare the classifica-
tion performance of the three-input CNN-LSTM-SVM 
with other models, including three-input CNN-SoftMax 
and three-input CNN-LSTM-SoftMax models. This ex-
periment is performed to demonstrate the impact of 
using spatial features only versus using spatiotemporal 
features on the recognition rate. Moreover, we aim to 
find the optimal classifier for the model by comparing 
SoftMax and SVM. Furthermore, our proposed model 
results can be directly compared with those of Ahmed 
et al. [32] and Noori et al. [34], as they also used the 
same dataset. The results are shown in Table 3.

Table 3. Comparative classification performance of 
three-input CNN-LSTM-SVM with state of art methods

Reference Model Accuracy N° of 
parameters

Ahmed et 
al. [32] CNN 94% -

Three input-CNN-SoftMax 95.41% 126300

Noori et al. 
[34] LSTM 97% 847055

Three input-CNN-LSTM-
SoftMax 97.20% 331596

Our 
approach

Three input-CNN-LSTM-
SVM 98.27% 332578

Fig. 10. Comparison of proposed three-input 
CNN-LSTM-SVM model accuracy with state of art 

methods.

5. DISCUSSION

This work presents an end-to-end hybrid model for 
classifying dynamic hand gestures using IR-UWB data. 
We used a three-input CNN-LSTM for automatically 
learning spatiotemporal features, combined with a 
multiclass SVM classifier. The performance of the pro-
posed model was assessed using various evaluations, 
and the results of the confusion matrix and classifica-
tion report are depicted in Fig. 8. They show that the 
model achieved an accuracy of 98.27% and identified 
half of the classes with an accuracy above 98%, a preci-
sion of 98.30%, a recall of 98.29%, and an F1-score of 
98.27%. Moreover, the ROC curve in Fig. 9 indicates that 
the proposed model based on combined features pro-
duced excellent results, with a true positive rate pro-
duced for each gesture class.

From Table 1, it is evident that the three-input CNN-
LSTM-SVM model is overfitting when duplicating in-
puts using raw images, as it achieved a training accura-
cy of 98.34% but a lower test accuracy of 92.42%. This is 
due to the non-representative dataset, which does not 
provide enough information for the model to general-
ize well. To address this issue and prevent the model 
from overfitting, we used the extended dataset that in-
cludes image gradients in the x-direction, y-direction, 
and both x and y-directions. As shown in Table 1, the 
three-input CNN-LSTM-SVM model achieves better 
gesture recognition when different low-level represen-
tations are provided as inputs, leading to an increase 
in accuracy of about 6% compared to using duplicate 
original images. The model achieved a training and 
test accuracy of 99.62% and 98.27%, respectively, with 
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much lower overfitting and better generalization abil-
ity. This is because using multiple representations for 
the same gesture enables the extraction and merging 
of more features, providing the final classifier with more 
information to make a decision. These results highlight 
the importance of using different low-level representa-
tions as well as a multiple inputs model in cases where 
there are insufficient representative features, and indi-
cate that unnecessary duplication of inputs does not 
significantly improve performance but increases com-
putational complexity.

The superiority of our method is more apparent 
when we compare the performance of the single-input 
and three-input models. The results in Table 2 show a 
significant difference in the model’s performance when 
processing the data sequentially and independently in 
parallel. The single-input CNN-LSTM-SVM achieved an 
accuracy of 93.09%, while the three-input CNN-LSTM-
SVM achieved an accuracy of 98.27%. Compared to 
the single-input CNN-LSTM-SVM, our proposed three-
input CNN-LSTM-SVM architecture not only leverages 
the strength of multiple low-level representations to 
extract complementary features from the same tar-
get but also introduces the concept of feature concat-
enation into the architecture to achieve more holistic 
representations. The separate processing of each data 
representation allows the extraction and preservation 
of its features without altering them with other data 
representations, enabling the model to learn distinct, 
discriminative, and complementary features effec-
tively. We can conclude that in limited data conditions, 
extending raw data to different feature representations 
and then providing them as inputs should be applied to 
separate branches to achieve higher accuracy. We also 
hypothesize that the reason for the low performance 
of the single-input CNN-LSTM-SVM model is due to dis-
similar features, where the same gesture is represented 
three times differently, leading to confusion for the 
model and making it error-prone. We can reasonably 
conclude from this experiment that through the effec-
tive concatenation of multiple feature information, the 
prediction is made based on the full use of target fea-
tures, which improves the recognition accuracy.

On the other hand, as shown in Table 3, the proposed 
three-input CNN-LSTM-SVM outperforms the most re-
cent research works (Fig. 10) [32,34]. Compared to the 
CNN proposed by Ahmed et al. [32], the three-input 
CNN-SoftMax achieved an average increase in accuracy 
of 1.41%. This result suggests that the three-input CNN-
SoftMax can capture more spatial context information 
for classification by learning the details when a large 
number of training samples are provided. Although 
data expansion contributes to the model, the accura-
cy is still limited by the lack of additional information.  
While the CNN structure can learn higher-level features, 
it ignores the temporal dependencies on the features, 
meaning that the inputs and outputs are independent, 
leading to limited recognition performance.

We can observe from Table 3 that adding LSTM units 
can boost classification performance. The combina-
tion of three-input CNN-LSTM-SoftMax showed its ef-
fectiveness by achieving an accuracy of 97.20%, out-
performing the CNN proposed by Ahmed et al. [32] by 
3.20% and the three-input CNN-SoftMax by 1.79%. This 
enhancement refers to convolution, concatenation 
operations, and the sophisticated structure of LSTM, 
that maintain the spatial and temporal relationships. 
The LSTM is cascaded to learn and integrate temporal 
features, which can provide additional information and 
improve classification performance. The LSTM helps 
capture and memorize how the features extracted 
by the CNN layers change over time. Combining the 
strengths of CNN and LSTM provides the benefits of 
both spatial and temporal learning, which is very effec-
tive in improving the recognition rate of dynamic hand 
gestures. Moreover, the three-input CNN-LSTM-Soft-
Max model provided comparable performance to pre-
vious work by Noori et al. [34]. However, the three-input 
CNN-LSTM-SoftMax model achieved 97.20% accuracy 
and had fewer trainable parameters (331,596) than the 
model proposed by Noori et al. [34], which was main-
tained with 847,055 parameters and achieved 97% ac-
curacy. To select the optimal classifier for our model, 
the three-input CNN-LSTM was trained with a SoftMax 
layer and an SVM classifier. The results reported in Table 
3 show a 1.07% increase in accuracy using the SVM as 
the final classifier. This gain is mainly due to the use of 
the various optimal hyperparameters selected using 
the Optuna framework. Therefore, the generalization 
ability of SVM is superior to that of SoftMax.

6. CONCLUSION

A major concern when training deep learning models 
is the requirement for a large amount of data to achieve 
sufficient robustness. Otherwise, with limited data, mod-
els are prone to overfitting.  To enrich the training and 
testing samples in radar-based HGR, this paper proposes 
a simple and efficient method to extend radar spectro-
grams. Using different low-level feature representations 
as input, processed on separate branches, helps the 
model learn and merge more information about the 
target, resulting in increased accuracy. Combining CNN 
and LSTM layers to take into account both spatial and 
temporal features improve recognition accuracy. Finally, 
switching from SoftMax to SVM appears to be beneficial 
for generalization ability.

We believe that the number of samples, as well as 
their representation in the dataset, are critical factors 
in developing a robust model that provides high clas-
sification predictions. Future work in this research aims 
to introduce more data processing techniques to gen-
erate additional samples to enhance the model’s per-
formance in terms of similar evaluation parameters. 
Additionally, we plan to further reduce the model’s 
complexity by modifying the layer configuration. 
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Abstract – Feature selection is an essential preprocessing step for removing redundant or irrelevant features from multidimensional 
data to improve predictive performance. Currently, medical clinical datasets are increasingly large and multidimensional and not 
every feature helps in the necessary predictions. So, feature selection techniques are used to determine relevant feature set that can 
improve the performance of a learning algorithm. This study presents a performance analysis of a new filter and wrapper sequence 
involving the intersection of filter methods, Mutual Information and Chi-Square followed by one of the wrapper methods: Sequential 
Forward Selection and Sequential Backward Selection to obtain a more informative feature set for improved prediction of the 
survivability of breast cancer patients from the clinical breast cancer dataset, SEER. The improvement in performance due to this 
filter and wrapper sequence in terms of Accuracy, False Positive Rate, False Negative Rate and Area under the Receiver Operating 
Characteristics curve is tested using the Machine learning algorithms: Logistic Regression, K-Nearest Neighbour, Decision Tree, 
Random Forest, Support Vector Machine and Multilayer Perceptron. The performance analysis supports the Sequential Backward 
Selection of the new filter and wrapper sequence over Sequential Forward Selection for the SEER dataset. 

Keywords: accuracy, filter-wrapper, Sequential forward selection, Sequential backward selection 

1.  INTRODUCTION

Breast cancer is one of the most serious medical rea-
sons associated with death of women on earth. The 
disease is caused by many factors such as age, obesity, 
alcoholism, lack of physical activity, menopausal status 
and family history of breast cancer [1]. Data Mining and 
Machine Learning (ML) techniques have been used to 
develop various breast cancer prediction models [2]. 
The digital form of clinical breast cancer datasets is 
available in huge volumes and are multidimensional. 
This multidimensional dataset contains many indepen-
dent features with more missing values, and some of 
the features are irrelevant for analysis. Applying these 
datasets to ML based classifiers drastically reduces ac-
curacy. So, finding the relevant and optimal feature 
set combination is more important for enhancing and 
improving the accuracy of ML based classifiers. The 

training phases of the ML model design includes data 
preprocessing, feature selection and feature extraction 
stages [3-5]. Medical datasets are mostly imbalanced, 
so to reduce the effect of skewed class distribution in 
the model, studies have focused on data balancing 
methods [6]. To build a more effective ML classifier, fea-
ture selection techniques are used to filter out and find 
more optimal features from multidimensional datasets 
with irrelevant independent features [7]. Feature selec-
tion focuses on selecting significant independent fea-
tures to improve the ability of classifiers to discriminate 
between classes. Furthermore, feature selection reduc-
es feature dimensionality and computational complex-
ity during the training phase of an ML algorithm [8]. 

The feature selection algorithms are categorized as 
filter, wrapper and embedded methods depending on 
how they combine feature selection sequences while 
determining informative independent features. Ranking 
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technique is the principal criterion of filter methods 
which use rank ordering for feature selection based on 
a statistical score. The method filters irrelevant features 
which degrade the relationship between independent 
and dependent features, thereby selecting the highly 
ranked independent features to be applied to the train-
ing phase of an ML algorithm. These filter approaches 
are independent to any ML algorithm, computation-
ally quick and scalable. Some feature ranking based 
filter techniques are the Mutual Information (MI), Pear-
son Correlation Coefficient (PCC) and Chi-Square (CS) 
methods [9]. Compared to filter methods, the wrapper 
methods show better performance because the inde-
pendent feature selection mainly depends on a clas-
sification algorithm. Wrapper methods determine the 
quality of different subsets of independent features 
which are more suited for the classifier. But if the di-
mensionality of the dataset is large, the wrapper meth-
ods are very expensive in terms of time and computa-
tional speed since each feature set considered must be 
evaluated with the ML classifiers used [10]. In embed-
ded methods [11], both filter and wrapper methods 
are used for feature selection and a classifier is used to 
evaluate the quality of the selected subset of indepen-
dent features. 

Liou et al. [12] used a Genetic Algorithm (GA) based 
approach along with an Artificial Neural Network (ANN), 
Decision Tree (DT) and Logistic Regression (LR) on the 
Wisconsin Breast Cancer Database-Original (WBCD) da-
taset for predicting breast cancer. The feature selection 
step was carried out based on Information Gain (IG). 
It is indicated in the paper that the GA model yielded 
better results while classifying the breast cancer data 
with an accuracy of 98.78%. Saygili [13] studied and 
compared the diagnosis of cancer using six ML meth-
ods such as Support Vector Machine (SVM), K-Nearest 
Neighbour (K-NN), Naive Bayes (NB), DT, Random For-
est (RF) and Multilayer Perceptron (MLP) on the Wis-
consin Diagnostic Breast Cancer (WDBC) dataset. Gain 
Ratio (GR) was used as a feature selection technique. 
The results showed that the RF performed better with 
an accuracy of 98.77%. Omondiagbe et al. [14] pro-
posed an automated method for diagnosing breast 
cancer on the WDBC dataset using SVM, ANN and NB 
with Correlation Based Filters, Recursive Feature Elimi-
nation (RFE), Principal Component Analysis (PCA) and 
Linear Discriminant Analysis (LDA) in the preprocess-
ing stage. The proposed SVM-LDA and ANN-LDA ap-
proaches achieved an accuracy of 98.82%. Islam et al. 
[15] compared five supervised ML techniques, namely 
SVM, K-NN, RF, ANN and LR on the WBCD dataset. PCC 
was used to identify the relationship between the at-
tributes. The results showed that ANNs performed well 
with the highest accuracy of 98.57%. Alickovic et al. 
[16] used two datasets, WDBC and WBCD to construct 
an automated breast cancer diagnosis system to select 
significant features from the datasets; GA was used as 
a feature selection technique. The authors compared 
the performance of classifiers with GA feature selec-

tion and without GA feature selection on data mining 
algorithms such as DT, LR, Bayesian Network (BN), RF, 
Radial Basis Function Networks (RBFN), MLP, SVM and 
Rotation Forest (RoF). GA with RoF achieved the high-
est classification accuracy of 99.48%. 

Liu et al. [17] proposed predictive models for breast 
cancer survivability using the DT algorithm on an im-
balanced Surveillance, Epidemiology, and End Results 
(SEER) dataset. In the feature selection stage, LR back-
ward selection was implemented for data reduction 
and an undersampling method for data balancing. To 
increase the predictive performance of the classifica-
tion, the bagging algorithm was implemented and the 
Area under curve (AUC) results obtained are 76.78%.  
Miri et al. [18] used the SEER dataset to predict the sur-
vivability of patients with breast cancer. To solve the 
class imbalance problem in the dataset, two oversam-
pling methods such as Borderline-Synthetic Minority 
Oversampling Technique (SMOTE) and Density-based 
Synthetic Oversampling (DSO) were used. For feature 
selection a combination of Correlation-based Feature 
Selection (CFS) and Particle Swarm Optimisation (PSO) 
was used. DT, BN and LR were used as classifiers for pre-
diction and an accuracy of 94.33% was achieved when 
DSO with CFS-PSO was used with DT. Aavula et al. [19] 
used MLP, DT, LR and SVM classifiers on SEER datasets 
to predict the survivability of patients with breast can-
cer. For feature selection, entropy and gain were used 
to select relevant features using Representative Fea-
ture Subset Selection (RFSS) algorithm on the classifi-
ers. SVM-RFSS produced a higher accuracy of 96.78%. 
Zand et al. [20] predicted breast cancer survivability on 
the SEER breast cancer dataset by using three classifica-
tion techniques such as NB, MLP and DT. IG was used to 
rank features. The DT produced a prediction accuracy 
of 86.7%. Manikandan et al. [21] used supervised classi-
fiers such as DT, NB and ensemble learning techniques 
such as AdaBoost, XGBoost and Gradient Boosting clas-
sifier for the classification of breast cancer. To select the 
features Variance Threshold (VT) and PCA was used. The 
results showed that DT performed better with an accu-
racy of 98%. Simsek et al. [22] constructed a hybrid DM 
based methodology to differentiate the importance of 
variables for survival change over time for three differ-
ent time periods: 1 year, 5 years and 10 years on the 
SEER dataset. Least Absolute Shrinkage and Selection 
Operator (LASSO) technique and GA were used for the 
independent feature selection. Since the data sets are 
unbalanced, to balance the number of living and de-
ceased labels in the dataset, two resampling methods 
such as Random Under Sampling (RUS) and SMOTE 
were applied. ANN and LR, were applied along with 
ten-fold cross-validation technique to determine and 
evaluate the performance of the classification model. A 
performance analysis was conducted for each model to 
identify the importance of each variable in the model 
for time periods of 1 year, 5 years and 10 years and the 
accuracy obtained has a maximum value of 84%. 
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Based on the above literature review, it was observed 
that in the majority of the papers, various feature se-
lection approaches have been explored to improve the 
accuracy of predicting breast cancer or the survivabil-
ity of breast cancer patients using the WDBC, WBCD 
and SEER datasets. This paper proposes a new filter and 
wrapper sequence using filter methods such as MI, CS 
and wrapper methods: Sequential Forward Selection 
(SFS) and Sequential Backward Selection (SBS) for the 
clinical breast cancer dataset, SEER for the classification 
of the survivability of breast cancer patients as living 
and deceased with improved accuracy. A breast can-
cer patient at a later stage of the disease has to pass 
through mental and physical trauma when subjected 
to heavy dose chemotherapy or radiotherapy [23]. 
Upon determining the criticality of breast cancer for 
survivability, patients can be relieved from such trauma 
by deciding between second-line treatment or ending 
the treatment. A second-line palliative or hospice treat-
ment can improve quality of life [24]. So, optimal inde-
pendent features are identified from the SEER dataset 
in this paper for predicting the survivability of breast 
cancer patients as the intersection of independent fea-
tures obtained from filter methods, MI, CS which are 
then applied as input to the wrapper method, SFS or 
SBS. The informative features obtained as output from 
the wrapper method are subjected to ML algorithms: 
Multiple Logistic Regression (MLR), K-NN, DT, RF, SVM 
and MLP. The results are compared using different ML 
classifiers based on Accuracy (ACC), False Positive Rate 
(FPR), False Negative Rate (FNR) and Area under the Re-
ceiver Operating Characteristics curve (AUC-ROC). The 
remainder of this paper is organized into four sections. 
In Section 2, the methodology for the new filter and 
wrapper sequence is discussed. The experimental re-
sults and discussion are presented in Section 3. Finally, 
Section 4 concludes the paper.

2. PROPOSED METHODOLOGY 

The paper proposes a new filter and wrapper se-
quence to obtain an optimal informative set of inde-
pendent features for the classification of survivability 
of breast cancer patients using the clinical breast can-
cer dataset, SEER and a comparative performance anal-
ysis of different ML models in terms of ACC, FPR, FNR 
and AUC-ROC. The workflow of the proposed filter and 
wrapper sequence is shown in Fig.1 and discussed in 
the following subsections. 

Fig.1. Workflow of the proposed filter and wrapper 
sequence

2.1. DATA COLLECTION

The SEER dataset-Surveillance, Epidemiology, and End 
Results is taken from the website, www.seer.cancer.gov. 
The dataset is an authentic source for cancer statistics 
updated every year by the Surveillance Research Pro-
gram (SRP) of Cancer Control and Population Sciences 
(DCCPS), a division of the National Cancer Institute (NCI), 
USA. There are 7,755,157 records and 258 features in the 
dataset collected between the years, 1975 and 2018. The 
records which have breast cancer information are taken 
for analysis and so after removing all other types of can-
cer records only 1,073,477 breast cancer records with 20 
features are considered for the later stages of data pre-
processing, feature selection, training and testing. The 
independent features selected from SEER for the classi-
fication of survivability of breast cancer patients are age, 
sex, grade, primary tumour laterality, summary stage, 
surgery, tumour size, nodes examined, nodes positive, 
oestrogen receptor (ER) status, progesterone (PR) status, 
human epidermal growth factor receptor 2 (HER2) sta-
tus, and the dependent feature is the survival status with 
labels, living and deceased.

2.2. DATA PREPROCESSING

The datasets collected are preprocessed through steps 
such as data transformation, data cleaning and data bal-
ancing [25]. In the data transformation, the downloaded 
SEER dataset is transformed into a .csv format as re-
quired for implementation in Python. In the data clean-
ing step, missing records are removed to improve the 
information content of the data. After cleaning the data, 
10,838 data records with 12 features are obtained. The 
dataset has both categorical and numerical features. The 
nominal categorical feature values are converted into 
numerical values by a one-hot encoding technique [26] 
to work in the Python scikit-learn library. After applying 
one-hot encoding, the SEER dataset produces 10,838 re-
cords with 22 features. The SEER dataset is highly imbal-
anced. The dataset must be balanced before it is applied 
to classifiers. In the data balancing stage, the SMOTE-
Edited Nearest Neighbour (SMOTE-ENN) [27] technique 
is applied to handle the imbalance in the training set. 
SMOTE-ENN is a combination of SMOTE and ENN where 
SMOTE is an oversampling technique that generates 
synthetic data of minority samples according to their 
nearest neighbours. ENN performs data cleaning. After 
data balancing, 8,769 records corresponding to the ma-
jority class, living and 10,233 records corresponding to 
the minority class, deceased are obtained for the SEER 
dataset. These records are then subjected to the new fil-
ter and wrapper sequence.

2.3. FILTER AND WRAPPER SEqUENCE 

The data records obtained after data balancing are 
subjected to the new filter and wrapper sequence 
where the optimal independent features are identified 
with the filter methods: MI, CS and the wrapper meth-
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ods: SFS or SBS for the classification of the survivability 
of breast cancer patients as living and deceased. The 
intersection of independent features obtained from MI 
and CS is then applied individually to the SFS and SBS 
wrapper methods. The filter and wrapper methods are 
briefed in the following subsections.

2.3.1 Filter Methods 

The filter methods used in the new filter and wrapper 
sequence are Mutual Information and Chi-Square. 

Mutual Information

Mutual Information is a filtering method which de-
termines the correlation between independent and 
dependent features. If each of the n independent fea-
tures is defined as Si and the dependent feature as T, 
then the formula to calculate the Mutual Information, 
MI (Si, T) between Si and T is defined in equation 1.

(1)

where 1≤ i ≤ n , H(Si) is the entropy of independent 
feature Si, H(T) is the entropy of dependent class T, and 
H(Si|T) is the conditional entropy of Si and T. The higher 
values of MI specifies that the independent feature, Si 
contains more information for classification [28]. There-
fore, k1 number of independent features whose MI val-
ues are greater than 0 are selected to take part in the 
successive stages of the filter wrapper sequence. The 
MI values of the independent features obtained by ap-
plying the MI filter in this work are listed in Table 1.

Table 1. Independent features selected after 
applying the MI filter

S.No Independent features MI values

1. Summary stage-localized 0.1046

2. Age 0.1004

3. Tumour size 0.0924

4. ER status-positive 0.0891

5. PR status-positive 0.0773

6. Grade-2 0.0722

7. Laterality-right 0.0634

8. Nodes positive 0.0554

9. Grade-1 0.0548

10. Nodes examined 0.0363

11. HER2 status-positive 0.0250

12. HER2 status-negative 0.0165

13. Laterality-left 0.0135

14. Surgery-surgery performed 0.0104

15. Grade-3 0.0096

16. Sex-female 0.0089

17. Summary stage-regional 0.0076

18. ER status-negative 0.0034

19. Summary stage-distant 0.0008

Chi-Square

Chi-Square is a statistical method which evaluates 
the independence of the features in a dataset. In this 
technique, the independence of two events namely 
the occurrence of independent features and the oc-
currence of dependent features are evaluated [29]. The 
equation to calculate the chi-square value, χ2 for each 
independent feature is defined in equation 2.

(2)

where Of is the frequency of the different possible p 
combinations of Si independent feature values and T 
dependent feature values and 1 ≤ f ≤ p. Ef is the ex-
pected frequency of association between the f th com-
bination of independent feature values and dependent 
feature values as defined in equation 3. Here TrSi

 is the 
sum of the records corresponding to each value of the 
ith independent feature, Si under consideration, TcT is 
the sum of the records corresponding to each value of 
the dependent feature, T and m is the total number of 
records in the training set. When the CS score is higher 
than the chi-square value, χ2, determined from the chi-
square distribution table, corresponding to the degrees 
of freedom, dof, the features are highly related. BSi

 in 
the independent feature, Si and the number of values 
in the dependent feature BT. The dof is calculated as 
the product of BSi

 and BT as in equation 4.

(3)

(4)

If the CS score is lower than the χ2 score, the features 
are less correlated. The independent features with low 
CS scores are not included when modelling the classifi-
er. The CS values of the independent features obtained 
after applying the CS filter in the proposed work are 
listed in Table 2.

Table 2. Independent features selected after 
applyingthe CS filter

S.No Independent features CS values

1. Tumour size 28640.032

2. Nodes positive 8185.748

3. Age 5188.570

4. Nodes examined 3048.862

5. Grade-2 1407.698

6. Summary stage-localized 1329.466

7. Grade-1 1255.024

8. Laterality-right 1194.877

9. PR status-positive 1030.023

10. ER status-positive 717.781

11. HER2 status-positive 638.850

12. Laterality-left 231.628

13. Summary stage-regional 204.313
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S.No Independent features CS values

14. HER2 status-negative 82.197

15. Grade-3 70.376

16. Sex-male 39.709

17. ER status-negative 25.409

18. PR status-negative 17.142

19. Summary stage-distant 4.046

20. Sex-female 2.078

21. Surgery-not performed 1.384

22. Surgery-surgery performed 0.922

The intersection of independent features obtained 
from both filter methods, MI and CS is used to find the 
optimal set of features. The independent features, Sum-
mary stage-localized, ER status-positive, Nodes exam-
ined, Laterality-right, HER2 status-negative, HER2 sta-
tus-positive, Tumour size, Surgery-surgery performed, 
Grade-1, Laterality-left, Age, Summary stage-regional, 
ER status-negative, PR status-positive, Grade-2, Sum-
mary stage-distant, Sex-female, Grade-3 and Nodes 
positive obtained are subjected as inputs to the wrapper 
methods: SFS or SBS to find a more optimal set of inde-
pendent features from the SEER training set for the clas-
sification of the survivability of breast cancer patients. 

2.3.2 Wrapper Methods 

The wrapper methods used in this new filter and wrap-
per sequence are SFS and SBS. SFS is a greedy search al-
gorithm that starts with an empty feature set and adds 
one independent feature at a time to determine the 
performance of the classifier until a desired number of 
independent features are obtained in the independent 
feature subset. It stops adding independent features 
when no improvement in classification performance is 
observed, or all features are added to the model [30]. In 
this work, the DT classifier is used as an estimator to se-
lect 15 independent features and the average accuracy 
score achieved after 15 iterations is 97.92% as shown in 
Fig. 2 (a). The selected independent features are listed in 
Table 3. SBS which is also known as Sequential Backward 
Elimination, works just the opposite to SFS. It starts with 
a full set of independent features in the training set and 
eliminates the least significant independent feature in 
each iteration until the classification performance does 
not change further. This method works best with a large 
number of independent features in the training set [30]. 
The estimator used in this technique is the DT classifier 
and the average accuracy score obtained is 98.23% as 
shown in Fig. 2(b). The selected independent features 
are listed in Table 3.

Fig. 2. Line plot between independent features and the accuracy scores a) SFS b) SBS

Table. 3. Independent Features obtained after 
applying wrapper methods, SFS and SBS

SFS SBS
Summary stage-localized Summary stage-localized

Nodes examined  ER status-positive

Laterality-right  Nodes examined

HER2 status-negative Laterality-right

HER2 status-positive Tumour size

Tumour size    Grade-1

Surgery-surgery performed  Laterality-left

Grade-1  Age

Laterality-left Summary stage-regional 

Age ER status-negative 

Summary stage-regional Grade-2

ER status-negative Summary stage-distant

PR status-positive Sex-female  

Summary stage-distant Grade-3

Sex-female  Nodes positive

The main objective of the new filter and wrapper 
sequence is to remove irrelevant independent fea-
tures from the training set and reduce the dimension 
of the training set. From the independent feature sub-
set obtained from the wrapper methods, SFS and SBS, 
the first 10 and 15 independent features are selected 
and subjected to ML algorithms to analyse the perfor-
mance of classifiers. The independent features that are 
distinctly identified by SFS are HER2 status-positive, 
HER2 status-negative, Surgery-surgery performed and 
PR status-positive and by SBS are ER status-positive, 
Grade-2, Grade-3 and Nodes positive.

2.4. CLASSIFIERS

Classification is a supervised learning algorithm that 
identifies the value of dependent feature of a given 
independent test data record based on the classifier 
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model produced from a labelled training set. In binary 
classification, the classifier obtained after the training 
phase predicts one of the two values of the dependent 
feature. Six ML based binary classifiers such as MLR, 
K-NN, DT, RF, SVM and MLP are used to analyse the per-
formance of the new filter and wrapper sequence for 
predicting the survivability of breast cancer patients as 
living and deceased. Multiple Logistic Regression (MLR) 
[31] predicts the probability of a dependent feature us-
ing a logistic function. To identify the value of a depen-
dent feature, the threshold value set corresponding to 
the different independent features is determined dur-
ing the training phase of the algorithm. The test record 
whose values lie above the threshold value set falls 
into one class and the test record whose values which 
lie below falls into another class. K-Nearest Neighbour 
(K-NN) [32] identifies the class of a test record by using 
the dependent feature values of ‘K’ neighbours nearest 
to the test record under consideration. The K-nearest 
neighbours are identified using the distance measures 
such as Euclidean, Manhattan, Minkowski or Hamming 
distance. Decision Tree (DT) [33] determines the rela-
tionship between independent and dependent fea-
tures in the form of a tree like structure based on mea-
surements of information content in the independent 
features. The branches of the DT represent a decision 
rule set for identifying the class of the test record. Ran-
dom Forest (RF) [34] is a top-down approach in which 
a number of decision trees are obtained using various 
subsets of the training set and the ensemble of their 
results is predicted as the dependent feature value of 
the incoming test records. The more the number of 
decision trees in the forest, the greater the accuracy. 
Support Vector Machine (SVM) [35] segregates the n-
dimensional space of the independent features of the 
training set by an optimal hyperplane which lays the 
maximum distance between the support vectors on 
either side. The parameters of this optimal hyperplane 
help classify the incoming test records. Multilayer Per-
ceptron (MLP) [36] is a feed forward neural network 
where the weights of the links connecting the input 
and the hidden layer, hidden and output layer are op-
timised during back propagation-based training to 
obtain an optimised weight vector which can predict 
the dependent feature value of the test record. The 
performance of these ML classifiers is evaluated using 
the objective metrics namely ACC, FPR, FNR and AUC-
ROC. The results are compared and discussed in the 
next section.

3. EXPERIMENTAL RESULTS AND DISCUSSION 

In the proposed new filter and wrapper sequence, 
the SEER clinical breast cancer dataset is used in the 
experimental analysis. The training set is subjected to 
the data preprocessing stage and the new filter and 
wrapper sequence. In the data preprocessing step, 
data transformation, data cleaning and data balancing 
steps are carried out. The filter methods, MI and CS are 
applied to the preprocessed training sets. The intersec-

tion of more relevant independent features identified 
from the filter stage are subjected to the SFS and SBS 
wrapper methods to obtain a more optimal set of in-
dependent features. The optimal set of 10 and 15 in-
dependent features are applied to the ML algorithms 
and the performance of the analysis are evaluated in 
this section in terms of the evaluation metrics: ACC, 
FPR, FNR and AUC-ROC. These evaluation metrics are 
defined in the following subsection.

3.1. EvALUATION METRICS 

The performance evaluation of the classifiers is main-
ly based on the correct and incorrect predictions made 
by the model. The confusion matrix provides more in-
sight into the performance of a prediction model and 
also identifies the classes which are correctly and incor-
rectly predicted by the model. Accuracy provides the 
ratio of the number of correct predictions to the total 
number of predictions made by the model. False Posi-
tive Rate refers to the number of predictions where the 
classifier incorrectly predicted the deceased class as 
living [18]. False Negative Rate refers to the number of 
predictions where the classifier incorrectly predicted 
the living class as deceased [15]. AUC-ROC curve is 
drawn by plotting the FPR and TPR values. The curve is 
plotted for different probability thresholds of the mod-
els while predicting the probability of different classes 
[18]. The ROC curve corresponding to the largest area 
has a better ability to classify between living and de-
ceased classes.

3.2. RESULTS 

The values of different evaluation metrics obtained 
from the testing stage are tabulated in Table 4. The 
results obtained show that, when the number of inde-
pendent features identified from the new filter wrap-
per sequence is 15, SVM produced an accuracy of 99% 
and DT, an accuracy of 98.1% from SFS. Similarly, when 
the selected independent features are 10, DT has an ac-
curacy of 85.9%. In the case of the SBS wrapper tech-
nique, SVM yields the highest accuracy of 99.5% and 
K-NN produced an accuracy of 98.7% when 15 selected 
features are used. When 10 independent features are 
selected, DT obtained an accuracy of 86.3%. SBS per-
formed better than SFS across all ML algorithms when 
15 independent features are selected. When SBS was 
used, K-NN produced an FPR of zero, and when SFS 
was used with 15 independent features, it produced 
an FPR of 0.001. When 15 independent features were 
used, SVM produced an FNR value of 0.005 with SBS 
and 0.006 with SFS. Based on the results, K-NN and SVM 
perform better in terms of FPR and FNR. The accuracy 
values obtained from different classifiers for 10 and 15 
selected independent features from the wrapper tech-
nique, SFS and SBS are shown in the Fig. 3 and Fig. 4. 
Comparatively, the SBS wrapper technique produced 
higher accuracy than the SFS.
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Table. 4. Comparative analysis on different 
evaluation metrics using SEER dataset

Cl
as

si
fie

rs

Features=10

SFS SBS

ACC FPR FNR AUC-
ROC ACC FPR FNR AUC-

ROC

MLR 83.4 0.290 0.032 89.9 83.7 0.168 0.158 90.9

K-NN 84.5 0.151 0.159 92.3 84.2 0.132 0.186 92.7

DT 85.9 0.220 0.055 93.4 86.3 0.143 0.131 93.4

RF 85.8 0.219 0.059 93.4 85.7 0.133 0.153 93.7

SVM 85.7 0.234 0.043 90.9 86.1 0.127 0.153 92.4

MLP 85.7 0.223 0.057 93.1 85.3 0.144 0.150 93.4

Features=15

MLR 89.3 0.156 0.053 95.8 90.7 0.110 0.074 97.4

K-NN 97.9 0.001 0.044 99.3 98.7 0 0.027 99.5

DT 98.1 0.013 0.026 98.1 97.9 0.012 0.030 97.9

RF 96 0.035 0.045 99.4 96.9 0.028 0.033 99.6

SVM 99 0.006 0.014 100 99.5 0.005 0.005 100

MLP 90.3 0.111 0.082 96.6 91.5 0.090 0.079 97.6

Fig. 3. Accuracy values of different ML algorithms 
using SFS

Fig. 4. Accuracy values of different ML algorithms 
using SBS

The ROC curves are drawn between the FPR and TPR. 
When the model predicts the probability of belong-
ing to different classes, curves are plotted for different 
thresholds of the ML models under comparison. The 
ROC curves are plotted between FPR and TPR for the 
classifiers, MLR, K-NN, DT, RF, SVM and MLP which cor-
respond to the proposed feature selection sequence 
using SFS and SBS for 15 independent features from the 
SEER dataset, as shown in Fig.5 and Fig.6. The AUC-ROC 
curves are higher for the ML classifiers when 15 inde-
pendent features identified from the proposed feature 

selection sequence are used. According to Fig. 5 and 
Fig. 6, the AUC-ROC curve of the SVM classifier is larger 
for both SFS and SBS.

Fig. 5. ROC curves for the proposed feature selection 
sequence-SFS with 15 independent features

Fig. 6. ROC curves for the proposed feature selection 
sequence-SBS with 15 independent features

Table. 5. Comparison with results from other 
features selection techniques-SEER dataset

References
Number of 

features 
used

Feature 
selection 

techniques 

ML which 
produces highest 

ACC & AUC (%)

Liu et al. [17] 11 LR backward 
selection DT-76.78 (AUC)

Miri et al. [18] 10 CFS, PSO DT-94.33

Zand et al. [20] 16 IG DT-86.7

Manikandan et 
al. [21] 13 VT, PCA DT-98

Proposed 
Method 10 and 15 Filter: MI, CS, 

Wrapper: SBS SVM-99.5
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In addition, the results produced by the proposed 
feature selection sequence is compared with the re-
sults obtained in previous studies [17-22] which use 
the respective feature selection sequences as men-
tioned in Table 5. The accuracy produced using the fea-
ture selection techniques in Table 5 based on SEER are 
less than the results produced by the proposed feature 
selection sequence.

4. CONCLUSION 

In this paper, a new filter and wrapper feature se-
lection sequence based on the filter methods, MI, CS 
and SFS, SBS is proposed. The intersection of indepen-
dent features obtained from both the filter methods, 
MI and CS is used to find the optimal set of features. 
The independent features obtained are subjected as 
input to the wrapper methods, SFS or SBS to determine 
a more optimal set of independent features from the 
SEER training set for the classification of the survivabil-
ity of breast cancer patients. The results show that SVM 
performed better than other algorithms, with 99.5% 
accuracy and higher AUC-ROC values. When SBS and 
15 independent features were used, K-NN and SVM 
both produced lower FPR and FNR values. Compared 
to SFS, SBS produced better results when 15 indepen-
dent features are selected. In addition, the results are 
compared with those obtained using other feature 
selection techniques in the SEER dataset. It is found 
that the proposed feature selection sequence with SBS 
produced higher values for all evaluation metrics when 
compared to other feature selection techniques in the 
comparative study while predicting the survivability of 
breast cancer patients.
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Abstract – Nowadays, skin cancer is one of the most important problems faced by the world, due especially to the rapid development 
of skin cells and excessive exposure to UV rays. Therefore, early detection at an early stage employing advanced automated systems 
based on AI algorithms plays a major job in order to effectively identifying and detecting the disease, reducing patient health and 
financial burdens, and stopping its spread in the skin. In this context, several early skin cancer detection approaches and models have 
been presented throughout the last few decades to improve the rate of skin cancer detection using dermoscopic images. 
This work proposed a model that can help dermatologists to know and detect skin cancer in just a few seconds. This model combined 
the merits of two major artificial intelligence algorithms: Deep Learning and Reinforcement Learning following the great success 
we achieved in the classification and recognition of images and especially in the medical sector. This research included four main 
steps. Firstly, the pre-processing techniques were applied to improve the accuracy, quality, and consistency of a dataset. The input 
dermoscopic images were obtained from the HAM10000 database. Then, the watershed algorithm was used for the segmentation 
process performed to extract the affected area.  After that, the deep convolutional neural network (CNN) was utilized to classify the 
skin cancer into seven types: actinic keratosis, basal cell carcinoma, benign keratosis, dermatofibroma melanocytic nevi, melanoma 
vascular skin lesions. Finally, in regards to the reinforcement learning part, the Deep Q_Learning algorithm was utilized to train and 
retrain our model until we found the best result. The accuracy metric was utilized to evaluate the efficacy and performance of the 
proposed method, which achieved a high accuracy of 80%. Furthermore, the experimental results demonstrate how reinforcement 
learning can be effectively combined with deep learning for skin cancer classification tasks.

Keywords: Skin Cancer, Deep Learning, Reinforcement Learning, Classification, CNN, Deep Q_Learning, Dermoscopy Image, Segmentation

1.  INTRODUCTION

Cancer is a disease caused by the transformation of 
cells that become abnormal and proliferate excessively, 
it is one of the main causes of death worldwide, with ap-
proximately 10 million deaths in 2020 [1]. The majority of 
human cancers are skin cancers, and their prevalence is 
increasing more quickly than all other cancers [2]. 

Skin cancer is one of the most serious forms of can-
cer [3] it arises when skin cells grow irregularly; factors 
contributing to its occurrence include UV radiation ex-
posure, a family history of the disease, decreased im-
munity, etc. Morocco reported 114 fatalities and 248 
new cases of melanoma in 2020 [4].

The three main types of skin cancer are: Basal cell 
carcinoma, Squamous cell carcinoma, and Melanoma, 
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this last is regarded as the most hazardous form of all 
the other varieties. Early and accurate detection is con-
sidered the best method of surviving and avoiding the 
worst effects of cancer and cured. But that is a difficult 
task since malignant tumors and normal moles share 
visual characteristics, which makes it difficult, particu-
larly for the detection of type melanoma [5]. 

Dermoscopic imaging methods are most frequently 
employed by dermatologists to examine skin lesions 
based on their collection of morphological character-
istics. But only qualified medical professionals with 
the proper vision and experience can employ this ap-
proach to its full potential [6]. These difficulties have 
recently presented the research community with a 
major challenge to develop new and innovative sys-
tems based on artificial intelligence (AI) tools includ-
ing those based on computer algorithms, deep learn-
ing, and deep reinforcement learning networks [7] for 
aided assist experts to early diagnosing of skin cancer 
and prevention.

Artificial intelligence (AI) is a branch of computing 
dedicated to the design of machines capable of imitat-
ing human intelligence that relies on the creation and 
application of algorithms executed in a dynamic com-
puting environment. Its purpose is to allow computers 
to think and act like human beings. With advances the 
last few years have seen in computing and information 
science, artificial intelligence (AI) is rapidly becoming an 
integral part of modern healthcare. AI algorithms are 
used to help healthcare professionals in clinical settings, 
in ongoing research, and in diagnostic dermatology [8]. 
The most popular algorithms used are deep learning, 
machine learning, and reinforcement learning.

Deep learning is a branch of machine learning, which 
is based on a group of algorithms inspired by the hu-
man brain (ANN) that seek to shape high-level abstrac-
tions of data using multiple layers (input layer, hidden 
layer, output layer). It has been applied in several areas 
such as speech recognition [9], bioinformatics [10], and 
also detection/diagnosis in medical imaging [11]. Re-
cently, the convolutional neural network (CNN) is con-
sidered the most successful algorithm applied for ma-
jor medical image tasks, such as image classification, 
segmentation, localization, and detection.

Reinforcement Learning is the most popular method 
of machine learning that handles sequential decision 
problems [12], it involves letting computers learn from 
their experiences through a reward or penalty system.  
Reinforcement learning has achieved very success in 
recent years in the following artificial intelligence ap-
plications: robot control, computer vision, autonomous 
driving, and computer gaming. And also, has emerged 
as one of the crucial areas in the field of artificial intel-
ligence impacting the field of health care including di-
agnosis, prognosis, and other medical treatments [13]. 

Deep Q_Networks (DQNs) [14] are neural networks 
that use deep Q_learning to provide models, it’s been 

composed of convolutional neural networks and oth-
er structures that use specific methods to learn more 
about various processes with high accuracy. DQN can 
be effectively used to detect skin cancer [15]. 

In this work, we have proposed a new and intelligent 
model to increase the diagnostic accuracy of skin cancer. 
This model combines the merits of two major artificial 
intelligence algorithms: Deep Learning (CNN) and Re-
inforcement Learning (DQN). We have collected 10015 
dermoscopy images from the ISIC site archive, which 
contains 7 types of skin cancers. firstly, the pre-process-
ing techniques have been applied, such as reading, re-
sizing images, cleaning images, and applying One Hot 
Encoding on the labels of the dataset and splitting into 
a training set and a test set. After that, the segmentation 
process was used to extract the affected area using the 
watershed algorithm. Then, extracting important fea-
tures from images and classified the dermoscopy imag-
es using the deep convolutional neural network (CNN). 
And about the reinforcement learning part, we used the 
Deep Q_Learning algorithm to train and retrain our clas-
sification model until we found the best result.

The main contributions of the proposed work are:

•	 Use of reinforcement learning to classification 
tasks, and especially to classify dermoscopy im-
ages for the first time in the literature.

•	 This paper proposes a method for detecting skin 
cancer kinds in dermoscopy images utilizing the 
ISIC database.

•	 The proposed model performs significantly better 
in the classification task.

•	 Best performance metrics obtained using a deep 
algorithm contain many layers with different pa-
rameters.

•	 Combined reinforcement learning with deep learn-
ing to detect and classification of skin cancer.

The structure of this paper is as follows:  Section 2 
presents an overview of related literature. Section 3, 
called materials and methods, first provides a descrip-
tion of the dataset used. Next, presents the theory of 
deep learning (CNN) and reinforcement learning (DQL), 
and finally, explains in detail the method proposed. 
Section 4 contains the experiment results, including 
the experiment settings and evaluation of the pro-
posed model. Finally, Section 5 concludes the current 
study, with a little discussion and suggests possible fu-
ture work avenues.

2. LITERATURE REVIEW 

Skin cancer is one of the greatest challenges in the 
medical domain. Recently, various types of diagnostic 
techniques based on artificial intelligence tools that 
can early detect and classify skin cancer have been pro-
posed and developed.   

In related works, many researchers have used IA algo-
rithms to automatically diagnose skin diseases.
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•	 Machine Learning based Approaches:

In [16] the authors proposed an approach to detect 
and classify eight types of skin cancer using dermo-
scopic images collected by the ISIC 2019 challenge 
dataset. Which has been used principally in the pre-
processing phase with Gaussian and median filters 
for noise removal and image enhancement. Also, the 
Dull Razor method to remove any extra hair from the 
skin lesion. After that utilized the clustering algorithm: 
Color-based k- means clustering to segmentation. 
To facilitate the classification purposes two methods 
of extracting features have been applied: ABCD and 
GLCM. In the end, the authors decide to use part of the 
support vector machine (MSVM) due to the great suc-
cess it has achieved to solve multi-class problems. This 
approach attained good accuracy.

In [17] the authors concentrate on the identification 
diagnosis of skin cancer melanoma with Supervised 
Machine Learning using Cubic Regression. This method 
required various steps like the image processing tech-
nique to select of suitable color model for the image 
being processed, segmentation by creating masking to 
segment the image, feature extraction, and machine 
learning with two modes: train and test, and graphical 
presentation of data have used cubic regression as a 
good solution for displaying the result. The main objec-
tive of this project is to train a machine to automatically 
display the stages of skin cancer.

In [18] the authors implemented a model based on 
the KNN algorithm to detect and classify skin lesions 
(normal or benign). The proposed model consists of 
four steps: preprocessing involved with two-phase:  
image enhancement and hair removal, segmentation 
using the thresholding method, feature extraction, and 
classification with KNN which is based on calculating 
the distance between a number of data points in an 
image. The proposed system showed satisfactory ac-
curacy of classification. In this way, this model was able 
specifically to classify skin lesions.

•	 Transfer Learning-based Approaches: 

In [19] the authors used a deep convolutional neural 
network (DCNN) to classify skin lesions between be-
nign and malignant based on the HAM10000 dataset 
that incorporates the following steps: preprocessing 
with applied some filter to remove noise, data reduc-
tion, normalization of data, feature extraction and 
transformed data label to numeric, data augmentation 
techniques to the expansion of the data and increase 
the number of images. the goal of the authors is to 
compare the performance between DCNN and transfer 
learning models as VGG16 and other models. The pro-
posed DCNN model achieved a robust result.

In [20] the authors presented a pre-trained Xception 
model with a method fine-tuned to classify skin cancer by 
adding a series of layers after the base layer of the Xcep-
tion model and retraining the model weights. The input 
images are resized to 224 x 224 pixels. The used loss func-

tion is categorical cross entropy, while the optimizer is 
Adam with a learning rate of 0.0001. The results obtained 
indicate that the proposed model is both efficient.

In [21] the authors developed a model that com-
bines pre-trained convolutional neural networks 
(DenseNet201) architectures as feature extractors and 
machine learning (Cubic SVM) as a classifier. The choice 
of these models depends on the results of several train-
ing steps on the PH2 dataset. The methodology used 
contains three principal stages: input images, the fea-
ture extraction with compared three pre-trained mod-
els: ResNet, DenseNet, and EfficientNet. Classification 
with compared four algorithms: Artificial Neural Net-
work, Support Vector Machines, K-Nearest Neighbor, 
and Random Forest. The result obtained shows the 
great performance of the model to detect skin lesions.

•	 Deep Learning based Approaches: 

In [22] the authors proposed a medical artificial solution 
called the LCNet model based on a deep convolutional 
neural network (DCNN) to classify binary skin cancer us-
ing dermoscopy images. This model contained many lay-
ers designed using 11 blocks, the block of the network is 
composed of convolutional, pooling, BN, and leakyReLU 
layers that make use of a different set of parameters, in-
cluding the number of kernels, stride, and filter to extract 
features and classify skin lesions. The authors applied data 
augmentation to address the problem of lack of data. This 
method achieved good results in expediting the process 
of melanoma diagnosis automatically.

In [23] the authors designed an automatic tech-
nique based on a deep learning algorithm with Fuzzy 
K-Means Clustering to detect and identify the kinds of 
skin cancer. The method proposed in this paper con-
tains three steps: firstly, preprocessing using the mor-
phological closing process and other filters and then 
applying a faster RCNN to obtain fixed-length feature 
vectors through four stages: convolution layers, region-
al proposal networks, and classification. and finally, for 
segmentation FKM has been used due to it working 
well for overlapped data. This method has been evalu-
ated by three datasets PH2, ISIC-2017, and ISBI-2016, 
and the experimental results exhibit the advantage 
and the performance of using this method in the de-
tection and segmentation of skin lesions.

In [24] to automatically identify skin cancer the au-
thors proposed a system using a convolutional neural 
network (CNN) containing 3 hidden layers: a convolu-
tion layer, a pooling layer, a fully connected layer with 
softmax activation, and uses multiple optimizers such as 
Adam, Nadam, SGD, and RMSprop with learning rates of 
0.001. The authors found that adam optimizer provided 
the best performance in identifying skin lesions in 5 cat-
egories (i.e., dermatofibroma, nevus pigmentosus, squa-
mous cell carcinoma, and melanoma) from the ISIC data-
set after using augmentation techniques. The objective 
of the study is to obtain the best performance of the skin 
cancer classification methods existing.
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•	 Overview of our proposed approach: 

The idea behind our approach is to build an efficient 
and intelligent system to assist doctors in skin cancer de-
tection, increase diagnostic accuracy, and make patients' 
lives easier. The system proposed combines two major ar-
tificial intelligence algorithms: Deep Learning (CNN) and 
Reinforcement Learning (DQN) due to the great advan-
tages to learn high-level features from data, and innova-
tion to do the task of classification and detection.

The novelty of this research manifests itself in the fol-
lowing: 

•	 How to effectively combined reinforcement learning 
with deep learning. And how deep reinforcement 
learning can help in the medical context, especially 
in the diagnosis and detection of skin cancer.

•	 A novel approach to the classification and detec-
tion the skin cancer is proposed which is based on 
deep reinforcement learning. This is a first to the 
best of my knowledge. 

•	 For the first time used reinforcement learning for 
the classification task and especially to classify the 
dermoscopic images.

•	 The architecture of the two algorithms is deep and 
contains many layers with different parameters.

•	 This paper addresses the issue of investigating the 
performance of the CNN-DQN model for the clas-
sification and detection of skin lesions.

•	 The results explain the success of our proposed ap-
proach, as we found satisfactory accuracy.

Our proposed approach contains four steps: (1) The 
input dermoscopy images passed in the preprocessing 
process to remove the noise, cleaning, normalization, 
and splitting data. (2) Extract the affected area with 
applied the watershed algorithm to the output of the 
preprocessing phase. (3) classification using the deep 
convolutional neural network (CNN) model containing 
a sequence of convolutional layers, pooling layers, sev-
eral activation functions, Batch Normalization, Drop-
out, and fully connected layer ''Softmax function'‘. (4) 
Training phase using the reinforcement learning (Deep 
Q_Learning algorithm) until to obtain the best result.

3. MATERIALS AND METHODS

In this section, we present the dataset used first and 
then a description of two algorithms used: deep learn-
ing ''CNNs'' and reinforcement learning ''DQN', and fi-
nally we provide the detail about our proposed model.

3.1. DATA DESCRIPTION 

To conduct this research and analyze the experimen-
tal findings of the suggested strategy. We have used 
the publicly available HAM10000 dataset. This dataset 
contains 10015 dermatoscopic images devised of sev-
en different classes of skin lesions as shown in Table 1 
[25]. These dermoscopic images were originally 600 x 

450 pixels in RGB format, which We then resized all to 
28 x 28 pixels to reduce network input and parameters. 

We used the Train_Test_Split technique to randomly 
split the data: 80% for training and 20% for testing.

Table 1. Presents the seven classes and the type of 
cancer in each class

Class Type Number of images
Actinic keratosis Benign or Malignant 327

basal cell carcinoma Malignant 541

benign keratosis Benign 1099

Dermatofibroma Benign 155

Melanocytic nevi Benign 6705

Melanoma Malignant 1113

vascular skin lesions Benign or Malignant 142

3.2. DEEP LEARNING

Deep learning is a type of artificial intelligence de-
rived from machine learning where the machine is able 
to learn by itself. Deep Learning is based on a network 
of artificial neurons inspired by the human brain. Re-
cently, deep learning has been shown to be a particu-
larly effective technology due to its ability to manage 
massive volumes of data. which it's used for different 
work such as object detection, image classification, 
and speech recognition… The convolutional neural 
network algorithm is the most popular and used, par-
ticularly for classifying medical images.

3.3.  CNN

CNN is a multi-layer neural network with a special 
architecture developed to extract increasingly com-
plex data characteristics from each layer in order to de-
termine the output as shown in Fig. 1. Used primarily 
when an unstructured data set exists [26, 27]. One of 
the most popular uses of this architecture is image pro-
cessing, classification, and segmentation.  

The layers of a CNN consist of an input layer, an out-
put layer, and a hidden layer that consists of multiple 
convolutional layers, clustering layers, fully connected 
layers, and normalization layers.

Fig. 1. The convolutional neural network architecture

This work has incorporated the CNN algorithm into 
diagnostic skin cancer with dermoscopic images, 
where we implemented a deep CNN architecture for 
the classification task.
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In recent years, reinforcement learning has emerged as 
one of the crucial areas in the field of artificial intelligence 
impacting the field of health care. Deep Reinforcement 
Learning (DRL) combines deep neural networks and re-
inforcement learning. The goal of this combination is to 
create self-learning software agents to establish winning 
strategies for maximizing long-term rewards. In DRL, val-
ues or policy functions are represented as deep neural 
networks, making it easy to apply related deep learning 
techniques. such as Deep Q_Network (DQN).

3.3.1 DEEP Q_NETWORK 

DQN or Deep_Q Networks is one of the first success-
ful algorithms that combine deep learning and rein-
forcement learning to learn approaches directly from 
high-dimensional raw data. DQN has accelerated the 
development of reinforcement learning and expanded 
its application scenarios by combining convolutional 
neural networks (CNNs) with Q_learning. 

DQN was proposed by DeepMind in 2015 to inte-
grate the benefits of deep learning into reinforcement 
learning [29]. Reinforcement learning focuses on train-
ing agents to take action at specific stages in the envi-
ronment in order to maximize rewards.

Fig. 2. Illustration of the agent-environment 
interface [28].

3.3. REINFORCEMENT LEARNING

An agent and an environment are the two principal 
elements of the machine learning technique known as 
reinforcement learning (RL) [28]. This type of learning is 
based on interaction with the environment by trial and 
error using feedback from its own actions and experi-
ences. The main objective of reinforcement learning is to 
find the most appropriate action model for maximizing 
the total cumulative rewards of RL agents.

Fig. 3. The Deep Q-Network (DQN) algorithm

3.4. PROPOSED METHODOLOGY

In this proposed study, a new and efficient skin can-
cer diagnosis model has been implemented for the 
precise classification and detection of malignant and 
benign skin cases. 

Fig. 4 shows the complete workflow of our architec-
ture consisting of two parts: Deep Learning and Rein-
forcement Learning.

The complete model consists of several steps starting 
from the input phase of applying the image preprocess-
ing phase for analysis of the dermoscopic images before 
applying any feature extractor and classification methods 
[30]. Then, the first stage outputs are passed in the seg-
mentation phase to determine the zone of cancerous 
skin and to effectively monitor the boundary areas of this 
zone. After that, the segmented image outputs are fed 
into Deep CNN Model to obtain the output probability. 

In the final part, the result of the classification model 
is passed with a reinforcement learning environment 
with the DQN Algorithm to train and retrain our classi-
fication model up to find the best accuracy of classifica-
tion task of skin cancer with the use of deep reinforce-
ment learning.

The principal steps of our approach are: 

1. Collecting the dermoscopic images for the dataset 
from skin cancer types images. 

2. Applying image preprocessing techniques, such as 
reading, resizing images, cleaning images, and apply-
ing One Hot Encoding on the labels of the dataset. 

3. Using Train_Test_Split to splitting the dataset into 
two sets: a training set and a test set. 

4. Applying data segmentation using a watershed al-
gorithm. 

5. Extracting important features from images and 
classifying the dermoscopic images using the CNN 
network. 

6. Reducing overfitting [31] and reducing error rates 
using dropout.  

7. Training and retraining our classification model 
'CNN' with reinforcement learning algorithm 'DQN'. 

8. Choosing the optimal hyper-parameter. 
9. Evaluating our model on the test dataset.

In this work, we have proposed a DQN network ar-
chitecture to train and retrain our classification model. Fig. 4. The architecture of the proposed method.
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Preprocessing: Image pre-processing is an impor-
tant task that not only saves training time but also helps 
to significantly improve the next step by increasing the 
efficiency of the model. In this study, the preprocessing 
techniques used are: 

•	 Collection of the dataset: we have collected 10015 
dermatoscopic images of seven different classes 
of skin cancer types from the publicly available 
HAM10000 dataset. 

•	 Import the necessary libraries. 
•	 Reading and Resizing images: the images are re-

sized to 28x28 to make the computation and train-
ing faster. 

•	 Exploratory Dataset Analysis (EDA) to facilitate 
analysis of the data. 

•	 Cleaning Dataset: remove duplicates, hair remov-
al... 

•	 Apply One-Hot Encoding for labels. 
•	 Normalization: is a technique used to avoid the 

problems caused by the loss of contrast in the im-
age. 

•	 Splitting Dataset: The data were randomly split us-
ing the Train_Test_Split technique: 80% for training 
and 20% for testing. 

Segmentation: After applying pre-processing tech-
niques to the images to avoid all kinds of impurities, 
this image should be segmented, focusing on the area 
of interest to simplify the classification. Therefore, the 
next step is image segmentation. This is a technique 
used in image processing that divides an image into 
many parts, depending on the quality of the pixels in 
the image. Image segmentation involves recognizing 
and segmenting areas of interest based on how identi-
cal the colors and shapes are. 

In our case, to extract the information about the skin 
cancer lesion with high confidence we have used the 
Watershed Algorithm is an efficient and successful seg-
mentation technique in medical imaging. Because it's 
less sensitive to noise and is less computationally and 
calculation expensive. [32, 33] 

Feature Extraction and Classification: CNN-based 
feature extraction and classification techniques are the 
most common method in image processing especially 
medical. here, next to image segmentation, the seg-
mented image output passed to our CNN model. 

We have proposed deep layers CNN, we increased the 
size and complexity of the model to give high accuracy 
and better efficiency. The structure of our CNN archi-
tecture proposed includes a sequence of convolutional 
layers, pooling layers, several activation functions, Batch 
Normalization, Dropout, and a Fully-Connected Layer 
''Softmax function'' to obtain outputs of the probability 
of each class being present. The size of the convolution 
kernel was kept constant at all stages.  In our case, to 
avoid the overfitting problem we used the average poll-
ing layer with a small window size of 2*2.

Training and Evaluation: Recently, RL algorithms 
have been effectively and successfully combined with 
a Deep-NN [34]. This combination has been used to ap-
proximate RL functions using the Deep-NN model or 
when using RL to train Deep-NN. 

In our case, we have applied the DQN algorithm with 
some fully connected layers and activation functions 
for train and retraining our deep CNN network until we 
found the best result with the optimal hyper-parame-
ters. We followed a special process to train our model: 
Firstly, we selected random images for fed into the 
classification model to obtain the output probability 
(state). Then, we passed the result of the classification 
model in the RL model to predict state value. 

Finally, in our RL environment, we selected an image 
with a height prediction value (Action) to train our CNN 
classification model to obtain the new state (Accuracy).

4. RESULTS

Our proposed system for the detection and classifica-
tion of skin cancer was evaluated with the HAM10000 
dataset which is described in the datasets section of the 
paper. This system uses deep reinforcement learning 
which combines the CNN and DQN algorithms thanks 
to their good performance. The proposed methodolo-
gy was discussed in Section 3. And the performance of 
this last to classify the dermoscopic images was evalu-
ated using the following parameter: accuracy.

We trained our proposed model with 80% of the 
training set by testing different optimizers such as 
SGD, RMSprop, Adam optimizer with a learning rate 
of 0.0001, and other hyper-parameters. After multiple 
tunings, we achieved the best result with 100 epochs 
and obtained an accuracy value of 80%.  In light of this, 
the combination of deep learning (CNN) and reinforce-
ment learning (DQN) is considered a more powerful 
and robust tool for classifying skin cancer. The idea is 
to take a decision based on many results obtained by 
training and retraining the CNN model.

Algorithm Accuracy [%] Optimizer Learning rate

CNN+DQN
69.57 Adam 1e-3

50.02 RMSProp 1e-5

80 Adam 1e-4

Table 2. summarizes the accuracy obtained for 
training our proposed model.

We compare the performance of our method (CNN-
DQN) and other methods while classifying skin cancer, 
as shown in Table 3. 

Table 3. Comparison with the existing work.

Reference Method Accuracy [%]
[35] DNN 76

[36] CNN 79.45

[37] EfficientNetB3 78

Proposed Model 80
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Our proposed model (CNN-DQN) performs better 
and outperforms other methods in terms of accuracy 
as seen in table 3, this explains the importance and the 
benefit of using the combination of deep learning and 
reinforcement learning for classification tasks.

5. DISCUSSION AND CONCLUSION

Skin cancer is a serious type of cancer, where increas-
ing and affects many people every day. This cancer can be 
treated if it is detected in its early stages, but multiclass 
skin cancer diagnosis and classification is a tough under-
taking. In addition, current clinical techniques used are 
few. For this reason, recently the IA algorithms were devel-
oped to support doctors to supplement clinical practices.

In this study, we proposed a new model as a solid and 
technical solution for the detection and classification 
of skin cancer combines with deep learning and rein-
forcement learning. This combination is important in 
making machines more intelligent in decision-making 
and obtaining high-performance accuracy in medi-
cal imaging and also it provides several advantages 
including optimal balancing between time efficiency 
and accuracy, dropping computational costs, and surg-
ing computing power. In our model, after preprocess-
ing step, we passed with segmentation step to extract 
the affected area. Then, we used the deep convolu-
tional neural network (CNN) for the classification part. 
And about the Reinforcement Learning part, we used 
the Deep Q_Learning algorithm to train and retrain our 
model until we find the best result. After extensive ex-
periments, we obtained good results in comparison to 
some approaches presented in related work. we were 
able to achieve better classification accuracy by 80%, 
these results show the effectiveness of our approach. 

We conclude to our model is among the best solution 
to make the decision in the healthcare domain especial-
ly medical image applications: in the case of skin cancer. 
Additionally, there is still a possibility for improvement if 
we supply additional data using specific and clean da-
tasets and exploit the potential of deep reinforcement 
learning algorithms for the classification task.
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Abstract – Detecting anomalies in videos is a complex task due to diverse content, noisy labeling, and a lack of frame-level labeling. 
To address these challenges in weakly labeled datasets, we propose a novel custom loss function in conjunction with the multi-instance 
learning (MIL) algorithm. Our approach utilizes the UCF Crime and ShanghaiTech datasets for anomaly detection. The UCF Crime 
dataset includes labeled videos depicting a range of incidents such as explosions, assaults, and burglaries, while the ShanghaiTech 
dataset is one of the largest anomaly datasets, with over 400 video clips featuring three different scenes and 130 abnormal events. We 
generated pseudo labels for videos using the MIL technique to detect frame-level anomalies from video-level annotations, and to train 
the network to distinguish between normal and abnormal classes. We conducted extensive experiments on the UCF Crime dataset using 
C3D and I3D features to test our model's performance. For the ShanghaiTech dataset, we used I3D features for training and testing. Our 
results show that with I3D features, we achieve an 84.6% frame-level AUC score for the UCF Crime dataset and a 92.27% frame-level AUC 
score for the ShanghaiTech dataset, which are comparable to other methods used for similar datasets. 

Keywords: anomaly detection, spatio-temporal analysis, 3d convolutional neural network, multi-instance learning

1.  INTRODUCTION

Anomaly detection, or the identification and classi-
fication of data patterns that deviate from normal pat-
terns, is a crucial aspect of intelligent visual surveillance 
systems. The deployment of CCTV cameras has become 
widespread and more affordable,which has resulted in 
increased research attention on video-based anomaly 
detection. Deployment of CCTV cameras is particularly 
important for ensuring security in public areas such as 
railway stations, hospitals, and military bases. With the 
increasing availability of powerful computing resources, 
Artificial Intelligence and Deep learning have been in-
tegrated into smart video surveillance systems to effi-
ciently process and analyze vast amounts of video data. 
In this paper, we employ a  multi-instance learning tech-
nique to address the challenges of anomaly detection 
in videos, using a custom loss function under weakly 
supervised learning. We assess the effectiveness of our 
approach on two different datasets, we compare various 
feature extraction techniques and performance metrics.

Artificial Intelligence and Deep Learning have signifi-
cantly enhanced smart video surveillance systems. The 
effectiveness of these approaches relies on substan-
tial processing power, large datasets, and advanced 
resources, which have become increasingly acces-
sible due to powerful GPUs and high-RAM systems. 
Although convolutional neural networks (CNNs) excel 
at processing spatial information in images, they face 
limitations when analyzing temporal information in 
videos. Recurrent neural networks, such as Long Short-
Term Memory (LSTM) networks, can address this chal-
lenge by modeling sequence information in video 
data, where each frame depends on its predecessors.

Various studies have explored anomaly detection 
[1-5], employing two main approaches based on the 
availability of labeled data. The traditional method, 
suited for situations where labeled data is unavailable, 
trains the model using known normal data. Alterna-
tively, if labeled data is available, it can be used to train 
the model and predict abnormal classes for future test 
data. According to D. Elliott (2010), after 12 hours, a sin-
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gle person can miss up to 80% of the activity between 
two cameras. This highlights the importance of effec-
tive anomaly detection systems. Deep learning out-
performs other methods when the available dataset 
is large [6]. Anomaly detection or outlier detection is 
useful in various applications, including detecting ille-
gal traffic flow [7], retinal damage [8], and IoT big-data 
anomaly detection [9]. However, deep learning-based 
methods often face difficulties in anomaly detection 
because of the complex structure of the data and the 
narrow boundary between normal and abnormal data.

In this paper, we make the following contributions:

1. We utilize multi-instance learning technique with 
auto label generation loss to tackle the challenge 
of anomaly detection in videos, particularly when 
video-level labels are available, but anomalies oc-
cur at the frame level.

2. We introduce a custom loss function for use in weak-
ly supervised learning, designed to enable more 
effective extraction of discriminative features and 
thereby improve anomaly detection performance.

3. We incorporate a mean squared error function on 
auto-generated labels, which aids in separating in-
terclass features and increasing intraclass feature 
closeness.

4. Our experiments, conducted without sparsity and 
temporal smoothness constraints, show that our 
proposed model is robust and effective. We evalu-
ate our model on two benchmark datasets, UCF 
Crime and Shanghaitech, using various feature ex-
traction techniques and comparing proposed loss 
functions in different environments.

5. We demonstrate that the I3D feature extractor out-
performs the C3D feature extractor in our experi-
ments, and we assess the model's performance us-
ing the area under the curve (AUC) metric.

The paper is organized as follows: Section 2 reviews 
related work and presents the problem statement, our 
proposed approach duscussed in Section 3, Section 
4 discusses experimental results, and Section 5 con-
cludes the paper. 

2. RELATED WORK

Deep learning has proven to be a superior approach 
compared to traditional machine learning in several areas, 
particularly in image and video processing. Despite deep 
learning's superiority in various areas, detecting anoma-
lies in image and video processing remains a challenging 
task, with many researchers making significant contribu-
tions to this field [10-14]. In [10], particle trajectories were 
utilized to model normal motion, and deviations from the 
norm were defined as anomalies. The author in [15] pro-
vides an in-depth analysis of deep anomaly detection in 
the medical domain. Researchers have also explored vio-
lence and aggression detection [16-18].

Feature learning is a conventional approach for infer-
ring normality from data. However, due to difficulties as-
sociated with tracking objects in videos, many research-
ers have employed alternative methods such as motion 
pattern analysis using a histogram-based method [19], 
kernel density estimation methods [20], social force 
models [21], context-driven methods [22], and hidden 
Markov models [23]. These techniques offer different 
ways to address the difficulties of understanding motion 
and detecting deviations from normal patterns. Dur-
ing the testing phase, videos with lower probability are 
classified as anomalies, while normal videos are used for 
training. In [24], researchers focused on the problem of 
online detection of unusual events in videos using dy-
namic sparse coding. The main idea is that sparse rep-
resentation can help us learn about normal behaviour 
in videos, which can then be used to detect unusual or 
abnormal events. Developing a video action classifica-
tion model using deep learning has been proposed in 
[25]. However, video classification is more challenging 
than deep learning-based image classification due to 
the difficulty of obtaining annotations for training the 
model and the extensive efforts required to generate 
frame-level labels. To address the challenges posed by 
weakly labeled datasets, researchers have explored vari-
ous approaches, as discussed in [26-29].

The RTFM(Robust Temporal Feature Magnitude 
learning) method [27] enhances detection by training a 
specialized function to recognize rare events and con-
sider their timing, resulting in better accuracy and effi-
ciency for detecting subtle anomalies. The MIST frame-
work [28] focuses on using video-level annotations to 
refine important features, making the anomaly detec-
tion process more effective. Furthermore, the authors 
in [29] introduced the LAD database, a comprehensive 
collection of video sequences for anomaly detection, 
along with a multi-task deep neural network that lever-
ages spatiotemporal features, achieving superior per-
formance compared to existing methods in the field.

The author in [26] utilized a multi-instance learning 
(MIL) model to address the issue of weakly labeled da-
tasets. Similar approaches have been employed for de-
tecting anomalies, as discussed in [30-33]. The author 
in [31] proposes the Anomaly Regression Net (ARNet) 
framework for video anomaly detection, which only re-
quires video-level labels in training and uses multiple-
instance learning loss and centre loss for discrimina-
tive features. [32] proposes a weakly supervised deep 
temporal encoding-decoding solution using multiple 
instance learning for anomaly detection in surveillance 
videos and employs a new smoother loss function. [33] 
focuses on reducing false alarms in abnormal activity 
detection using 3D ResNet and deep multiple instance 
learning with a new ranking loss function, achieving 
the best performance on the UCF-Crime benchmark 
dataset. All three papers present novel approaches for 
video anomaly detection and achieve advanced results 
on challenging benchmark datasets.
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Detecting anomalies with accuracy is a challeng-
ing task, primarily due to its subjective nature, which 
varies based on location and individual perspectives. 
Researchers have approached anomaly detection as a 
means of identifying low-probability patterns, as evi-
dent in studies conducted by [34-36]. In this research, 
we address the problem of anomaly detection as a re-
gression issue and propose a customized loss function, 
coupled with multi-instance learning techniques.

Our proposed loss function aims to increase the gap be-
tween the normal and abnormal frames while minimizing 
computational complexity. This is achieved by removing 
the sparsity and temporal smoothness constraints typi-
cally present in similar techniques. The proposed meth-
odology section will detail our approach to addressing 
the challenge of detecting anomalies with high accuracy.

2.1. PRObLEm STATEmENT

    Our research tackles the challenge of frame-level 
anomaly detection in videos using the UCF Crime and 
Shanghai tech datasets. These datasets provide anom-
aly labels at the video level, complicating frame-level 
detection. To address this, we employ multi-instance 
learning (MIL) and split the dataset into two parts: 
one with normal frames and another with a mixture of 
normal and abnormal frames grouped under a single 
anomaly class. Our aim is to effectively detect anoma-
lies at the frame level by utilizing MIL and a custom loss 
function that minimizes false anomaly detections. We 
will detail our techniques, their application to the da-
tasets, and our experimental results in the subsequent 
sections. By enhancing frame-level anomaly detection, 
our research contributes to the field of video surveil-
lance and has potential applications in security systems 
and public safety measures. 

3. PROPOSED mETHOD

This section of the paper aims to define the problem 
of anomaly detection in video, describe the feature 

extraction method, and provide a detailed description 
of the proposed loss function. To detect anomalies in 
the video, we utilize the UCF Crime and Shanghaitech 
datasets, which contain a range of videos of different 
lengths categorized as normal, explosive, burglary, 
fighting, and arrest. Similar to [26], anomaly detection 
is treated as a regression problem, where a sequence 
of frames serves as the input and an anomaly score be-
tween 0 and 1 is the output for each frame.

In this work, we present a deep learning method-
based approach for detecting anomalies. We begin by 
converting the input video into a fixed-size array and 
then extract features using both three-dimensional 
convolutional features [37] and inflated three-dimen-
sional (I3D) features [38]. Each video is then segmented 
into a fixed number of non-overlapping temporal seg-
ments, and each segment is treated as a "bag" instance 
for feature extraction. We extract 3D convolutional and 
I3D features from each video segment. 

We utilized two types of pre-processed video data, 
namely C3D and I3D features, to extract features for 
our model. These models were chosen due to their ef-
ficiency in learning spatiotemporal features, which are 
crucial for further processing. C3D features consist of 
two-stream pre-processed video data with a feature 
dimension of 4096. On the other hand, I3D features 
are composed of RGB and optical-flow features, with a 
feature dimension of 2048 for each. During the train-
ing process, we concatenated the RGB and optical flow 
features to create a unified input. To visualize our pro-
posed approach, we have included a diagram of the 
model with the custom loss function in Fig. 1.

The loss function of the support vector machine 
model is

(1)

Fig. 1. Model with two 
 different loss functions
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where w is the weight vector, b is the bias term, and T 
denotes the transpose of the weight vector. The loss is 
accumulated over all training data points and is often 
combined with a regularization term to prevent overfit-
ting. The loss function used in the model has two com-
ponents: the hinge loss and the regularization term. 
During training, the learning parameter w is adjusted 
to minimize the hinge loss, which generates a positive 
loss for incorrectly classified features. In this supervised 
learning approach, the labels Yi and features xi are used 
along with the bias b to determine the loss. However, as 
the video frames lack annotation, this approach is not 
applicable. To address this issue, the MIL approach was 
adopted, as discussed in [26]. Under this approach, each 
video is divided into a bag, with the positive bag contain-
ing both normal and abnormal frames and the negative 
bag containing only normal frames. Similar to [26, 39], 
the maximum (wTXi + b) is considered for both types of 
bags. This approach allows the model to learn to identify 
abnormal frames without the need for individual frame 
annotations, which will modify equation 1 to

(2)

Here, Yi is the bag-level label. where y is the true la-
bel of the bag (+1 for positive bags and -1 for negative 
bags), f(x) is the decision function of the SVM, B is the set 
of instances in the bag, and max(i from bag) (|wT xi+b|) is the 
maximum predicted score for any instance in the bag.

Our proposed loss function aims to maximize the dis-
tance between positive and negative bags, with only 
the maximum distance feature considered for each 
bag. The selection of the maximum feature is based on 
the assumption that each abnormal bag should con-
tain at least one abnormal instance, while a normal bag 
should only contain normal instances. Building on this 
approach, we developed a custom loss function that 
combines multi-instance learning with the residual dif-
ference between actual and predicted labels to train 
the network. In this case, the actual label is determined 
through maximum selection in the MIL process. This 
can be explained by equation 3:

Here, the first term represents the average sum of the 
maximum distanced feature from each normal video, 
and the second term represents the average sum of the 
maximum distanced feature from each abnormal vid-
eo, and the third term represents the hyperparameter. 
The objective of this loss function is to maximize the 
difference between the abnormal and normal features, 
as represented by the first two terms of the equation. 
To further refine this approach, we introduce a custom 
loss function that combines multi-instance learning 

with the residual difference between the actual and 
predicted labels.

The following equation explains how pseudo-labels 
are generated for each instance:

(3)

(4)

Here, YAUTO is a label generated based on the distance 
of the feature from the line measured by LMIL. YAUTO as-
signs a label of 1 (abnormal) to an instance if the maxi-
mum absolute value of the weighted sum for all in-
stances in the bag is greater than a certain threshold. 
Otherwise, it assigns a label of 0 (normal). This method 
helps identify the most representative instances within 
each bag, which, in turn, assists in the training of the 
network to maximize the difference between normal 
and abnormal features. YAUTO is calculated as follows:

(5)

YMIL is the actual distance calculated for each feature 
in the bag. The final loss function is the sum of equa-
tions (3) and (4).

(6)

Combining multi-instance learning with the residual 
difference The custom loss function incorporates both 
the multi-instance learning component (LMIL) and the 
residual difference between actual labels and pseudo-
labels (LMSE). This combination allows the model to bet-
ter learn the relationship between the features and the 
labels, resulting in improved anomaly detection.

Using YAUTO as a pseudo-label helps the model learn 
better decision boundaries by leveraging the informa-
tion from the most representative instances. This aids in 
training the model to effectively distinguish between 
normal and abnormal instances, improving its overall 
anomaly detection capability.

4. EXPERImENTAL RESULTS

This section describes the use of C3D and I3D as fea-
ture extractors for video anomaly detection on the UCF 
Crime dataset and the ShanghaiTech dataset. C3D is a 
neural network that extracts spatiotemporal features 
from videos, while I3D is a modified version of C3D that 
achieves advance results in video recognition tasks. The 
proposed approach extracts features using pre-trained 
C3D and I3D networks and uses a one-class SVM clas-
sifier with a custom loss for anomaly detection. The 
one-class SVM classifier is a popular choice for anomaly 
detection as it is designed to distinguish between nor-
mal and abnormal instances. The experimental results 
show that I3D outperforms C3D in all evaluation met-
rics, and the system's performance improves with an 
increase in the number of frames used in feature ex-
traction. The proposed approach achieves competitive 
results compared to state-of-the-art methods on the 
UCF Crime dataset and the ShanghaiTech dataset. 



569Volume 14, Number 5, 2023

The UCF Crime dataset and the ShanghaTech dataset 
are both challenging and widely used benchmark data-
sets for video anomaly detection. The UCF Crime data-
set consists of 1,900 real-world surveillance videos that 
encompass various crime types, such as theft, robbery, 
vandalism, and fights. This diverse dataset poses a chal-
lenge for models to accurately detect and classify differ-
ent types of anomalous behaviours in realistic settings. 
On the other hand, the ShanghaTech dataset contains 
437 high-resolution surveillance videos from diverse 
environments like streets, parks, and commercial areas, 
featuring anomalies such as jaywalking, loitering, and il-
legal parking. Its difficulty arises from the high variability 
in video content, camera angles, and lighting conditions, 
making it a robust dataset for evaluating video anomaly 
detection model performance across different scenarios. 

4.1.  C3D NETWORK

This section introduces a video anomaly detection 
approach utilizing C3D features extracted from the 
UCF Crime dataset, as outlined in [26]. The C3D features 
capture both the appearance and dynamics of moving 
objects for video action recognition. Each video is seg-
mented into non-overlapping fixed-size segments to 
create a 4096x32 feature matrix. A neural network hav-
ing four fully interconnected layers with 256, 64, and 
16 neurons and a single output neurons is employed, 
using an Adagrad optimizer and a learning rate of 0.01. 
The performance is assessed by the area under the re-
ceiver operating characteristic (AUC-ROC) curve, en-
abling fair comparisons. This approach computes the 
ROC curve based on the frame-level anomaly score.

4.2. I3D NETWORK

This experiment adopts the Inflated 3D (I3D) model, 
pre-trained on the Kinetics dataset, as the feature ex-
traction network. The I3D network output for each 
video includes RGB and optical flow features, which 
are concatenated, producing a 2048x32 feature output 
size. A four-layer fully connected neural network with 
128, 32, and 16 units and a single output layer is used. 
Training is conducted with the Adagrad optimizer and 
a 0.01 learning rate. Tables 1 and 2 display the results of 
our custom loss function.

Table 1 highlights the effectiveness of incorporating 
I3D features into the model for video anomaly detection. 
The I3D features-based approach achieves an AUC score 
of 84.66, surpassing other methods in the comparison, 
thus demonstrating its superiority. Tests were also con-
ducted using C3D features and I3D with only RGB fea-
tures. Table 2 summarizes the corresponding AUC, F1, 
and EER scores, providing insights into the performance 
of different feature sets in video anomaly detection and 
emphasizing the advantages of I3D features.

Our experiments, conducted using the open-source 
code by Sultani et al. [26], are based on established re-
search and methods. A confusion matrix in Table 3 adds 

context and understanding to our findings, detailing 
the rates of true and false predictions, enabling read-
ers to evaluate the model's effectiveness in detecting 
video anomalies comprehensively.

  Overall, our results in Tables 1, 2, and 3 strongly sup-
port I3D features for video anomaly detection. The high 
AUC score, F1 score, and EER emphasize the effective-
ness of our approach compared to others. Incorporating 
I3D features yields the best performance, as indicated 
by the highest AUC score. These findings have impor-
tant implications for future research. Fig. 2 and 3 display 
results for various test dataset videos. Fig. 3 illustrates 
the anomaly score graph for abnormal frames when 
the model generates higher scores compared to nor-
mal frames. This figure presents the results for two spe-
cific video instances: a) Stealing079_x264 and b) Steal-
ing047_x264. The visual representation in Fig. 3 provides 
insights into the model's ability to accurately detect and 
distinguish abnormal behavior, such as theft, from regu-
lar activities, further showcasing the effectiveness of the 
model in video anomaly detection tasks.

Table 1. AUC Score of Comparison on UCF Crime 
dataset with Various methods

method Features AUC (%)
Hasan et al [35] C3D RGB 50.6

Lu et al [40] C3D RGB 65.51

Sultani et al. [26] C3D RGB 75.41

mIST [28]
C3D RGB 81.40

I3D RGB 82.30

Zhang et al.[41] C3D RGB 78.66

J. Zhong et al [42]
C3D 81.08

TSNRGB 82.12

TSNOptical Flow 78.08

Proposed
C3D RGB 76.004

I3D RGB 81.55

I3D RGB + Optical Flow 84.66

Table 2. AUC Score of Comparison on UCF Crime 
dataset : C3D vs I3D

Features AUC (%) F1 Score EER
C3D 76.00 25.61 30.75

I3D RGB + Optical Flow 84.66 35.63 22.59

Table 3. Confusion Matrix

Predicted: Normal Predicted: Abnormal
Actual: Normal 82.85 % (851346) 17.14 % (176131)

Actual: Abnormal 33.03 % (27860) 66.96 % (56471)

The model accurately predicts vandalism and steal-
ing anomalies but doesn't generate an alert for normal 
videos. Due to varying conditions and challenges, the 
model isn't flawless at anomaly detection. In Fig. 4, a) 
the model occasionally fails to generate alerts when 
anomalies are present, and b) the model generates 
false alerts in the absence of visible anomalies. Gener-
ally, our network produces higher scores for abnormal 
video segments.
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(a) (b) (c)

Fig. 2. Visualization of testing Results for a). Vandalism028, b). Normal877, c). Stealing059 Red portion 
shows actual abnormal frames Blue line shows anomaly score for given frames

(a) (b)

Fig. 3. Results of anomaly score graph for abnormal frames when model generates higher score compare 
to normal frames a) Stealing079_x264 b)  Stealing047_x264

(a) (b)

Fig. 4. Wrong prediction Results a) Stealing079_x264 here Model is not predicting anomaly for first window 
b) Explosion027_x264 Model is generating wrong alarm even anomaly is not there in video

The ShanghaTech dataset, a challenging benchmark 
dataset, is employed to further evaluate our model's 
performance. In this case, we consolidate all normal 
videos into a single normal class and all abnormal vid-
eos into a single abnormal class. Following the dataset 
split suggested in [42], we facilitate binary categoriza-
tion. The dataset consists of 238 training videos and 

199 test videos. Table 4 presents the AUC score results 
using I3D features for the ShanghaTech dataset. Our 
proposed model outperforms the other methods listed 
in Table 4, achieving an impressive AUC score of 92.27. 
This performance on the ShanghaTech dataset, known 
for its difficulty, further validates the effectiveness of 
our model in anomaly detection tasks.
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Table 4. AUC Score of Quantitative Comparison on 
Shanghai Tech dataset

method Features AUC(%)

Zhong et al. TSNRGB 84.44

Zhong et al. TSNOptical-Flow 84.13

Sultani et al [26] C3D 86.30

AR-NET I3D conc (RGB + Optical Flow) 91.24

Proposed (I3D RGb + 
Optical Flow) I3D conc(RGB + Optical Flow) 92.27

5. CONCLUSION

This article presents a novel approach for detecting 
anomalies in videos using multi-instance learning and 
a custom dynamic loss function called LMIL_MSE. The 
loss function is calculated using the mean square er-
ror and is influenced by how well interclass features are 
separated. Pseudo-label generation is also used to im-
prove the quality of the training data. Our experiments 
on the UCF Crime and Shanghai Tech datasets show 
that our approach outperforms previous methods in 
detecting video anomalies. To extract features from the 
video data, we used both C3D and I3D networks. We 
found that the I3D features yielded the highest AUC 
score in our experiments. Additionally, we utilized a 
multi-instance learning approach to improve the de-
tection of anomalies in the video data.

Our research offers a promising solution to the chal-
lenging problem of detecting video anomalies. By 
achieving better results than previous methods, our 
approach has the potential to enhance the accuracy 
and reliability of video anomaly detection systems in 
real-world applications.
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Development of a Control Strategy for the 
Hybrid Energy Storage Systems in Standalone 
Microgrid
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Abstract – The intermediate energy storage system is very necessary for the standalone multi-source renewable energy system 
to increase stability, reliability of supply, and power quality. Among the most practical energy storage solutions is combining 
supercapacitors and chemical batteries. However, the major problem in this kind of application is the design of the power 
management, as well as the control scheme of hybrid energy storage systems. The focal purpose of this paper is to develop a novel 
approach to control DC bus voltage based on the reference power's frequency decomposition. This paper uses a storage system 
combined of batteries and supercapacitors. These later are integrated in the multi-source renewable energy system to supply an AC 
load. This technique uses the low-pass filters' properties to control the DC bus voltage by balancing the generated green power and 
the fluctuating load. The hybrid storage system regulates power fluctuations by absorbing surplus power and providing required 
power. The results show good performances of the proposed control scheme, such as low battery current charge/discharge rates, 
lower current stress level on batteries, voltage control improvements, which lead to increase the battery life.

Keywords: Photovoltaic, wind turbine generator, energy management, batteries, supercapacitor, hybrid energy storage

1.  INTRODUCTION

Renewable energies become a very promote solu-
tion against environment problems and a suitable 
drawback for remote area. However, the intermit-
tence criteria of these sources make the Standalone 
Multi-source Renewable Energy Generation Systems 

(SMREGS) necessitate an intermediate energy storage 
system (ESS) to improve their stability, power quality, 
and supply reliability [1]. Chemical batteries, particu-
larly lead-acid and lithium-ion batteries, are the most 
often utilized energy storage systems due to their high 
energy density and low cost relatively [1]. 
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However, the primary drawbacks of these batteries 
are their limited lifespan and performance degradation 
in deep draining and overcharging cases. In order to en-
hance the capability and flexibility of the ESS, the com-
bination of two or more energy storage technologies is a 
good solution in a hybrid configuration (HESS) [2]. 

Recently, researchers have shown increasing interest 
in investigating HESS and its applications. The most ef-
fective HESS configuration many researchers propose 
is the combination of chemical batteries with super-
capacitors (SCs). Despite of SCs have a high power 
density, their energy density is relatively low [3]. They 
have a higher life cycle than batteries; they can also be 
charged and discharged quickly. Since each ESS has its 
drawbacks, the combining between the high density of 
the battery and the quick SC charging and discharging 
improves the overall reliability of the ESS.

However, the major problem with this kind of applica-
tion is how to design the power management and con-
trol scheme of HESSs consisting of batteries and SCs [4]. 
Different control and management strategies have been 
proposed in the literature to stabilize the DC bus voltage 
and maintain a stable battery current during the transient 
time. Battery activities should be monitored and man-
aged to operate safely continuously [5]. The most com-
mon techniques depend on a low-pass filter's frequency 
decomposition of the reference value, as proposed in [6, 
[7], or a discrete wavelet transform, as presented in [8, [9]. 
Other proposed model of predictive control-based meth-
ods, such as artificial neural networks [10], fuzzy supervi-
sory control [11], and fuzzy adaptive control [12]. Authors 
in [13] used a genetic algorithm-based fuzzy logic con-
troller to optimize the HESS. In [14], the adaptive power 
management of a standalone hybrid renewable energy 
system has been presented. In [15], the authors design 
an efficient energy management structure to improve 
the control of the HESS, which consists of batteries and 
supercapacitors. Also, in [16], the authors propose and 
develop the idea of using a community supercapacitor in 
an islanded DC multiple nano-grids system. In addition, in 
[17] the authors used only a PV source to provide electri-
cal energy to a DC load, where the control strategy was 
based on the DC bus voltage regulation. However, in the 
current paper a hybrid system consisted of two sources 
(PV and wind) have been used, to supply an AC load via 
an inverter. Whereas, the control strategy is bases on the 
power regulation. The primary goal of this study is to 
develop a novel DC bus voltage management method 
based on the frequency decomposition of the reference 
power and a low-pass filter for the production of renew-
able energy from multiple sources. These sources supply 
an AC load with the help of a hybrid storage system com-
posed of batteries and supercapacitors to improve the 
ESS and the stability of the DC bus voltage, power quality, 
and supply reliability.

The paper is organized as follows: Section 2 describes 
the system and the modeling of the different compo-
nents. Section 3 presents the proposed energy man-

agement and control strategy of the HESS. Simulation 
results will be presented and discussed in Section 4. 
Finally, Section 5 summarizes this work's conclusions.

2. SYSTEM DESCRIPTION AND MODELING

The proposed renewable energy power system in-
cludes a wind turbine, a photovoltaic panel, and an ESS 
combining lithium batteries with an SC. As shown in 
Figure 1, all components are connected to a DC bus via 
a power converter. The whole system is connected to 
the AC load using a DC-AC converter.

Fig. 1. Hybrid power system model

2.1. MODELING OF THE WIND 
 ENERGY SYSTEM

The Wind Energy System is based on a permanent 
magnet synchronous generator (PMSG) coupled to the 
DC bus through a controlled AC-DC converter, it oper-
ates on variable speed mode with the pitch angle con-
trol as illustrated in Fig. 2 [18].

Fig. 2. Wind energy system configuration

2.1.1. Wind turbine model

The mechanical power produced by the wind turbine 
may be expressed as [19]:

where Pm is the captured wind power (W), ρ is the air 
density (Kg/m3), R is the blade radius (m), Vw is the wind 

(1)
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(2)

(3)

(4)

where c1 to c6 as given in Table 1, they denote the char-
acteristic coefficients of the wind turbine.

Table 1. Wind turbine coefficients characteristics

c1 c2 c3 c4 c5 c6

0.5176 116 0.4 5 21 0.0068

2.1.2.  The permanent magnet synchronous 
 generator (PMSG) modeling

The stator voltage of the three-phase PMSG using 
the two-phase orthogonal rotating dq reference frame 
based on Park transformation is given by: [20, 21]:

(5)

(6)

where Lds, Lqs are the inductances in d and q axis, Ids, Iqs, 
Vds, Vqs represent respectively currents and voltages in 
d and q axis, Rs is the stator resistance, ωe denotes the 
electric angular frequency, λpm is the permanent mag-
net flux, p is the number of pole pairs.

The PMSG electrical scheme in dq reference frame is 
shown in Fig. 3.

(a)

(b)

Fig. 3. PMSG (a) d-axis (b) q-axis circuit diagram

2.2. MODELING OF THE PHOTOvOLTAIC  
 POWER GENERATOR

The photovoltaic (PV) system consists of a PV panel 
and a DC-DC boost converter controlled using the 

Fig. 4. Scheme of the photovoltaic system

Fig. 5 shows the commonly used model for a solar 
cell. It includes a photocurrent, a diode, a series resistor 
representing internal resistance to the passage of the 
current, and a parallel resistor representing the leakage 
current [23].

Fig. 5. PV cell equivalent circuit model

The equation of voltage-current characteristics of a 
solar cell's can be expressed by:

(7)

where Iph is a photocurrent, Is is the cell saturation of 
dark current, q is the electron charge (q=1.6.10-19C), 
the Boltzman’s constant (k=1.3.10-23 J/K), Tc is the cell's 
working temperature (Kalvin), and A is the ideality factor.

Equation (8) define the saturation current Is as following:

(8)

where Tref is the cell’s reference temperature, and Gr is 
the solar irradiance.

The PV array comprises many PV modules that are 
electrically coupled in both parallel and serial circuits 
in order to produce the necessary current and voltage. 
With Np, Nsare respectively number of parallels and series 
modules, the output or load current is calculated as [24]:

(9)

speed (m/s), and Cp is the power coefficient. Based on 
the wind turbine characteristics, the value of Cp depends 
on the tip speed ratio (λ) and blade pitch angle (β) as: 

perturb and observe Maximum Power Point Tracking 
(MPPT) technique as shown in Fig. 4. The DC-DC con-
verter's function is used to modify the impedance to 
provide the optimum energy from the PV panel [22]. 

2.3.  MODELING OF THE BATTERIES

Battery modeling involves two steps: (1) the choice 
of a suitable model structure, (2) the determination 
of the model's parameter values. The RC ladder circuit 
shown in Fig. 6 is adopted in this research, because of 
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(10)

(11)

Fig. 6. The second RC ladder model structure

2.4.  MODELING OF THE SUPERCAPACITORS

 Various models of SC's have been reported in the 
literature based on their dynamic behaviour. The el-
ementary series R-C is used in this work because of its 
simplicity and ability to replicate the actual SC's dy-
namic behaviour accurately. In [26], it is shown that SCs 
exhibit non-integer (fractional) behaviour and have a 
fractional impedance which is composed of a series 
resistor Rs and a fractional-order capacitor Cλ, as it is 
shown in Fig. 7.

Fig. 7. Supercapacitors fractional series R-C model

The R-C series SC model's total equivalent imped-
ance can be described as:

(12)

Where Cλ is the pseudo-capacitance with order  
λ ( 0 ≤ λ ≤ 1). 

3.  ENERGY MANAGEMENT AND CONTROL 
STRATEGIES

The control strategy aims to accomplish the power flow 
of the HESS to reach the following main goals: (1) decreas-
ing of dynamic battery stress levels; (2) maintaining a 
stable DC voltage; (3) avoiding deep discharge of the bat-
tery; and (4) improving the system's overall efficiency. 

Fig. 8. HESS system
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Fig. 9. The block diagram of the control strategy

The power deficit between the load demand and the 
generation from several sources, which is the total pow-
er that must be delivered by the HESS, it is given by:

(13)
Therefore, the ΔP value includes the high-frequency 

element, which the SC provides. However, batteries 
provide the low-frequency components.

its excellent modeling accuracy and low computational 
complexity [25].

It is assumed that all cells are identical and the bat-
tery performance is unaffected by the packaging com-
ponents. The connection of the cells (in series and par-
allel) does not affect the parameter values of the pack 
model. The battery pack connected in n-series has a 
fixed capacity. The battery pack model's open-circuit 
voltage (OCV) and Rs are computed as n times of the 
cell's Rs  and OCV [6].

The HESS shown in Fig. 8 presents the combination 
of batteries with supercapacitors. Each storage device 
is coupled to the DC bus via a bidirectional buck-boost 
converter. HESS is used to preserve the constant DC 
bus voltage (Vdc) because of the imbalance between 
demand and multisource generation. If the multisource 
generation is lower than demand, the DC bus voltage 
Vdc decreases from its reference value. HESS would then 
discharge to satisfy the excess demand. Likewise, if the 
multisource generation exceeds the demand, the DC 
bus voltage increases from its reference value. As a re-
sult, HESS will charge to consume the extra power.

The block diagram of the control approach is shown 
in Fig. 9. The control allows batteries to support slow 
transients in the long term, whereas the SC supports 
fast transients in a short time [9].
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Where, fLPF is the low-pass filter function. The charge 
limiter is used to deliver batteries' reference power, 
which is provided by [27]:

(14)

(15)

The real value (Pbat) is compared with this reference. 
The PI controller receives the error to generate the duty 
cycle Dbat to adjust the PWM control signal for battery 
converter switches (SW1 and SW2), as seen in Fig. 9.

Furthermore, the high frequency component (Pref_HF) 
is deduced as following.

(16)

Therefore, the uncompensated battery power is:

(17)

The SC will supply the uncompensated battery pow-
er. As a result, the SC reference current will be:

(18)

A similar control strategy is applied to SC. The PI con-
troller will produce the duty cycle Dsc to generate the 
PWM signal for the SW3 and SW4 supercapacitor con-
verter switches, as seen in Fig. 9.

4.  SIMULATION AND RESULTS

The complete model of the system described in Fig-
ure 1 has been simulated in a MATLAB/Simulink envi-
ronment under various operation conditions to evalu-
ate the performance of the proposed control and man-
agement strategy. 

Table 2 (Appendix) lists the model parameters utilized 
in this simulation investigation. Where Kp_v, Kp_bat, Kp_sc are 
the proportional gains for the DC bus voltage, batteries, 
and supercapacitor PI controllers, respectively, and Ki_v, 
Ki_bat, Ki_sc are the integral gains of the DC bus voltage, 
batteries and supercapacitor PI controllers, respectively.

The batteries and supercapacitor are assumed to be 
initially charged. The simulations are performed under 
different operating conditions, including variable irra-
diance, variable wind speed, and variable load.

Case: 1 variable solar irradiation, constant wind 
speed and constant load

The solar irradiation profile employed in this simu-
lation scenario is shown in Fig. 10, whereas the wind 
speed and load are fixed.

The performance of the proposed management and 
control strategy under variable solar irradiation is shown 
in Fig. 11 and 12. The load requests always 19 kW, as seen 
from (0 s to 1s): Ppv=10 kW, the wind power provides about 

4.9 kW, while the battery supplies the remaining power. 
Similarly, the battery power follows the PV power varia-
tions. The battery is in discharge mode, providing insuf-
ficient power until reaching the load power request (19 
kW). Alternatively, when there is an excess of power, the 
battery is in charging mode and stores the extra energy.

Fig. 10. Solar irradiance

Fig. 11. Simulation of Ppv ,Pwind and Pload with 
variable solar irradiance

 In this work, a low pass filter has been proposed to 
determine the low-frequency element, which repre-
sents the deficit reference power, as given:

Fig. 12. Simulation of Ppv, Pwind and Pload with 
variable solar irradiance
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Case: 2 variable wind speed with a constant solar 
irradiation and constant load.

Fig. 13 illustrates the wind speed profile used in this 
simulation scenario. In this case, the solar irradiance 
and loads are kept constant. 

Fig. 13. Wind speed profile

Fig. 14 and 15 illustrate the proposed management 
and control strategy’s performances under variable 
wind speeds.

Fig. 14. Simulation of Ppv, Pwind and Pload with 
variable wind speed.

The wind power supplies about 3 kW from (0 s to 1s), 
the PV panel provides 15 kW, and the battery delivers 
the rest of the power needed by the load. Likewise, the 
battery power follows the wind power variations. When 
there is insufficient electricity, the battery discharges 
and provides the required energy. Alternatively, the 
battery is in charging mode and stores any excess pow-
er from several sources when there is a surplus.

Case: 3 variable load with a constant solar irradia-
tion and constant wind speed.

Fig. 16 shows the load profile considered in this simu-
lation with a constant solar irradiance and wind speed.

Fig. 15. Simulation of Pbat, and Psc with variable 
wind speed

Fig. 16. Simulation of Ppv, Pwind and Pload  
under variable load.

The solar irradiance is set to 400 W/m2, where the 
photovoltaic cell power is equal to P_pv=16 kW, and 
the wind speed is 14 m/s, where the wind power is 
P_wind=6 kW. Similarly, the battery power follows the 
load variations. When there is insufficient electricity, 
the battery discharges and supplies the needed pow-
er. Alternatively, the battery is in charging mode and 
stores extra multi-source generation when there is an 
excess of power, as shown in Fig. 16 and 17.

Fig. 17. Simulation of Pbat, and Psc under variable load

Figure 18 illustrates the SoC of the supercapacitor 
variation under variable load. As it can be seen, there 
is a similarity between this profile and the profile of 
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supercapacitor power variation, because the superca-
pacitor's SoC follows the latter's power variation.

Fig. 18. Simulation of SoCsc, under variable load

This control strategy also shows its performance by 
keeping the DC bus voltage closer to its reference value 
Vdc=400 V, as shown in Fig. 18. At (t=2 s), the load de-
creases from 20 kW to 4 kW. It can be observed on the 
zoomed-in section of the waveform in Fig. 19 that the 
DC bus voltage remains stable, this is on one hand.

On the other hand, Fig. 20 shows that the DC bus 
voltage is unstable and follows the fluctuations of the 
load or the different sources.

Fig. 19. Simulation of Vdc with power management, 
under variable load

Based on the three scenarios considered in this simu-
lation study, the results of this study indicate that the 
batteries and supercapacitors can respond properly to 
the fluctuations of the electrical load demand. The SCs 
quickly provide or absorb peak powers in response to 
the load demands, to compensate the slow batteries' 
delay relatively. The current stress level on batteries is 
significantly reduced. The DC bus voltage is success-
fully maintained constant at 400 V, as required by the 
control and management strategy.

Fig. 20. Simulation of Vdc without power 
management, under variable load

5. CONCLUSION

The primary objective of the current study was to de-
velop and evaluate a control strategy based on the regu-
lation of the low-frequency power components of mul-
tisource generating systems and the load imbalance. 
Detailed modeling of the system's main components, 
such as photovoltaic and wind power, has been present-
ed. Then, the proposed control strategy was detailed 
and tested. The results of this investigation, through the 
three simulation scenarios, prove the validity and goals 
of the control strategy: reducing of battery charge/dis-
charge rates, improvement of voltage regulation, and 
the electric current causing lower stress levels on the 
battery, which increases the battery life. Future work can 
be focused on testing experimentally these microgrid 
performances under partial shading conditions.

6. APPENDIX

Table 2. System parameters used  
in the simulation study

Parameters values

Pv array 

Open circuit voltage (Vpv) 21 V

Short circuit current (Vpv) 8 A

Number of Parallel strings (Np) 20

Number of Series-connected modules per string (Ns) 16

Maximum Power (W) 120.7

Voltage at maximum power point Vmp (V) 17

Current at maximum power point Imp (A) 7.1

Wind energy system

Stator phase resistance Rs (Ω) 2.875

Armature inductance (H) 0.000835

Flux linkage (Wb) 0.175

Number of pole pairs 4

Electrical power generator (kW) 6
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Battery specifications

Type Lithium-Ion

Ah capacity 45

Terminal voltage (Vbat) 12

Number of batteries in series 30

SC specifications

Terminal voltage (Vsc) 50

Capacitance (Csc) 25 F

Number of SCs in series 4

Converters parameters

Lpv 0.352 mH

Cpv 100 μF

Lbat 0.3 mH

Lsc 0.355 mH

Cdc 7000 μF

Lf 5 mH

Cf 10 μF

PI controllers parameters

Kpv
1.477

Kpbat
3077

Kpsc
0.043

Kiv
0.65

Kibat
0.45

Kisc
100

DC and AC grid parameters

Vdc 400 V

Vac 220 V

f 50 Hz

EES electrical energy 
storage Rs series resistance (Ω)

HEES hybrid electrical energy 
storage Rp parallel resistance (Ω)

SC supercapacitor I solar cell current (A)

PMSG permanent magnet 
synchronous generator Iph Photocurrent (A)

Pm captured wind power Is
cell saturation of dark 
current (A)

ρ the air density (Kg/m3) ID The diode current (A)

R the radius of the rotor 
blade (m) Vpv solar cell voltage (V)

Vw wind speed(m/s) q the electron charge (C)

Cp the power coefficient k the Boltzman’s 
constant (J/K)

PMS power management 
strategy Tc

the cell's working 
temperature

PV photovoltaic A the ideality factor

DC Direct current Ip parallel current (A)

MPPT maximum power point 
tracking Tref

the cell’s reference 
temperature (°C)

PI Proportional integrator Gr
the solar insulation 
(W/m2)

Np Parallels modules VESS

The voltage of the 
electrical energy 
storage (V)

Ns series modules Vdc DC bus voltage (V) 

C DC bus capacitor (F) Pwid
The wind power 
generator

R The load resistance (Ω) Lpv

The DC-DC converter 
inductance of the 
PV (H)

Db

the duty ratio of the 
control of the DC/DC 
converter of the battery

Lb

The DC-DC converter 
inductance of the 
batteries (H)

SC supercapacitor Lsc

The DC-DC converter 
inductance of the 
supercapacitor (H)

Dsc

the duty ratio of the 
control of the DC/DC 
converter of the SC

Iload The load current (A)

Idc_ref
The DC bus current 
reference (A) Vdc_ref

The DC bus reference 
voltage (V)

Isc_ref
The SC current 
reference (A) Kp-sc

The proportional factor 
of the SC corrector

Ibat_ref
The batteries current 
reference (A) Kp-bat

The proportional factor 
of the battery corrector

Vsc
The supercapacitor 
voltage (V) Ki-sc

The integrator factor of 
the SC corrector

Vbat The battery voltage (V) Ki-bat
The integrator factor of 
the battery corrector

Isc The SC current (A) Kp-DC
The proportional factor 
of the DC bus corrector

Ibat The battery current (A) Ki-DC
The integrator factor of 
the DC bus corrector

PID Proportional integrator 
derivator Psc The SC power

Pbat batteries power Ppv PV power

Pload load power
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Generators with Series and Shunt Stator 
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Abstract – This paper reports the performance of series- and shunt-connected self-excited reluctance generators (SERG). In addition 
to the two stator connections, an analysis was carried out on rotor configurations (with and without a cage) a combination resulting 
in four different generator topologies. The loss of load and transient characteristics of each generator configuration were studied for a 
combination of pure resistive and R-L loads. It is shown that for the same machine size, speed and exciting capacitor value, the generator 
with a cage preserves a better wave shape following a transient disturbance than the cageless machine. At unity power factor, shunt 
generator with cage can deliver 0.691pu output power, at 1.97% regulation; its series counterpart only delivers 0.589 pu at 2.05%. The 
study demonstrates that while shunt generators have better regulation and supports higher loads at different power factors, series 
generators show a superior performance in terms of damping out transients.

Keywords: synchronous reluctance generator, transient performance, voltage regulation, loss of load performance, series 
connection, shunt connection, exciting capacitor

1.  INTRODUCTION

Generating operation of the synchronous reluctance 
machine was first reported by Abdel-Kader in 1985 [1]. 
The machine has not found much industrial application 
in power generation because it produces an output 
power that is less than that of an induction generator 
of comparable size and much less than that of field-ex-
cited generators. A major advantage of this generator 
type is that for loads within its carrying capacity, the 
frequency of the voltage developed has a well-defined 
relationship with the number of poles and operating 
speed of the generator. Induction generators are more 
prominent than reluctance generators because for 
the same machine size, speed and terminal excitation 
capacitance, it produces higher terminal voltage and 
higher current at dropout-voltage [2] and hence higher 
maximum power than the reluctance generator. This 

is because it has a relatively higher magnetizing reac-
tance. Unfortunately, frequency of induction generator 
voltages depends on load power factor and capacitor 
values and preservation of voltage wave shapes for all 
load conditions requires additional control circuitry 
which increases its cost. Reluctance generators are 
constant frequency devices. This has excited interest 
in research on SERG. In [3], the machine characteristics 
was reported; the steady state analysis has been per-
formed [4-6] developing equations for the d-axis reac-
tance and capacitance required or excitation in terms 
of load angle. 

The stability and its response to small perturbations 
[7] and dynamic effects were presented in [8]. Boldea, 
et al [9] used a high reactance ratio axially-laminated 
anisotropic (ALA) machine and recommended its suit-
ability as a source of controlled dc power. A series-con-
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nected generator was reported in stand-alone mode 
by Ben-hail and Rabin [10]. The impact of cross-satura-
tion was presented by Vagati, et al [11] for a transverse-
laminated (TLA) rotor configuration. 

The performance of SERG with- and without rotor cage 
has been reported in [12]. A recent paper by Ibrahim and 
Pillay [13] that dwelt deeply on SERG excitation in stand-
alone mode developed a hysteresis current characteris-
tic from which the voltage build-up and loss of excitation 
due to short-circuits for shunt-excited generators can be 
predicted. The paper produced a hysteresis loop of the 
machine and gave a clearer insight into the collapse of 
residual magnetism. The saturation curves needed for 
simulation in SERG were studied in detail by Guha and 
Kar [14] and Hoffer, et al [15] by considering several mod-
els, yielding the stability limits of the generator. Wang 
and Bianchi [5], inserted magnets into the ALA barriers 
and reported improved performance than conventional 
SERGs. To initiate self-excitation, it was emphasized that 
even in the presence of sufficient residual magnetism a 
closed loop needs to exist between the windings and a 
capacitor [16, 17]. Even when a suitable capacitance is 
connected, the residual magnetism has to be sufficient 
not just for the initiation of self-excitation but to sustain 
it when there are seemingly tolerable load changes [18]. 

The paper by Sekdy, et al [19] reported a voltage and 
frequency control of SERG using adjustable (switching) 
capacitors connected in series and shunt to load in an 
existing and already connected conventional shunt ex-
citation fixed capacitor resulting in an improvement on 
voltage regulation for optimal load capacitor values. 
The paper by Hong, et al, [20] described a unique cool-
ing method, loss calculation and parameter sensitivity 
analysis for a high speed SERG assisted by permanent 
magnets for use in aviation applications. 

In [21], the electromagnetic design and analysis of a 
five phase reluctance generator with permanent mag-
net excitation with rectifier load was reported as hav-
ing a higher power density than the conventional three 
phase machine. Grid applications of related generators 
have been explored in [22, 23].

From the foregoing, SERG with cage and with shunt 
capacitor connection appears to have received more 
attention [1-9, 12-19] than the series-excited ma-
chine cageless types [10, 11]. No attempt to the best 
of knowledge of the authors has been made to study 
both types and place their performance side-by-side 
and this forms the basis of this paper. 

Section 2 deals with the general description of the 
stator connections and rotor configuration while sec-
tion 3 details the mathematical modeling of the gen-
erator topologies. In section 4, the machine self-exci-
tation process is presented and section 5 discusses the 
transient performance of the generators following the 
addition and removal of loads. Section 6 presents their 
voltage regulation and loadability characteristics while 
the study is concluded in section 7.

2. THE MACHINE UNDER STUDY

The connection diagram for both series and shunt-
excited machines for one phase are shown in Fig. 1.

(a) Series connection

(b) Shunt connection

Fig. 1. Stator connections including core loss

The rotor shape is transverse-laminated (TLA) type. 
The stator winding is uniformly distributed around 36 
slots of the machine and short-pitched 7/9 for all the 
generators to yield a more sinusoidal waveform. The 
stator winding layout over one pole is shown in Fig. 2.

(a)

(c)

(b)

Fig. 2. Machine under study; (a) rotor with cage, (b) 
rotor without cage, (c) Stator winding layout over 

one pole-pitch
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3. 3. THE SYSTEM MODEL

3.1. MACHINE MODEL

The dynamic voltage equations of a SERG with dis-
tributed polyphase stator winding and with a short-
circuited rotor cage winding is given by [12]:

(1)

where, iqs, ids, iqr' and idr' are the stator and rotor q- 
and d-axis currents respectively, λds, λqs, λdr' and λqr' are 
the stator and rotor flux linkages, ωr is the rotor speed 
and Rqr' and Rdr' are the rotor winding resistances in the 
equivalent q- and d-axis respectively.

The resistance Rs appearing in the stator windings 
are values already accounted for by core loss resistance 
RC according to Rs=(Ra × Rc)/(Ra + Rc ) where Rc is the 
core loss and Ra is the stator winding resistance. The 
flux linkages are defined as:

(2)

Here, Lls is the leakage inductance in the stator while 
Llqr' and Lldr' are the rotor leakage inductances in q- and 
d- axis respectively, Lmq and Lmd are the magnetizing 
inductances in the q- and d- axis respectively. The me-
chanical equation of the rotor is given by:

(3)

Equations (1) – (3) are also valid for a cageless ma-
chine if all the rotor quantities iqr', idr', λdr' and λqr' are 
set to zero.

3.2 CAPACITOR AND LOAD MODELS 

The loads on each of the generators will be loads of 
lagging power factor (R-L series type). Considerations 
were not made about leading power factors because 
such loads are not very common in practice. For a 
changing RL, the corresponding inductance LL can be 
calculated for a specified power factor load using:

(4)

3.2.1. Capacitor and load model for the series  
 generator

If the capacitor is connected to the generator as 
shown in Fig. 1(a), it will be easy to write both the ca-

pacitor and load voltage equation as seen by the ma-
chine terminal voltage, vs as:

(5)

It is obvious that the stator winding current iS flows 
directly through the load. The resistance RA appearing 
in (5) represents the stator winding resistance RS and 
the load resistance RL. Noting that RL, LL and C are con-
stants and equal in each of the three phases, a trans-
formation of (4) to the d-q reference frame fixed to the 
rotor yields:

(6)

From (6), the volage across the load in Fig. 1(a) may 
be calculated. 

3.2.2. Capacitor and load model for the shunt  
 generator

For the connection of Fig. 1b, the voltage across the 
capacitor is also the voltage across the load. The equa-
tion of this voltage in stator variable is:

(7)

When (7) is transformed to the rotor reference frame, 
we have:

(8)

Equation (8) shows that the exciting current charg-
ing the capacitor and maintaining the stator flux is 
supplied by the difference between the winding cur-
rents and the load currents, hence only a fraction of the 
winding current is available to the load. The load cur-
rents are modeled as supplying a general R-L load and 
are given as:

(9)

3.4. INDUCTANCE SATURATION 
 AND CORE-LOSS MODEL 

The d- and q- axis inductances calculated by finite el-
ement in the presence or absence of a cage gave similar 
saturation and core-loss data for both rotor structures 
on the ground that a constant speed operation is as-
sumed. These similarities create a uniform basis for the 
comparative studies on the performance of the four 
generators studied here. Equation (10) is a third order 
polynomial fit showing the dependence of direct- and 
quadrature-axis inductances and core loss on the mag-
netizing flux linkage of the machine, obtained with fi-
nite element software FEMAG DC®. 
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(10)

4. VOLTAGE BUILD-UP

A common requirement for self-excitation of SERG is 
the existence of appropriate values of magnetic rema-
nence, capacitor, speed and saturation. The constraint 
in the choice of these initial conditions is to ensure that 
the thermal limits and current carrying capability of the 
stator windings are not exceeded and that the gener-
ated voltage and frequency is nominally a universal 
value. Theoretically a large range of voltages and fre-
quency can be generated whenever self-excitation oc-
curs. Nearly all the papers cited emphasized these and, 
in this paper, a common set of values were chosen for 
the four configurations to ensure a fair comparison. To 
achieve this, a remanent flux of 0.01wb is assumed in 
the core, a rotor speed of ωr = 377 rads/sec and a con-
stant excitation capacitor of 65μF were used. 

The solution of the above equations is accomplished 
with Matlab Simulink®. In addition to (4) and (10) which 
must be used during the simulation of all the self-excit-
ed generator types, the following combination of equa-
tions and modifications were used for the simulation of 
the four generator topologies as shown in Table 1.

Table 1. Generator topologies under study

Assigned 
Code

Generator  
Topology

Equations 
for Simulation

RG1
Shunt stator 

connection with 
rotor cage

The whole of (1), (2), (8) and (9).

RG2
Shunt stator 

connection with 
cageless rotor

The first two equations of (1) 
and first two of (2) with iqr' and 
idr' set to zero, and the whole of 

(8) and (9).

RG3
Series stator 

connection with 
rotor cage.

The whole of (1), (2) and (6).

RG4
Series stator 

connection with 
cageless rotor

The first two equations of (1) 
and first two of (2) with iqr' and 
idr' set to zero, and the whole 

of (6).

When these sets of equations are separately solved 
under no-load conditions, Fig. 3 results as shown.

Since the equations are solved under no-load condi-
tions, the voltage build up for both series and shunt 
connections are similar. The difference will arise only 
due the effect of rotor cage during the voltage build-
up process as shown in Fig. 4, but in all cases the fre-
quency of the generated voltage is 60Hz and peak no 
load voltage is 120V. It is seen that generators with ro-
tor cage develop voltages gradually while a spontane-
ous voltage build-up with voltage overshoots occurs in 
the cageless machines. 

(a) RG1 (b) RG2

(c) RG3 (d) RG4

Figure 3. Voltage build up on phase A under no-load condition
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5. TRANSIENT PERFORMANCE

The transient performance due to adding and remov-
ing of loads are now considered. The unloaded generator 
is operating at open circuit voltage when load is added at 
t=7.0secs. This leads to some voltage oscillations and then 
the voltage settles to a new voltage value less than the 
open circuit value. Then the load is removed at t=9.0secs. 
For a pure resistance (upf) load, the inductive loads are set 
to zero in the respective model equations. The variation 
in the values of voltages is used for assessing the loss of 
load performances. Results of plots from the four genera-
tor topologies are presented in Fig. 4 for unity power fac-

tor (pure resistive) loads. Fig. 5 shows the corresponding 
results obtained for an RL load of 0.85 power factor. 

In the four topologies considered, addition of load 
results less and quicker damping than when the same 
load is disconnected. This is akin to what happens in 
field-excited alternators [28]. Expectedly, machines 
with cage possess better damping characteristics than 
the cageless types. For the same magnitude of load, the 
resistive load yields a lower voltage drop but with more 
oscillations than the RL loads (Figs. 4a and 5a). Series 
connected machines are faster in damping than shunt-
connected machines for similar loading conditions.

(a) (b)

(c) (d)

Fig. 4. Transient responses of phase A voltage following sudden switching  
and loss of pure resistive load on the generators

(a) (b)

(c) (d)

Fig. 5. Transient responses of phase A voltage following sudden switching 
and loss of 0.85 power factor load on the generators
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Series generators (RG3 and RG4) are more capable 
of withstanding load transients than shunt generators 
(RG1 and RG2) for similar load combinations. In fact, 
the series generator with cage offers better damping 
of transients than the corresponding shunt machine.

6. VOLTAGE REGULATION CHARACTERISTICS

The non-linearity of Ld, Lq and Rc necessitates that 
the steady-state solution of self-excited generators be 
performed numerically. This can be accomplished by 
setting all the time derivatives of state variable to zero 
and then using either look up tables or quasi-Newton’s 
iterative techniques (or similar algorithms) to solve the 
resulting set of equations with preset initial conditions. 
These have been reported severally in literature [2–5, 
10, 11, 13] and it is not the intention of this paper to 
repeat such a study. In this study, the regulation is stud-
ied by loading each of the four generator types gradu-
ally from no load to full load and the peak value of the 
generator voltage observed. A full load point here is 
determined as the point where the voltage collapses or 
self-excitation is lost. Table 2 is obtained for each gen-
erator topology by gradual loading from no load to full 
load determined by a load angle of 43o and shows the 
results for three different load power factors. 

The regulation shows that the shunt generators are 
better power converters than series generators since 
they can deliver more power at every power factor. This 
is because for a series machine, the sum of leakage plus 
load inductance should not be higher than the value of 
the saturated q-axis inductance, otherwise system will 
fail to excite or if already excited, voltage collapse will 
result. All the topologies have their best voltage regula-
tion and power carrying capacity at unity power factor. 

Load Power factor → 
Gen. Topology↓ cos𝜙=0.8 cos𝜙=0.9 cos𝜙=1.0

RG1&RG2 
(shunt 

connection)

Max. Power 
(p.u) 0.466 0.579 0.691

Voltage 
Reg. (%) 2.44 2.39 1.97

RG3&RG4 
(series 

connection)

Max. Power 
(p.u) 0.453 0.511 0.589

Voltage 
Reg. (%) 2.50 2.45 2.05

Table 2. Maximum power deliverable and voltage 
regulation at δ=43o electrical for the generators at 

different load power factors.

Measured and calculated values of load current plot-
ted against the output power are shown in Fig. 6 for 
both the series and shunt generator. These again re-
emphasizes that shunt generators are better in terms of 
energy-conversion than series generators. Fig. 7 shows 
the voltage of the SERG under steady state conditions 
with loads of difering power factors. The shunt gen-
erator exhibits better voltage regulation and is seen 
to be capable of supporting more load than the series 

machine at all corresponding power factors. However, 
seris gnerators are less sensitive to power factor varia-
tions than shunt generators

(a) Series generators

(b) Shunt generators

Fig. 6. Load current plots

(a) Series generators

Fig. 7. Power vs Voltage plots

7. CONCLUSIONS

The seeming advantage of series connection is that 
both the excitation and load current flow in the con-
nected load while only a fraction of the current in the 
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stator winding is available to the load for shunt con-
nection. It would have then been easily presumed that 
series connection can support a larger load than shunt 
connection since all the winding current flows through 
the load, but results presented here has shown other-
wise. This is because, for series connection, the load 
must be matched to the generator such that it fulfils 
the condition for self-excitation before a voltage can be 
produced.

The dynamics and voltage regulation characteristics 
of four stand-alone reluctance generator configura-
tions has been studied. Expectedly, machines with 
damping cage are better in delivering a better voltage 
waveform than the cageless machine, even though the 
later are faster in excitation. Shunt generators are also 
seen to be better in terms of both voltage regulation 
and power conversion ability. Following sudden addi-
tion and loss of loads, series generators offer the advan-
tage of having better damping characteristics than the 
shunt generators. Loss of load for cageless generator 
with shunt connection (RG2) leads to very large drop 
in voltages which may not be tolerable in some appli-
cations. Based on these results, the study recommends 
that a cageless rotor machine be used with series con-
nection while a shunt generator requires a rotor cage.
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Design and analysis of a new multi-level 
inverter topology with a reduced number of 
switches and controlled by PDPWM technique
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Case Study

Abstract – With their many advantages, including low power dissipation in power switches, low harmonic content, and reduced 
electromagnetic interference (EMI) from the inverter, multilevel converter (MLI) topologies are becoming more and more in demand 
in high and medium power applications. This paper introduces a novel multi-level symmetric inverter topology with adopted control. 
The objectives of this article are to architecturally define the positions of the various switches, to choose the right switches and to 
propose an inverter control strategy that will eliminate harmonics while producing the ideal output voltage/current. By using fewer 
switching elements, fewer voltage sources, and switches with a total harmonic content (THD) which reduces losses and a drop in 
minimum voltage (Vstrssj), the proposed topology is more efficient than conventional inverters with the same number of levels. The 
new topology will be demonstrated using a seven-level single-phase inverter. For various modulation indices, MATLAB-SIMULINK is 
used to study and validate the topology.

Keywords: Approximate controls, Inverter multi-level, Pulse with modulation (PWM),Total harmonic distortion (THD)

1.  INTRODUCTION

Renewable energy is an inexhaustible and freely 
available source of power. In addition to being viewed 
as ecologically clean and limitless on a human scale, 
sources like the sun's rays (solar energy), the wind (wind 
energy), and the kinetic energy of water (hydraulic en-
ergy) are used to produce so-called renewable energy.

Renewable energy is a cost-free and limitless energy 
source. Such resources as the solar, wind and kinetic en-
ergy of water are considered to be ecologically sound 
and, in theory, limitless on a human scale [1].

A good angle of inclination of the solar collector 
improves productivity and yield [2]. Since the energy 
produced by renewable sources is continuous and un-
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stable [3], this causes instability in the production of 
electricity and contributes to the fidelity and quality of 
the electrical system. DC/AC converters are crucial to 
solve these problems [4].

The two most well-known types of classical struc-
tures are two-level inverters and three-level or modi-
fied square wave invertors. The latter, however, can be 
applied to specific applications [5], Due to their numer-
ous drawbacks, such as their high harmonic rate, de-
graded fundamental voltage, large size, and extremely 
high rated switching voltage, they are not recom-
mended for new projects [6, 7]. These problems were 
addressed by the design of multi-level inverters (MLI).

Multi-level inverters have received a lot of attention 
in recent years as a potential solution for high-power 
continues /alternative conversion applications. A PWM 
is a structure that connects various DC current or volt-
age sources (produced by a DC source, capacitors), 
power switches (MOSFET, IGBT), and results in the cre-
ation of a stepped waveform. At the terminals of the 
power switches, the voltage drops are smaller than the 
converter voltage as a whole[8] . Comparatively to con-
ventional two-level inverters, multi-level inverters have 
a better harmonic profile of their output waveform [9, 
10] . Moreover, fault-tolerant operation is possible [11]. 
The complexity and cost of the PWM configuration 
remain the main drawbacks due to the abundance of 
switching devices [12]. PWMs are frequently used for 
high and low power applications. The NPC(neutral-
point clamped), the CHB (cascaded H-bridge), and the 
FC (flying capacitor inverter) are, however, the most 
well-known multilevel inverter topologies [13-17]. 

The new topology incorporates the same number 
of switches as the CHB topology which requires fewer 
switching elements compared to capacitor (CF) or di-
ode (NPC) topologies, overriding the harmonic ratio of 
the voltage generated by the new topology (17.15%) 
is lower than that generated by the CHB (THBCHB = 
18.3%) by adopting the same control technique (PDP-
WM) [18]. The new topology with its ability to generate 
an output voltage with a reduced harmonic content 
(compared to CHB) and a minimum number of switch-
es (compared to FC and NPC) for the same number of 
levels, presents a good alternation by the reduction 
of switching losses since the number of the latter is 
reduced, its manufacturing cost and its size thus com-
pared to the conventional converter, which attracts 
many researchers and industrial collaborators [7].

The article is structured as follows: Section II present-
ed a generalized configuration of the proposed topol-
ogy with mathematical formulations; this section also 
describes the operation mode of a single-phase, 7-level 
inverter. The modulation method (PWM) is introduced 
in section III. The results of the simulation are then pre-
sented in section IV. Section V compares the proposed 
topology and the traditional topologies in terms of 
the number of interrupters and THD. Conclusions are 
drawn in the final section.

2. THE SUGGESTIVE TOPOLOGY.

In this section, the structure of the new topology 
and its working principle for a single-phase seven-
level PWM are presented. Formulas for voltage stresses 
across switches, output voltage, etc. are also presented.

2.1. THE NEW TOPOLOGY'S GENERAL  
 STRUCTURE

The generalized structure of the new single-phase in-
verter topology is provided by (Fig. 1); it integrates n DC 
voltage sources connected in series by power switches.

The switches can be MOSFET or IGBT transistors with 
an antiparallel diode, connect the input sources Ej 
(where j = 1 to n) between them in order to produce the 
currents i1j (t) and i2j (t). IGBTs and antiparallel diodes 
are used in this inverter structure to model the power 
switches. In addition to two latch interrupts (S1, S2), com-
plementary switches are identified by Q1j, Q2j (where j = 1 
to n). v1j (t)/v2j (t) (where j=1 to n) represents the voltage 
across the terminals of each switch. The symbols for load 
current and voltage are iab (t) and Vab (t), respectively.

Fig. 1. The general proposed topology of the 
single-phase inverter

The new proposed symmetric topology of multi-lev-
el (SMLI) and mode of operation are shown in Fig. 2 and 
Table 1, respectively. For a 7-level output, it is necessary 
to use three voltage sources (E1, E2 and E3) and twelve 
pairs of unidirectional switches, which are made up of 
IGBT transistors combined with an anti-parallel diode. 
The proposed topology results in a maximum voltage 
of 3E for the 7-level PWM:

(E1+E2+E3=3E).

Fig. 2 clearly shows that the combination of switches 
(Q13, Q12), (Q13, Q11), (Q13, S1), (Q12, Q11), (Q11, S1), (Q12, S1), 
(Q23, Q22), (Q23, Q21), (Q23, S2), (Q22, Q21), (Q21, S2) and (Q22, S2) 
in order to avoid short-circuiting of sources; those in-
terrupter  shouldn’t be activated in the same time.
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Fig. 2. The proposed topology for a 7-level 
symmetrical inverter

Table 1. The output voltage values Vab for different 
status of interrupters (F:OFF/ N:ON )

Level 
State of switches

Q13 Q12 Q11 S1 S2 Q23 Q22 Q21 Vab

1 F F F O O F F F 0

2 F F O F O F F F E

3 O F F F F F F O 2E

4 O F F F O F F F 3E

5 O O O F F O F F -E

6 F F F O F F O F -2E

7 F F F O F O F F -3E

A switch can present in more than one level struc-
ture to the output voltage in the single-phase inverter 
structure that is being proposed.

To achieve higher output voltage levels, the new in-
verter structure can be expanded.

Fig. 3. Output voltage under operating mode of 
proposed topology: Vab=0; Vab=E; Vab=2E; Vab=3E;

Fig. 4. Output voltage under operating mode of 
proposed topology: Vab= - E; Vab= -2E; Vab= -3E;

2.3. MATHEMATICAL FORMULATIONS  

Based on the Fig.1, the switches Q1j and Q2j (j=1 to n) 
function in a complementary mode, the switching func-
tions of Q1j/Q2j which are described as follows:

(1)

(2)

Then the load voltage vab (t) can be formulated using 
the nodal voltages va (t)and vb (t) as:

(3)
Or:

(4)
And:

(5)
By using (3), (4) and (5):

(6)
Furthermore, the number of levels generated by the 

proposed typology is given by

(7)
Or:
n: is the number of continuous sources,
N: is the number of levels of the stepped output
The maximum voltage is given by:

(8)

3. THE TECHNIQUES OF PWM MODULATION

The goal of modulation techniques is to create switch 
drive pulses that generate a voltage close to a sinusoi-
dal shape at the output of the multilevel inverter (MLI) 
[18-19]. PWM techniques are used to reduce the har-
monic level of the output wave and they can be classi-
fied as follows:

•	 APOD: Alternative Phase Opposition Disposition. 
•	 PD: Phase Disposition Fig.5.
•	 POD: Phase Opposition Dispositions. 

According to the literature, the PDPWM technique 
generates a better harmonic profile than the other meth-
ods (PDPWM & APODPWM) with a CHB inverter [18-21] 
, therefore, to validate the usefulness of the proposed 
topology, we will adopt the same technical (PDPWM) .

Fig. 5. The Phase Disposition techniques 
 of PWM modulation
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4. SIMULATION AND RESULTS 

The MATLAB/Simulink tool was used; to examine the 
operation and inspected the results of the new topology. 
The latter is tested with the configurations already de-
fined in Table 1 with the appropriate PDPWM command. 
The test parameters of the new 7-level DC/AC converter 
are given by Table 2. In this paper; two types of control are 
used: the full wave control to test the operation of the pro-
posed topology -in the first time- and the PDPWM control 
in the second time. The aim is improving the performance 
of the output of our inverter (minimized the harmonic 
rate of the voltage and current produced).

Table 2. Simulation parameters

Input DC Voltage (V) 100

Charge Resistance R (Ω) 100

Charge Inductance L (H) 1e-1

Carrier signals (V) 100

carrier frequency (KHz) 4

Reference signal (V) 230

 signal frequency (Hz) 50

a. Full Wave Control 

The control of the switches are fixed according to the 
chronology given prior in the Table1. The output voltage 
wave and its total harmonic distortion realized using FFT 
analysis of MATLAB/Simulink are presenting in (Fig. 5).

Fig. 6. Synoptic of the command adopted

(a)

(b)

Fig. 7. (a) Proposed seven- level output voltage 
waveform; (b) FFT analysis of voltage single phase MLI.

The THD of voltage output is 21.64 % with 3rd, 5th, 
7th and 9th harmonics 12%, 5.6%, 3.8% and 4.03% re-
spectively.

b. The multi-carrier PWM control.

References (sine waves) are compared to carriers (tri-
angular waves). With Fsin and Ftag being the sine wave-
form and triangle waveform frequencies, respectively.

At first the values of Vsin, Vtag are: 230v, 100 v respec-
tively; these last ones will be changed to obtain the dif-
ferent modulation index values. The carrier frequency 
used in the simulation is 10KHz.

Vtag is the amplitude of carrier signal;
Vsin is the amplitude of reference signal;
Then Im is the modulation index is defined as:

(9)

The design goals of PWM inverters are to reduce the 
THD in the output current and voltage. To test the rate 
of harmonics, the simulations are carried out with an  
RL with (L=1e-1) load and without using a filter. (Fig. 
8) shows the current and voltage waveforms of our 
7-level inverter as well as their THD for modulation 
indices from 0.6 to 1 with the same amplitude. Based 
on an analysis of the voltage and current waveforms 
exhibited by the new topology, the most appropriate 
output voltage profile (voltage and current close to 
the sinusoid) are given by a modulation index Im=0.8 
(THDV=1.24% and THDI = 0.22% respectively). there-
fore, for the same number of output levels,we can 
see that the new topology generates a lower rate of 
harmonics than the topology proposed by [18], we 
constat that the new proposed topology generate a 
rate of current harmonics lower than the topology 
proposed by N.Motaparthi and all. in the two cases of 
study (without filter THDI=6.47% , with THDI= 2.89% 
filter) [22].

The Table 3 below; illustrates how the THD decreas-
es with decreasing modulation index, resulting in 
fewer output voltage levels (Im=0.6 generates 5 levels) 
Fig.8.a.
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Im = 0.6

(a)

(a’)

Im = 0.8

(b)

(b’)

Im = 1

(c)

(c’)

Fig. 8. Voltage, current waveforms generated by the new 7-level PWM and their THD at different 
modulation index: (a); (a’)Im=0.6, (b); (b’)Im=0.8, (c);(c’)Im=1
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The design goals of PWM inverters are to reduce the 
THD in the output current and voltage. To test the rate 
of harmonics, the simulations are carried out with an  
RL_  with (L=1e-1) load and without using a filter. (Fig. 8) 
shows the current and voltage waveforms of our 7-level 
inverter as well as their THD for modulation indices from 
0.6 to 1 with the same amplitude. Based on an analysis 
of the voltage and current waveforms exhibited by the 
new topology, the most appropriate output voltage 
profile (voltage and current close to the sinusoid) are 
given by a modulation index Im=0.8 (THDV=1.24% and 
THDI = 0.22% respectively). therefore, for the same num-
ber of output levels, we can see that the new topology 
generates a lower rate of harmonics than the topology 
proposed by [18], we constant that the new proposed 
topology generate a rate of current harmonics lower 
than the topology proposed by N.Motaparthi and all. in 
the two cases of study (without filter THDI=6.47% , with 
THDI= 2.89% filter) [22].

The Table 3 below; illustrates how the THD decreases 
with decreasing modulation index, resulting in fewer 
output voltage levels (Im=0.6 generates 5 levels) Fig. 8. a. 

Table 3. The variation of THD of voltage waveform 
as a function of different modulation index

Modulation Index THDI%  
(THD of Current)

THDV% 
 (THD of voltage)

0.6 2.23 7.06

0.7 0.44 2.23

0.8 0.22 1.24

0.9 0.69 3.81

1 1.57 7.1

5. COMPARATIVE STUDY 

A comparison is presented in Table 4 between the 
new proposed topology , the Two-levels topology and  
three classics topologies: CHB, FC, and NPC [23-24].

Moreover, equation (7) gives the number of levels 
generated by the proposed topology.

The comparison between the new inverter topology, 
the two-level structure and the classic topologies: FC, 
CHB and NPC is given by Table 4, it is clear that the pro-
posed symmetrical topology requires the same num-
ber of switches as the topology CHB presented in the 
article [23-24]; to generate particular output levels, on 
the other hand, it requires the minimum of compo-
nents compared to FC and NPC topologies, as shown 
in table 4. we see that the new symmetrical structure 
does not need a flying capacitor and a clamping di-
ode, which has an advantage of the latter over FC, NPC 
and the topologies presented in other literatures [6] 
because it reduces the complexity of the control cir-
cuit and avoids the balancing problem caused by the 
presence of the capacitors presented in the NPC and 
FC topologies. Looking at the THDs we notice that the 
topology has the lowest harmonic rate.

Table 4. Comparative study between the new 
proposed topology, two levels inverter and the 
classics structures according to the number of 

components

Therefore, the new proposed topology has proven to be 
the most efficient in producing voltage and current with 
the lowest THD while integrating the minimum number 
of switches compared to conventional topologies.

Components
Topologies

New 
Topology

NPC-
MLI FC-MLI CHB-

MLI 
Two 

levels

DC Sources (N-1)/2 1 1 (N-1)/2 1

Switches 2*(N-1) 2*(N-1) 2*(N-1) 2*(N-1) 2

Bus capacitors 0 (N-1) (N-1) 0 1

Clamping 
diodes 0 2*(N+1) 0 0 0

Flying 
capacitors 0 0 (N+1) 0 0

Modulation 
technique PD PWM PD 

PWM
PD 

PWM
PD 

PWM
SVP 

PWM

THD(%) of 
current 0.22% 1.26% 4.22% 0.26% 6.02%

Total 
components 
for 7 levels 

inverter (N=7)

15 35 27 15 _

6. CONCLUSION 

The purpose of this article is to present a new multilevel 
inverter topology that can be used in engineering appli-
cations. In this article, a single-phase 7-level inverter was 
used to validate and demonstrate the efficiency of the 
model. Researchers found that increasing output levels re-
duced total harmonic distortion (THD), but also increased 
losses and increased cost of the inverter as more switches 
were required. Therefore, our study focuses on develop-
ing a structure with a trade-off between the number of 
switches used and the number of output levels. Modula-
tion index (Im) variation influences inverter performance; 
for this reason the results of the simulation are presented 
for a different modulations indexes; varying from 0.6 to 
1 for a good explanation of the results. Based on the FFT 
analysis of the output quantities (voltage/current) and 
comparing with previous studies, it appears that the to-
pology produces a good voltage profile (THDV = 1.24%) 
for Im = 0.8 without using additional filter. For the same 
number of output levels, the proposed topology appears 
to have the lowest THD for output voltage and current, 
therefore requires fewer components and therefore has 
less switching losses and does not include capacitors 
which exhibit the disadvantage of voltage balancing for 
classical topology. Consequently, the proposed topology 
is a good alternative for engineer applications.
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Review Paper

Abstract – Biomedical research and discoveries are communicated through scholarly publications and this literature is voluminous, 
rich in scientific text and growing exponentially by the day. Biomedical journals publish nearly three thousand research articles daily, 
making literature search a challenging proposition for researchers. Biomolecular events involve genes, proteins, metabolites, and 
enzymes that provide invaluable insights into biological processes and explain the physiological functional mechanisms. Text mining 
(TM) or extraction of such events automatically from big data is the only quick and viable solution to gather any useful information. 
Such events extracted from biological literature have a broad range of applications like database curation, ontology construction, 
semantic web search and interactive systems. However, automatic extraction has its challenges on account of ambiguity and the 
diverse nature of natural language and associated linguistic occurrences like speculations, negations etc., which commonly exist in 
biomedical texts and lead to erroneous elucidation. In the last decade, many strategies have been proposed in this field, using different 
paradigms like Biomedical natural language processing (BioNLP), machine learning and deep learning. Also, new parallel computing 
architectures like graphical processing units (GPU) have emerged as possible candidates to accelerate the event extraction pipeline. 
This paper reviews and provides a summarization of the key approaches in complex biomolecular big data event extraction tasks 
and recommends a balanced architecture in terms of accuracy, speed, computational cost, and memory usage towards developing 
a robust GPU-accelerated BioNLP system.

Keywords: Bimolecular event extraction, natural language processing, text mining, machine learning, BioNLP shared task

1.  INTRODUCTION

Medical literature is a vast repository for knowledge 
sharing that happens in the biomedical domain. With 
major advances in computational biology and allied 
scientific research, there is an explosion in the number  
of publications in this area [1]. Every day approximately 
three thousand research articles are getting published 
in biomedical journals. Considering just one database, 
say MEDLINE, there are 23,000,000 references with 
40,000-50,000 getting added every day. For any re-
searcher, this poses an enormous challenge to locate, 
manage and choose suitable literature in their domain. 
Thus, the automated mechanism to extract structured 
content (explicit knowledge) from unstructured text 
(implicit knowledge) as shown in (Fig. 1) is the need 
of the hour [2]. The information deluge is posing new 

challenges as bio-databases, vocabularies and bio-
ontologies encode only a small fraction of information. 
Curators are struggling to process scientific literature. 
The discovery of facts and events is crucial for gaining 
insights into biosciences, hence the need for text event 
mining. Artificial Intelligence and especially Machine 
Learning techniques such as NLP and TM tools have 
gained significant importance to curate large biologi-
cal databases. This has led to the development of many 
new applications and search engines addressing vari-
ous domains for mining databases [3-5].

Previous research has focused on the basic extrac-
tion of entities and identifying their links in refer-
ence knowledge bases [6, 7]. Few existing techniques 
though  provide acceptable performance [8] for many 
applications. Off-late interest has arisen in biomedical 
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entities, for example, drug-protein, drug-drug, and pro-
tein-protein interactions [10,11] which have emerged 
as the most important entities due to several similar 
databases and their usage in systems biology.

Fig. 1. Solving the biodata deluge  
using text mining (TM) [9]

NLP-based data-channeling process and their po-
tential applications are many [12,13] as illustrated in 
(Fig. 2). Initially in the pipeline, anyone working in the 
biomedical NLP domain uses Information retrieval (IR) 
techniques which include tasks such as classification 
and retrieval of documents to select relevant articles. 
This process helps to reduce unwanted text or docu-
ments to only those that are of interest to the research-
er. Next in the pipeline, Information extraction (IE) 
techniques are used to primarily identify any named 
entity and/or extract any event that is of researcher’s 
interest and provides useful information. Some exam-
ples of information that are typically identified, mined, 
or extracted from biomedical literature include an enti-
ty interacting with an entity like a drug interacting with 
a drug or a protein interacting with a protein. It also 
includes a relationship between an entity with another 
entity like between a protein and a residue or a gene 
or any temporal relationship in addition to any other 
bio-entities that are part of the event. Hence, this pro-
cess automates and simplifies the task of offering only 
useful textual data required to the researcher by elimi-
nating cumbersome manual searching efforts [14,15]. 
These mined events from vast literature are important 
and have many real-world applications like database 

curation, constructing ontology, semantic web search, 
interactive systems etc.

Named entity recognition (NER), is a subset of the 
event extraction task that involves identifying and 
detection of references to entities like genes, and pro-
teins [16]. It is also a research area of interest which has 
gained a lot of traction over the last decade. 

This is because there is still a large gap of >10% in 
the F1- score using the best ML algorithms for biomed-
ical NER vs. those used for any general-purpose NER. 
Hence, researchers are exploring various methods to 
narrow the gap using better pre-processing and fea-
ture extraction techniques. Most approaches for effec-
tively identifying named entities (NEs) in biomedical 
literature fall under three categories, namely heuristic 
rule-based, dictionary-based, and statistical machine 
learning-based approaches. But the results to date 
have been far from satisfactory which suggests that 
there is still no robust, generalized implementation of 
any NER system nor any algorithm which can be sin-
gled out that can provide higher performance.

This paper is divided into the following sections: 
Section 2 explains a biomolecular event extraction 
task, and Section 3 discusses and compares the perfor-
mance of the existing systems. Section 4 discusses new 
architectures and suggests two novel approaches for 
developing a robust BioNLP model. We conclude with a 
note summarizing the approaches, existing challenges, 
and future research directions in Section 5.

2. BIOMOLECULAR EVENT EXTRACTION

Identifying and isolating semantic relations is the 
primary task when it comes to biomedical text min-
ing. Here, information is extracted from a vast volume 
of document sets or big data like scientific literature or 
patient records [17-19]. The information contains, apart 
from other things, statements of interactions between 
NEs, like the effect of drugs on a patient, cellular protein 
movements etc. Relation extraction and event extrac-
tion are the two ways for getting such data. Relations 
can be typed, directed, or pairwise links type between 
defined named entities.

Fig. 2. NLP-based data-channeling process and applications [20]
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Event extraction is another form of relation extraction 
in which events can combine two or more entities, they 
have a trigger word which is usually a verb and they 
also sometimes act as arguments for other events [21]. 
Though events are efficient in capturing the semantics 
of text more precisely extracting them is an extremely 
complicated task. Table 1 explains the event extraction 
process. Post-pre-processing and feature extraction, 
first, the NEs (e.g., TGF-beta) are identified. The next 
stage is to detect trigger words and labels via annota-
tion of the phrases and finally the process reconstructs 
the events if the edges are clear or not overlapping.

A typical biomedical event extraction task flow-chart 
is shown in (Fig. 3). The first two steps are pre-processing 
and feature extraction followed by named entity recog-
nition [22]. Trigger detection (which identifies event trig-
gers and types) and edge detection (links event triggers 
with arguments) are the two sub-steps of the main event 
detection step. Some researchers combine these two 
steps to reduce cascading errors which helps in improv-
ing performance. Post-processing is the final stage that 
helps in refining the final event structure outcome [23,24]. 

All the steps are explained in the following sections 
outlining various tools and approaches used.

Phrase: "TGF-beta mediates RUNX induction and FOXP3 is efficiently up-regulated by RUNX1 and RUNX3"

Entities: "TGF-beta, RU NX, FOXP3, RUNX1 and RUNX3 (proteins)"

Step 1 Entity recognition Entities: TGF-beta, RUNX, FOXP3, RUNX1 and RUNX3 (proteins)

Step 2 Trigger detection

Trigger 1: induction (gene expression)

Trigger 2: mediates (positive regulation)

Trigger 3: up-regulated (positive regulation)

Step 3 Edge detection

Edge 1: induction (gene expression); theme: RUNX(protein)

Edge 2: mediates (positive regulation); cause: RUNX (protein); theme: above gene expression event

Edge 3: up-regulated (positive regulation); cause: RUNX1 and RUNX3; theme: FOXP3 (protein)

Step 4 Reconstruct event

Event 1: induction (gene expression); theme: RUNX (protein)

Event 2: mediates (positive regulation); cause:  RUNX (protein); theme: above gene expression event

Event 3: up-regulated (positive regulation);  cause: RUNX1; theme: FOXP3 (protein)

Event 4: up-regulated (positive regulation);  cause: RUNX3; theme: FOXP3 (protein)

Table 1. A biomolecular event extraction task workflow

Fig. 3. Flow-chart of a typical biomolecular event 
extraction task

2.1. CORPORA 

There are many corpora available for biomolecular 
event extraction tasks. Some of the most popular ones 
used are enumerated below:

•	 GENIA Event dataset [25]: This is made available 
by the BioNLP shared task [26] organizers openly 

to all researchers. This consists of human-curated 
complex event events. It has 1000 Medline paper 
abstracts, which in turn have 9372 sentences and 
36114 events have been identified from it.

•	 BioInfer Dataset [27]: It is a publicly available data-
set consisting of manually annotated corpus and 
other resources for extraction of information. It 
has 1,100 sentences from biomedical research ab-
stracts.

•	 PPI dataset [28]: A Protein-protein interaction cor-
pus complements available training data and is not 
as elaborate as the event corpora. LLL, AIMed and 
BioCreative are the most relevant PPI corpora used.

2.2. PRE-PROCESSING AND FEATURE 
 EXTRACTION 

Datasets are getting more complex by the day and 
it may be required to work with datasets containing 
hundreds of features. If the number of features equals 
or becomes more than the number of observations 
stored in a dataset, it could lead to overfitting. Hence 
pre-processing and applying feature extraction tech-
niques are necessary. Pre-processing, a mandatory step 
in any text mining pipeline involves reading the data 
from its original format to an internal representation. 
It involves a set of common NLP tasks, from sentence 
segmentation and tokenization to part-of-speech tag-
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ging, chunking, and linguistic parsing. In addition to 
these, the biomolecular event extraction task also in-
volves removing co-references, sentence simplification 
etc. to improve accuracy [29,30]. The most commonly 
used pre-processing frameworks are NLTK (http://
www.nltk.org/), Stanford CoreNLP (http://nlp.stanford.
edu/software/corenlp.shtml) and Apache OpenNLP 
(https://opennlp.apache.org/).

Table 2. Commonly used features in the event 
detection phase

Feature 
Groups Features Trigger 

recognition
Edge 

detection

Token-based

Parts-of-speech (POS) Yes Yes

Lemma Yes No

Orthographic Yes No

n-grams Yes No

Word shape Yes No

Prefixes/suffixes Yes No

Contextual 
features

Number of entities Yes No

BoW counts Yes No

Windows or conjunctions 
of features Yes No

Dependency-
based 

features

Number and type of 
dependency edges Yes No

Words, lemmas, and POS 
tags in the dependency 

path
Yes Yes

N-grams in the 
dependency path Yes Yes

External 
features

WordNet lemmas No No

Trigger lexicon No No

Entity lexicon No No

Feature Extraction aims to reduce the number of fea-
tures in a dataset by creating new features from the ex-
isting ones, which are then discarded. Feature extrac-
tion techniques provide below advantages: 

•	 Accuracy improvement [31-34]

•	 Overfitting risk reduction

•	 Speed up in training 

•	 Improved data visualization

•	 Increase in explainability of a model 

There are many feature extraction techniques used. 
The commonly used features in the main event detec-
tion stage are shared in Table 2. They can be divided 
into four feature groups namely token-based, contex-
tual, dependency and external resources which are ex-
plained below.

•	 Token-based features: They capture a specific fea-
ture for every token like part-of-speech, lemma, 
prefix, suffix etc. In part-of-speech, each word in 
a sentence is tagged with its POS like noun, verb, 
adjective etc. However, its main drawback is ambi-
guity. In the biomedical domain, many frequently 
used words have multiple meanings hence multiple 
POS. Lemmatization breaks a word down to its root 
meaning to identify similarities. But it is a slow and 

time-consuming process as it involves performing 
morphological analysis and deriving the mean-
ing of words from a dictionary. Orthographic rules 
are general rules used when breaking a word into 
its stem and modifiers. However, many languages 
have various levels of orthographic depth and or-
thographies that are highly irregular, and difficult, 
and where sounds cannot be predicted from the 
spelling. n-grams refer to a sequence of N words or 
characters. More is not necessarily better as in some 
cases, having too many features will result in a less 
optimal model. Base forms of the input words, word 
prefixes and suffix features, and basic word form/
shape features have also been used for trigger rec-
ognition with varying degrees of success. 

•	 Contextual features: They offer knowledge about 
the sentence or its neighborhood where the token 
exists. The same word or phrase can also have dif-
ferent meanings according to the context of a sen-
tence or many words. The number of tokens in the 
sentence, no. of entities or the bag-of-word count 
are some of the contextual features extracted from 
sentences. A bag of words is a representation of text 
that describes the occurrence of words within a doc-
ument. It just keeps track of word counts and disre-
gards the grammatical details and the word order. 
It is called a ‘bag’ of words because any information 
about the order or structure of words in the docu-
ment is discarded. The model is only concerned with 
whether known words occur in the document, not 
where in the document. A drawback of the BoW 
model is that it ignores the location information of 
the word. Also, the model does not respect the se-
mantics of the word. The range of vocabulary is a big 
issue faced by the bag-of-words model.

•	 Dependency-based features: They provide the 
Grammar relation between two words and can be 
extracted from a dependency relationship graph of 
a sentence. Commonly used features include the 
number and type of dependency edges between 
two tokens and the words, lemmas, POS and n-
gram characteristics in the dependency path. The 
drawbacks of dependency parsing are first, seman-
tic actions cannot be performed while making a 
prediction. The actions must be delayed until the 
prediction is known to be a part of a successful 
parse. Secondly, precise error reporting is not pos-
sible. A mismatch merely triggers backtracking.

•	 External features: Here external knowledge is aug-
mented from sources like WordNet, lexicons both 
trigger and entity from the dictionary or other 
sources. This helps to improve accuracy in cases 
where the no. of words is long, has many meanings 
etc. In linguistics, the canonical form or morpho-
logical form of a word is called a lemma. To find a 
synonym as well as an antonym of a word, one can 
look up lemmas in WordNet. The drawbacks are 
that the vocabulary it contains is broad and thus 
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ambiguous. Lexicons are collections of domain-
specific key phrases (also known as entities) that 
can be attached to a flow. A Lexicon can be seen 
as a dictionary, which allows the virtual agent to 
‘understand’ specific words. The drawback of a lex-
icon-based feature extraction model is scalability.

2.3. NAMED ENTITy RECOGNITION

NER detects references to entities like genes, proteins, 
and chemical compounds [35,36]. It is a challenging task 
in the biomedical domain as new entities keep getting 
added and there is a lack of a complete dictionary. Also, 
it may so happen that a word may refer to two differ-
ent entities based on their context. It is also seen that 
many biological NEs have different spelling forms, have 
abbreviations or are exceptionally long which come in 
the way of classifying them or identifying their boundar-
ies correctly. They may also be nested in other entities, 
which require more effort to identify such NEs. There are 
a few NER systems proposed, but the best results are in 
the 85% F1-score range [37]. Some of the most popular 
NER tools used are summarized in Table 3. 

Table 3. Most popular NER tools used

Gene/ Proteins Chemical 
compounds

Gene protein and 
disorders

Gimli SCAI BioEnEx

NERSuite ChemSpot BANNER

AIIAGMT Neji -

GNAT - -

GeNo - -

ABNER - -

2.4. TRIGGER DETECTION

A lot of research is focused on this area as the sub-
sequent steps’ effectiveness is based on the informa-
tion outcome from this step. It involves identification 
of event triggers and their types. As seen from Table 
1, the trigger word ‘induction’ defines an event of type 
gene expression and the trigger word ‘mediates’ defines 
an event of type Positive Regulation. Complexity arises 
when sentences may contain many related events, 
Negative Regulation and the same trigger could also 
indicate diverse types of events, based on the context 
[38-40]. Table 4 summarizes the different methodologies 
adopted for Trigger detection which are broadly classi-
fied as rule-based based, dictionary-based and machine 
learning based. It is observed that rule-based methods 
return low recall rates as defining detailed rules requires 
a lot of effort and some of the rules are too hard to ac-
commodate semantic paraphrases. Dictionary-based 
approaches contain a dictionary with trigger words and 
their corresponding classes (event types) to identify and 
enumerate event triggers. Researchers have also used a 
hybrid approach by combining rule-based and diction-
ary-based approaches [41,42].

Table 4. Different methodologies adopted for 
trigger detection

Rule-
based

Dictionary-
based

Machine Learning based 
References

SVM CRF VSM MEMM

√ √ × × × × [51]

× √ × √ × × [8]

× × √ × × × [52]

× √ × × × × [53]

√ √ × × × × [41]

√ √ √ × × × [54]

√ × × × × × [55]

√ × √ √ × × [56]

× × √ × √ × [57]

× × × √ × √ [58]

× × × √ × × [59]

× × × √ × × [60]

× × × √ × × [61]

× × × √ × × [62]

× × × √ × × [63]

× × × √ × × [64]

× × × √ × × [65]

× × × × √ × [66]

Machine Learning based approaches like Support 
vector machine (SVM) and its variant kernels like lin-
ear, radial basis function, polynomial and convolution; 
Conditional random field (CRF); Value stream matching 
(VSM) and Maximum entropy Markov model (MEMM) 
have been most successful for trigger detection and of-
fer higher recall rates [43-46].

2.5. EDGE DETECTION

It predicts arguments in an event which can be 
named entities, or another event represented as a dif-
ferent trigger word. It is also known as event theme 
construction. In Table 1, for the sentence, there are 
three edges identified. Again, rule, dictionary and ma-
chine learning-based methods have been suggested 
to address this task. Like trigger detection, there have 
been more efforts in using ML algorithms by treating 
the edge detection problem as a supervised multi-
class classification problem. Also, many studies are 
based on hybrid approaches by using a combination of 
the above methods or using ensemble methodology 
[47,48] as shown in Table 5.

Table 5. Hybrid approaches used for trigger detection

Ensemble Base 
Learners

CI-Optimized 
algorithms

F1-score 
(%) References

Yes 1 Yes 55.64 [67]

Yes 3 Yes 57.58 [47]

Yes 5 No 66.34 [68]
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Here, the thought process is not to choose the ‘best’ 
classifier always, as it may not be representative of all 
data. In this, a few classifiers are trained in a standalone 
mode. The output of all the classifiers is combined into 
an ensemble and the result is chosen according to 
some criteria. A problem arises on how to choose the 
best one, as more than one classifier may also meet 
the criteria of similar training accuracy. Methods of 
the combination include bagging, boosting, voting, 
stacked generalization, and cascading. This leads to im-
provement in prediction accuracy [49].

Researchers have also used optimization techniques 
to choose the right weights for voting using various 
nature-inspired Computational Intelligence (CI) algo-
rithms [50]. Table 6 summarizes the various approaches 
used for Edge detection.

Table 6. Various approaches used for Edge detection

Rule-
based

Dictionary-
based

  Machine Learning 
based References

SVM CRF HVS

√ √ × × × [54]

√ × √ × × [60]

√ × × × × [8]

× × √ × × [53]

√ × × × × [41]

√ × × × √ [51]

× × √ × × [58]

× × × √ × [8]

× × √ × × [59]

× × √ × × [60]

× × √ × × [62]

× × √ × × [63]

× × √ × × [69]

3. EXISTING SySTEM

Many bio-text mining campaigns are running suc-
cessfully for years. Some of the most popular ones are 
listed below. They address many aspects from NER to 
the biological phenomenon to text categorization

•	  KDDCup

•	 TREC-Genomics

•	 JNLPBA for NER

•	 BioCreative for extraction of NER, PPI,  
text categorization

•	 BioNLP Shared tasks

We discuss and compare the existing state-of-the-art 
systems and the approaches used in this section. For a 
similar comparison, the results achieved by various sys-
tems for event extraction on the BioNLP shared tasks 
are compared [70,71]. The BioNLP-ST uses the Genia 
event (GE) corpus with sub-tasks. It extracts events 
from both complete papers and abstracts. The sub-
tasks are divided into three categories, (i) Core event 

extraction (GE), (ii) Event enrichment (GE 2) and (iii) 
Negation/Speculation detection (GE 3). Table 7 lists the 
shared tasks released by the committee in 2013 [72-74].

Table 8. Results obtained in the BioNLP-ST GE task 
by top systems (in %age)

System, year, 
Reference Simple Event type 

binding Regulation Total

Univ. of Turku, 
2009 [52] 70.21 44.41 40.11 52

Miwa, 2010 
[53] 70.44 52.62 40.6 53.3

FAUST, 2011 
[75] 72.85 51.05 46.97 57.5

EVEX [63] 76.59 42.88 38.41 51

TEES 2.1, 2013 
[76] 76.82 43.32 38.05 50.7

BioSM [77] 76.11 49.76 35.8 50.7

Table 9. Results from BioNLP-ST GE 2 task by top 
systems (in %age)

System, year, 
Reference Site Localization Total

Univ. of Turku, 2009 [52] 71.43 36.59 44.5

FAUST, 2011 [75] 50 50 52.8

EVEX, 2013 [63] 50 50 31.2

TEES 2.1 [76] 50 50 32.5

Table 10. Results obtained in the BioNLP-ST GE 3 
task by top systems (in %age)

System, 
year, 

Reference
Document Negation Speculation Total

Concord, 
2009 [54] Abs 23.13 25.27 24.17

Univ. of 
Turku, 2011 

[55, 78]
Abs 30.4 25.64 28.08

EVEX, 2013 
[63] FP 27.04 23.92 25.22

TEES 2.1 [77] FP 27.3 23.61 25.15

Table 11. Benchmark performance of training 
GloVe on CPU vs. GPU

Architecture Specifications Performance Speed-up

CPU i7-6800K, 8-cores 13.56 min/
epoch -

GPU NVidia GTX 1070 1.22 min/
epoch 11X

4. NEW ARCHITECTURES

Implementing CNNs and RNNs, though help in im-
proving accuracy but is impacted on account of train-
ing time, computational cost and memory require-
ments. BERT (Bidirectional encoder representations 
from Transformers) which is an encoder stack of the 
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Transformer architecture has emerged as a strong con-
tender for BioNLP tasks as it is pre-trained on a large 
but generic corpus. However, to make it suitable for 
BioNLP, it needs to be suitably trained on additional 
Biomedical corpus which is time-consuming. Hence, 
newer hardware architectures are required as an alter-
native to standard x86 processors. High-performance 
accelerators exist for many tasks today, that can be ex-
plored for NLP too. Current models focus only on ac-
curacy and seldom on the issues concerning the above 
three impact criteria mentioned. NVidia Graphical 
processing unit (GPU), Intel Xilinx Field programmable 
gate array (FPGA) and Google’s Tensor Processing Units 
(TPU) are some of the accelerator options that provide 
high-performance computing (HPC) at a fraction of the 
cost. We discuss the benefits of one such accelerator in 
this paper, the Nvidia GPU, compare it with a standard 
x86 processor and explain briefly how it can accelerate 
complex BioNLP tasks.

4.1. GPU ACCELERATED BIONLP

Many tasks in NLP can exploit the massive parallel-
ism offered by the GPU. GPUs were initially used only 
for graphics or visualization tasks. Due to the massive 
number of lightweight cores (SMs) as shown in (Fig. 4), 
in early 2000 Nvidia introduced the CUDA parallel pro-
gramming environment, which revolutionized high-
performance computing. CUDA is C-like programming 
which allowed researchers to port their compute-hun-
gry codes onto the GPU. Single-instruction m u l t i p l e -
thread (SIMT) execution model emerged and with the 
introduction of shared memory and a heterogeneous 
CPU-GPU architecture, all heavy-duty compute or 
mathematical tasks were off-loaded to the GPUs for 
processing thereby accelerating the entire code. 

Fig. 4. The Nvidia GPU architecture [79]

Many GPU-accelerated NLP toolkits exist includ-
ing GloVe (Global vectors for word representation), 
which is an extremely popular unsupervised learning 
algorithm for words. Especially for NLP, once the text 
is hashed, GPUs can offer accelerated results from the 
voluminous scientific literature much faster (large no. 
of words per millisecond) as compared to an x86 CPU. 
(Fig. 5) shows the difference between a CPU which has 
lesser ALUs compared to a GPU which explains this sig-
nificant difference in computational power.

Fig. 5. Differences between a CPU and GPU [79]

The goal of a CPU is different from a GPU in that a CPU 
must be capable of processing everything, serial or par-
allel but the GPUs are grounds-up built for parallel tasks 
only, and NLP falls in this category. One of the drawbacks 
of using GPUs is the precision overhead. Precision is par-
ticularly important in operations like NLP, computing gra-
dients etc. It is found that GPU speeds with double preci-
sion are 2-32x slower. Also, it consumes a lot of memory 
and power. The solution for this lies in using mixed preci-
sion for NLP tasks and lower-power gaming cards like the 
GTX series. Table 11 shows the benchmark performance 
of training GloVE on a CPU vs. a CPU+GPU system. 

Very few implementations of CNN and RNN models 
have been tried on accelerators, which can help achieve 
up to 10 Tera operations (TOPs) per second on such semi-
conductor chips [80]. Each of these chips has its unique 
hardware architecture and programming environments 
to launch thousands of threads to parallelize the applica-
tions. But we still need large-scale HPC clusters with large 
numbers of nodes in a datacenter to achieve an inference 
efficiency of millions of words per second. Authors in [81] 
implemented a Dynamic multi-pooling convolutional 
neural network (DMCNN) that took 1.0 GOPs for process-
ing 30 words in a single sentence. Normal CPUs are un-
able to keep pace with RNN computations on account of 
irregular computation and memory access. These accel-
erators though desired have some limitations as they are 
rated at higher power and provide lower performance per 
watt as the complexity of neural networks increases. Thus, 
achieving a balance of accuracy, computational cost and 
memory usage needs to be targeted and this is an area 
where not much research has been conducted.

4.1. RECOMMENDED ARCHITECTURES

Based on an extensive literature study and results 
of best-performing models, an ensemble model of ML 
classifiers and a domain-specific BERT pre-trained us-
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ing GPU for reducing the training time on additional 
biomedical corpora (like PubMed and PubMed Central 
extracts) are the two key architectures recommended 
for NER, the most challenging sub-task in Biomolecular 

event extraction. We propose high-level reference ar-
chitecture and methodology of an ensemble classifica-
tion model and NeRBERT- a biomedical NER tagger in 
(Fig. 6) and (Fig. 7) respectively. 

Fig. 7. Recommended architecture of a pre-trained and fine-tuned NeRBERT model

5. CONCLUSION

The paper provides a systematic summarization of 
the latest research in the field of biomolecular event 
extraction. It discusses the various techniques used by 
researchers due to the challenging nature of the task, 
ambiguity, and heterogeneity in biomedical literature. 
The results summarized demonstrate that this is still a 
challenging proposition, despite the slow and steady 
improvements. Although performance results of 80% 
in the F1-score were obtained in the identification of 
simpler events, there is still minimal extraction of more 
complex events such as binding and regulatory events. 
Although major efforts have been made to recognize 
the events, the best performance achieved remains 
30–40% lower than that for simple events. Many tech-
niques have been proposed, which include simple 
parsing, pattern-matching, machine learning and deep 
learning methods. Researchers have adopted multi-
stage approaches wherein the second stage fine-tunes 
the output from the first stage either by using some 
rules or techniques like ensemble classification which 
is one of the architectures recommended. Alterna-
tively, BERT has also emerged as an architecture with 
great promise. We propose two reference architectures 
based on these in terms of accuracy, computational 
cost, and memory usage for developing a robust GPU-
accelerated BioNLP model for biomolecular event ex-
traction. The BERT model should be domain-specific 
and trained on additional biomedical corpora using a 

GPU to reduce training time. However, key challenges 
to mitigate still exist which involve extracting complex 
regulatory events, resolving cross-references, and de-
fining negation and speculation. Also, machine learn-
ing approaches like transfer learning and other newer 
hardware architecture like FPGA and TPU have not 
been employed much which provide a lot of scopes to 
accelerate the event extraction pipeline. Despite these 
challenges, available research can still help in curat-
ing pipelines using text-mined data, constructing net-
works, ontologies, and knowledge bases.
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