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Novel Clustering Techniques in Wireless Sensor 
Networks – A Survey
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Review Paper 

Abstract – A study of Wireless Sensor Networks has been growing tremendously these days. Wireless Sensor Networks play a major 
role in various fields ranging from smart homes to health care. WSN’s operate independently in remote places. Because of tiny size 
of the nodes in such type of networks, they have a limited number of resources in terms of energy and power.  Basically, sensor 
networks can be classified into flat and cluster based Wireless Sensor Networks. But, Clustering based Sensor Networks play a major 
role in reducing the energy consumption in Wireless Sensor Networks. Clustering also focuses on solving the No.s that arise during 
transmission of data. Clustering will group nodes into clusters and elects Cluster Heads for all clusters in the network.  Then the nodes 
sense data and send that data to cluster head where the aggregation of data will take place. This paper focuses on various novel 
clustering techniques that improve the network’s lifetime. 

Keywords: Wireless Sensor Network, Clustering, Fuzzy clustering, Optimal Cluster Size, Adaptive Clustering, Quad Clustering, 
K-Means, Dragonfly Algorithm

1.  INTRODUCTION

Due to recent advancements in technology, Wire-
less Sensor Networks have a great demand in the mar-
ket. Their versatility has increased the demand for this 
technology. A Wireless Sensor network is made up of 
a huge number of less cost sensor nodes which are of 
small size and limited power [1]. These nodes have the 
capability to communicate over shorter distances. They 
have limited resources in terms of storage, bandwidth, 
energy and computational abilities. When a node fails 
or becomes inactive there is no chance for replacement 
of that node because of their constrained amount of 
energy. Because the sensors are operated with battery, 
the lifetime of a network and depletion of energy are 
the major challenges in this type of networks. 

Basically, the sensor networks are classified into flat 
Wireless Sensor Networks and cluster based Wireless 
Sensor Networks. The flat Wireless Sensor Networks 
are traditional networks in which all the nodes will take 
the role to generate data and route data. But this type 
of network is not suitable for large-sized networks be-
cause the nodes will flood the data into the network. 

This will generate duplicate data causing a lot of over-
head during communication of data.  So, the tradition-
al flat WSN works well in small networks. The sensor 
nodes and base station will be randomly placed in the 
sensor network area. The main responsibility of these 
nodes is sensing the data from the environmental con-
ditions of a particular application and forwarding that 
data to Base Station. This Base Station may be in a place 
that is distant to the nodes. So, the data that is received 
from nodes may be repeated or redundant leading to 
energy depletion. To overcome this, clustering tech-
nique is introduced in Wireless Sensor Networks. The 
Clustering method guarantees increase in the network 
lifetime. Clustering is one of the best methods for large 
sensor networks. Clustering is partitioning the network 
into sub-networks [2]. It helps to manage the network 
easily and it will be easy to extend the network. Each 
cluster consists of a Cluster-Head, sensor nodes and a 
Base Station. The cluster heads are selected through 
any of the various clustering algorithms based on 
several factors such as residual node energy, distance 
etc. The sensor nodes will gather data and send to the 
cluster head. The cluster heads act as a local aggrega-
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tor and sends this data to Base Station. This data can 
be sent in either a single-hop or multiple-hop man-
ner [3]. The communication in cluster based networks 
can be of two types: Inter cluster communication and 
Intra cluster communication. The features that make 
the cluster based Wireless Sensor Network an effective 
choice are data fusion, load balancing, energy efficien-
cy, maintenance of cluster, secure transmission of data 
and better network lifetime. 

This paper provides a comprehensive overview of vari-
ous novel approaches to perform clustering. This paper 
provides a study of the cluster-based techniques in Wire-
less Sensor Networks. This section deals with the intro-
duction of Wireless Sensor Networks and the significance 
of Clustering in Wireless Sensor Networks. The rest of the 
paper deals with providing a brief overview about Clus-
tering schemes and comparison of clustering methods. 
The conclusion is given in the last section of this paper. 

2. CLUSTERING TECHNIQUES

2.1. LOW ENERGy ADAPTIvE CLUSTERING

In this type of clustering [1, 2], the cluster heads are 
selected in such a way that each node present in the 
sensor network gets an opportunity to be a cluster 
head. The cluster heads consume more energy than 
that of cluster members. So, we need to distribute the 
load among all sensor nodes so that a node's energy do 
not get depleted after some amount of time because of 
frequent selection of nodes as Cluster Head. This clus-
tering involves 2 phases: 1. Setup and 2. Steady phase. 
In the first phase, formation of clusters and selection of 
Cluster heads based on the number of times that a par-
ticular node has been selected as cluster head is done. 
If the probability of a node is less than the selected 
threshold value then that node is selected as a Cluster 
Head. In the second phase, the data that is gathered 
by Cluster heads will be sent to the Base Station. One 
disadvantage with this method is the node's initial en-
ergy will not be considered during the cluster head se-
lection. Also, the nodes which already became Cluster 
heads are again chosen as Cluster heads causing deple-
tion of energy of such nodes. This type of clustering will 
not be appropriate for larger networks.

2.2. EvENT TO SINk DIRECTED CLUSTERING 

This type of clustering [4] will provide high efficiency 
by reducing consumption of energy. When an event is 
discovered by a node, a report is sent to the sink node. 
This data which is collected by the nodes is sent to 
cluster head to avoid data redundancy. In this type of 
clustering, unnecessary cluster formation is avoided by 
allowing formation of clusters only on the occurrence 
of an event. The movement of data is minimized within 
a cluster because the formation of clusters is in the di-
rection where an event occurs. The selection of Cluster 
Heads will be done from upstream whereas non-clus-

ter sensor nodes will be selected from the nodes that 
are downstream. The data flow will be unidirectional. 
The node delay in LEACH is almost double that of Event 
to sink directed clustering.

2.3. LOAD BALANCED CLUSTERING 

In this type of clustering [5], an assistant node is cho-
sen from all the nodes and this node helps cluster head 
in performing the aggregation and processing of data. 
This selected node helps in the transmission of data to 
Base Station. The received data is processed by Cluster 
head and transmits it to the selected assistant node. 
This assistant node forwards this data to Base Station. 
But the drawback with this type of clustering is that the 
flow of data among sensor nodes is not constant. So, the 
nodes that are nearer to Base station will receive more 
data compared to nodes that are far away. So there is a 
chance for depletion of energy of closest nodes.

2.4. ENERGy EffICIENT HIERARCHICAL 
 CLUSTERING

In this type of clustering [6, 7], each sensor node has 
the ability to decide upon whether it can be a Cluster 
head (CH) or not. If a node chooses to be a cluster head, 
then it announces its presence to all adjacent nodes. 
Now, this Cluster head is known as Volunteer Cluster 
Head. All sensor nodes which are not present within k-
hop distance away from Cluster Head will retrieve the 
data from CH. If this advertisement message is received 
by any of the nodes other than the Cluster Head then 
those nodes will become the members of Cluster.

2.5. WEIGHT BASED CLUSTERING 

In this type of clustering [8], the parameter for the 
selection of Cluster Head is “Weight”. This can be com-
puted based on several aspects such as the number 
of times that a particular node has been selected as 
cluster head, distance between the cluster heads and 
nodes, remaining node energy. The node weight is 
computed at each periodic interval of Clustering pro-
cess. Here the cluster formation will be done in a man-
ner in which less energy is consumed in a network. The 
node with highest remaining energy is chosen to be a 
Cluster Head. This means that the nodes with less en-
ergy will be excluded from being Cluster Heads. If any 
node has energy greater than that of remaining energy 
then that node will become a Cluster Head whereas the 
other nodes will be cluster members. Here the thresh-
old value is set based on remaining energy. So, if any 
nodes’ energy falls below this threshold value, then 
that node will be treated as a “dead node”. Because of 
this, each and every node present in the network will 
send a message about its presence after periodic inter-
vals of Clustering process. This method is best in com-
parison with other clustering methods because there 
are a smaller number of dead nodes.
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2.6. CLUSTER HEAD ROTATION SCHEmE

In this method [9, 10], there is a chance for a sensor 
node to go to inactive mode for an arbitrary amount of 
time. Then the node announces itself as a Cluster Head 
(CH) and transmits this announcement message to all 
sensor nodes present within the scope of the network. 
Then the adjacent nodes that are within the reach sends 
their responses about the selection of cluster head and 
based on their opinion the Cluster head will decide 
whether to remain as a Cluster Head or to change its 
role as a member of cluster. Here cluster head nodes will 
be rotated by giving an opportunity to the next nodes 
based on previous information collected at an initial 
point of time. The information that is collected initially 
includes a node identifier; its remaining energy and 
number of times it got a chance to become CH [11]. This 
information is collected in the form of packets. In this 
manner, Cluster Heads are rotated in a timely manner.

2.7. SELf-ORGANIzED ENERGy CONSCIOUS 
 CLUSTERING (SECC)

This type of clustering has 2 steps [12, 13, 14]. In the 
first step, node energy of all nodes and neighbor node 
distance is computed. Here, the average distance of 
nodes is compared and the node within same distance 
gets combined and forms a cluster. Here, the clusters 
are formed in an energy-conscious manner based on 
the Threshold value. Whereas the nodes which have 
less value than that of Threshold goes to inactive state 
and further they do not involve in any of the sensor re-
lated activities.

2.8. ENERGy AWARE fUzzy CLUSTERING 
 ALGORITHm (EAfCA)

In this algorithm [13-20] [21], first the nodes are de-
ployed and then the computation of distance between 
the sensors is done. In this method, a signal is sent from 
sink node to all remaining nodes. Now, by considering 
the strength of the signal that is received, the distance 
from sink to sensor nodes is computed. Then, some clus-
ter heads are picked from the entire network. Then, the 
threshold value is calculated and this value has to be 
transmitted to all nodes present in the network. Now, 
the sensor nodes will generate an arbitrary number and 
this is compared with the threshold value that it has re-
ceived. The node with highest random generated num-
ber than threshold will declare itself as a Cluster Head 
(CH) whereas the remaining nodes will be normal sensor 
nodes. This method adapts creation of 2-hop clusters. 
It considers the factors like remaining node energy, de-
gree of a node at 2-hop distance and CH position also 
employs a fuzzy logic for selection of a node as a cluster 
head permanently [22]. The node degree plays a ma-
jor role in the selection of permanent cluster head. It 
means that a node with higher node degree becomes a 
permanent Cluster Head. This indicates that a node will 
be either a Cluster node member or a Cluster Head.  So, 

the Cluster heads will make periodic announcements to 
the nodes to join. So, the nodes will decide to join the 
clusters that are nearer to them. If the distance to the 
two clusters is same, then the nodes from which the an-
nouncement to join is received first will be considered 
and the node will join in that cluster. After formation 
of Clusters, the information will be gathered by sensor 
nodes and will be forwarded to the Cluster heads. These 
cluster heads are responsible for aggregation of data 
and sending the information to sink.

2.9. ENERGy EffICIENT RECURSIvE 
 CLUSTERING (EERC)

This type of clustering [7, 23] is an event-oriented 
clustering approach. The Clusters are formed only upon 
the event occurrence. Here, the clusters are generated 
in a recursive manner and the clusters are formed only 
for reducing energy consumption while transmitting 
data. This method follows 2 steps in formation of clus-
ters after deployment of nodes. In the first step, the 
Euclidean distance between two nodes is calculated. 
Then, based on that value clusters are formed resulting 
in the first level of clusters. Because this method follows 
recursive clustering, the first level of clusters is again 
partitioned to form the second level of clusters after 
considering the distance between nodes. After the for-
mation of Clusters, the cluster head selection is done 
based on Round Robin Scheduling. In this Scheduling, 
the turn-around time is computed and a node with 
minimum value and highest energy will be selected as 
a Cluster Head. Now this computation of turn-around 
time is done after every 2 rounds. Then the node with 
minimum value is selected as a Cluster Head. Now the 
data is gathered and is sent to Head node where the 
aggregation of data will be done and finally data is sent 
to Base station by multi hop routing. This method re-
duces the consumption of energy and extra overhead 
of redundant data by aggregation.

2.10. ADAPTIvE DISTRIBUTED 
  CLUSTERING ALGORITHm (ADCA)

In this type of clustering [24] [25], Similarity value is 
measured. The sensor nodes that are adjacent to each 
other may have a chance of producing same data. So, 
the Similarity will be high for such sensor nodes. Also, 
there is a chance that the data generated at consecutive 
time intervals from the same sensor nodes will be simi-
lar. The data redundancy and generation of data can also 
be limited through this approach helping in reducing 
the energy. This method follows two steps: 1. Formation 
of Cluster and 2. Adaptive sleep duty cycle. In the first 
phase, the sink node will analyze the rate at which the 
information is generated and Similarity of information 
from sensor nodes.  Based on the analyzed information, 
the nodes will form groups leading to Clusters. The clus-
ters that are formed will not be of same size. Now, based 
on the remaining node energy and connectivity of nodes 
the Cluster Heads will be chosen. In the second phase, a 
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comparison is made between the rate at which the data 
is generated by member nodes and the minimum level 
of threshold. Then the nodes with a low threshold will be 
assigned a duty cycle for a specific amount of time pe-
riod. This sleep or awake time period has to be informed 
to all sensor nodes. A fair distributed scheduling is done 
to limit the consumption of energy. The Cluster heads 
gather data from the nodes and checks if there is any 
data that is similar. If any deviation in the data is identi-
fied then this has to be reported to sink node. Then the 
sink will decide whether to change sleep-awake duty 
cycle or whether to perform re clustering process based 
on the necessity. In this way some part of the periodic 
monitoring work will be shared by Cluster heads instead 
of depleting the energy of sink node alone.

2.11. ImPROvED ENERGy AWARE  
 DISTRIBUTED UNEQUAL CLUSTERING

In this type of clustering, the random deployment of 
nodes is done and the nodes will have varying energies. 
[24, 26, 27]. The Base Station is positioned far from the 
Sensor Network area. Then after deployment of nodes, a 
signal is broadcasted to all nodes. Based on the strength 
of signal received the approximate distance from nodes 
to the Base Station is estimated. This method works in 
the form of rounds. A signal will be broadcasted to all 
the nodes by the Base Station after the deployment 
of nodes. Now based on the strength of the signal re-
ceived, the nodes will calculate the distance. Each round 
involves 2 phases: 1. Setup and 2. Steady phase. The first 
phase comprises of 3 steps: 1. Neighborhood informa-
tion Collection, 2. Cluster Head Selection and 3. Forma-
tion of Cluster head. After the formation of clusters, the 
second stage starts where the data transmission take 
place. In the steady state, there will be a number of ma-
jor slots. After completion of one major slot, the rotation 
of cluster heads will take place. This version of extended 
EADUC helps in reduction of Cluster overheads and in 
balancing consumption of energy.  

2.12. HIERARCHICAL CLUSTERING

This type of clustering [24, 28] works in 2 layers. The 
selection of Cluster heads will be done in the first layer 
and data routing is done in the second layer. Here the 
selection of cluster head is of major concern as it aims 
at reducing the consumption of energy and delay [29]. 
This method considers 3 parameters: energy remaining 
in nodes, distance from the Base Station and node de-
gree. The weight of each node will be computed based 
on these 3 factors. Finally, the Cluster head will be the 
node which has maximum weight. 

2.13. TWO LEvEL HIERARCHy fOR LOW  
 ENERGy ADAPTIvE CLUSTERING  
 HIERARCHy

In Hierarchical clustering [25], unbalanced Clustering 
is employed. But if there is no balancing in clustering, 

there is a chance for more consumption of energy dur-
ing data collection by some of the cluster Heads. So to 
overcome this the clusters must be balanced by em-
ploying various levels. In this method, all the levels are 
connected that is first level Cluster Heads are connect-
ed to second level cluster heads which in turn gets con-
nected to all the member nodes of the Cluster. Here the 
first level will summarize the data and second level will 
aggregate data whatever is received from the first level 
which will reduce the packets sent over the network 
and also reduces depletion of energy level of nodes. 

2.14. mOBILE SINk-BASED APPROACH

Generally, the nodes are assumed to be static and are 
deployed randomly. But the sink node is always mobile. 
So, the burden will be on one mobile sink node [30]. To 
overcome this, in this method two mobile sink nodes 
will be deployed [31].  After completion of every half 
round these sink nodes move in anti-clockwise direc-
tion. The sensor network area is partitioned into equal 
areas and each area consists of unequal clusters [32]. 
At the beginning, the center node is chosen as Cluster 
Head. After completion of each round, the sensor node 
which is closest to the center of sensor network area 
and having highest remaining energy will be chosen as 
a cluster head. As the sink nodes are mobile, a routing 
mechanism is also required for transmission of data to 
the current location of sink. The new path information 
will be maintained by only a single Cluster head [33]. 

2.15. CLUSTERING USING fUzzy LOGIC

In Fuzzy Logic [13-19, 34], the 2 variables that are taken 
as input are: Remaining Energy and Required energy. This 
type of clustering works in 2 stages. In the first step, based 
on the strength of signal received every node will com-
pute the energy that is needed to send ‘n’ number of bits 
to the Base Station. Here, a Timer is set by all nodes that is 
conversely proportional to an output variable “chance”. If 
the value of “chance” is higher than it has more possibility 
for being a Cluster Head. A countdown timer is set by all 
the nodes. If this value becomes zero, then that node will 
become a CH. Then the distance is computed and based 
on the distance the formation of clusters will happen. In 
the second step, Time Division Multiple Access scheduling 
is used by Cluster Head and the cluster members will also 
be informed about this schedule.

2.16. CLUSTERING USING NODE RELEvANCE

This clustering [35] focuses on calculation of adja-
cency matrix with binary values specifying only the 
nodes that are adjacent to each other. This method is 
appropriate for nodes that are stationary because this 
reduces frequent announcements from nodes about 
their occurrence to Cluster Heads. Then the selection 
of Cluster Heads will be done in several levels based on 
factors such as number of times a node has acted as 
Cluster Head, association of nodes and node advertise-
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ments. This must be repeated before every round. This 
method selects Cluster Heads for several rounds at a 
time by using Relevance index (R-Index).  By examining 
the structure of the network, the nodes’ R-index will be 
computed from adjacency matrix. The distance will be 
calculated between Cluster heads. The minimum dis-
tance and the adjacency matrix will be chosen to per-
form clustering. In this manner, the Cluster heads for 
multiple rounds will be computed at once and if sud-
denly a node fails, then adjacency matrix will be recom-
puted and the same process is repeated. 

2.17. DISTRIBUTED fUzzy LOGIC BASED 
 ENERGy AWARE AND COvERAGE  
 PRESERvING UNEQUAL CLUSTERING  
 (DECUC)

In this type of clustering [18, 35-36], a distributed 
method is used in the formation of clusters. The selection 
of clusters will be done by sensor nodes but not the sink 
node. This method employs 3 algorithms. In the first al-
gorithm, the fuzzy logic inputs that are used are distance 
between nodes to sink, Energy level and Area coverage. 
Now, the degree of Fuzzy output is determined and the 
node with high chance or output value will be chosen as 
center of Cluster. Now, sensor nodes will transmit data to 
this cluster center where the data aggregation is done 
and the data that is aggregated will be sent to Sink.  In 
the next round, the cluster centers will be selected again. 
In the second algorithm, election will not be there. Sup-
pose if any Cluster Center exits the network before this 
round, then one of the nodes with highest degree from 
the previous round will be selected as new Cluster cen-
ter. Here, the nodes may be operating in different al-
gorithms in multiple rounds. The nodes that have not 
achieved the threshold level of energy in the second 
algorithm will still be in the same cluster whereas the 
nodes which have reached threshold will proceed to the 
second algorithm. Each cluster head must calculate a dif-
ferent threshold value. In some rounds, the value of the 
threshold should be reduced to half to reduce unwanted 
elections. The high threshold will be generated by the 
cluster heads with less value of chance. These nodes will 
be allowed to enter into the third algorithm. This cluster-
ing follows an adaptive threshold to make it significant 
among other methods. Now, the nodes that are in the 
third algorithm will have to reselect the cluster head. As 
the Cluster head selected during the first round will be 
the best, the next cluster head that is chosen must be in 
a good condition with respect to the energy and must 
be at a distance nearer to cluster center. Now the inputs 
that are given to the third algorithm of fuzzy logic meth-
od will be the remaining energy and distance to cluster 
center. Now after defuzzification, the output of infer-
ence engine is taken and sensor node must compare 
this value with adjacent nodes’ value. The one with high-
est chance is chosen as cluster center. Now after these 
subsequent selections, the nodes in third algorithm will 
move to first and the sensors in second algorithm will 
move to third if the required threshold is reached. Other-

wise they remain in same algorithm. Here, the selection 
of cluster centers will be reduced in different levels and 
also it controls the information passing in the network 
thereby reducing the energy. 

2.18. OPTImAL CLUSTER SIzE  
 SELECTION-BASED CLUSTERING  
 PROTOCOL USING fUzzy LOGIC (OCSSP)

In the clustering methods that involve fuzzy logic 
[37] the determination of output variables for the se-
lection of Cluster Head involve multiple input variables. 
A different combination of input variables will generate 
different output variables called as “chance” which are 
used in the cluster head selection. So, a new cluster-
ing algorithm that involves multiple input and multiple 
output variables will be used to increase the lifetime of 
a network. To achieve better performance of the net-
work, selection of inference rules will play a major role. 
After completion of several rounds, the rules will be de-
cided. A two-fold restriction is imposed on the cluster 
size to reduce the load on the entire network. This clus-
tering computes output variable values based on vary-
ing factors of nodes. Here, the cluster head selection 
will be done in first step and data transmission is done 
in second step. The cluster members will sense informa-
tion from the environment and the cluster heads will in 
turn collect data from these member nodes. The Fuzzy 
inference system will be used in this type of clustering. 
This method involves several rounds. Each round has 2 
steps: 1. Setup and 2. Steady phase. In the first phase, 
the Base Station implements fuzzy inference system 
for the selection of cluster head. Each Cluster head will 
provide space for a restricted number of members. The 
fuzzy Inference system is used for efficient supervision 
of cluster members onto which cluster head is appro-
priate to join. In a particular round, any node that has 
highest value of chance is selected as Cluster Head. 
Then, in the second step through this cluster head the 
transmission of data will be done to the Base Station. 

2.19. QUAD CLUSTERING BASED ON  
 k-mEANS ALGORITHm

This type of clustering [38] adapts K-Means cluster-
ing algorithm. The K-Means clustering is one of the un-
supervised Clustering techniques. In sensor networks, 
this technique is employed for the cluster formation 
in a particular area. The whole network area is divided 
into ‘n’ clusters. The clusters have to be formed by it-
eratively computing the Euclidean distance between 
the selected data points. Now, the data points will be 
assigned to nearest cluster center. After computing the 
mean of the selected data points of corresponding clus-
ters then a new cluster center has to be found. If there 
is a change in the assignment of clusters, then only this 
process has to be repeated for all the newly formed clus-
ters. This clustering method involves three steps. In the 
first step, by using K-Means algorithm the clusters will 
be formed. The re clustering process must include deter-
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mining the cluster’s centroid position and inter-node Eu-
clidean distances. Then the nodes’ with small Euclidean 
distance and high residual energy will be chosen as Clus-
ter head. In the second step, the entire network is parti-
tioned into 4 parts. This partition is to improve energy 
efficiency and network coverage. Now, each partition of 
the network will be working in isolation. In the third step, 
each quadrant has a separate cluster Head. Now, again 
K-Means clustering algorithm must be implemented 
on each quadrant to further partition this cluster into 4 
parts. Hence it is known as Quad Clustering. Before the 
final cluster head in a quad cluster is selected, the cluster 
head energy has to be compared with selected thresh-
old. When compared to a full cluster, these quad clusters 
will utilize half of the total energy by reducing the en-
ergy consumption of network.

2.20. DRAGONfLy ALGORITHm fOR  
 HIERARCHICAL CLUSTERING

The dragonfly based clustering [39, 40] comes under 
biologically-inspired method because it makes use of 
the way the dragonflies moves. This helps to achieve 
good optimization in terms of finding the better cluster 
head.  This algorithm calculates the number of nodes 
that are alive and the lifetime of a network. The nodes are 
assumed to be present at arbitrary positions and then 
the clusters are formed using LEACH method. At the 
beginning, for the selection of cluster head the nodes 
with highest energy remaining will be considered. Fur-
ther, the dragon fly algorithm will select cluster head. In 
this method, first energy and distance variables have to 
be initialized to locate CH node. Now the fitness func-
tion for all the Cluster heads has to be computed and 
the Cluster head with a least value will be selected as 
Cluster Head. This data has to be sent to all members of 
cluster heads. Then the data gathered by member nodes 
will be aggregated and sent to Base Station. The dragon 
flies form sub groups and move in multiple directions. 
They update their location based on factors such as 
structure, alignment, similarity and disturbances. To in-
dicate the movement of dragon flies, a step vector has 
to be calculated. With the help of random walk concept, 
they determine the neighbors and solution to step vec-
tor is found. Then by utilizing the nearest distance and 
level of energies, a fitness value is calculated. The nodes 
with least fitness value will be chosen as Cluster Head. In 
this method, the best Cluster heads are the ones that are 
closer to the adjacent Cluster heads and the Base station 
because this will save energy. 

2.21. ENERGy EffICIENT SLEEP AWAkE AWARE 
  NODE SCHEDULE CLUSTERING

This type of clustering [41-43] makes use of node 
scheduling concept. Here, the nodes will be in either 
sleep or active mode at the time of transmission of data 
among nodes. This method implements the concept of 
pairing to improve the lifetime of a network. The main 
reason for this method is to overcome the redundant 

data.  When pairing of nodes is done then the nodes 
may sometimes sense similar data and forward that to 
the Cluster Head. Because of coupling, only one node 
will be active at a time by switching off another node 
temporarily during communication. It works on uni-
form network. This works well when the sensor nodes 
are static and do not require any transmission of data 
between them. This reduces the redundant transmis-
sion of data and increases the lifetime of sensor net-
work.  Here, first the data that is retrieved from various 
sources have to be segregated and a common pattern 
must be obtained and the result has to be displayed. 

2.22. NODE OvERHAUL SCHEmE fOR ENERGy 
 EffICIENT CLUSTERING 

In LEACH uniform size clustering approach, the selec-
tion of cluster head will depend on probability. At the be-
ginning of formation of clusters, the nodes will join with 
the cluster heads that are nearby. Because of applying the 
probability approach in this method, there is a chance of 
clusters being in various sizes. All the nodes will be hav-
ing a cluster head. Based on the second-best choice, re 
clustering is performed for obtaining uniform clusters by 
moving some of the nodes from a larger cluster to other 
clusters [44]. To perform this operation, first the largest 
cluster among all the clusters must be found and then 
the distance must be computed between the node mem-
bers of cluster and remaining cluster heads. From this 
the second-best choice of cluster head is obtained. The 
nodes having less distance to remaining cluster heads 
will be assigned to second best cluster heads whereas 
nodes closer to boundary of clusters will be assigned to 
remaining cluster heads. This process has to be repeated 
until equal sized clusters are formed. Then, a Time Division 
Multiple Access schedule has to be created by all cluster 
heads present in the sensor network. Then the data has 
to be transmitted in the assigned time schedules. During 
transmission of data, aggregation of data has to be done 
by Cluster Heads and then it is forwarded to the Base sta-
tion. After every round, re clustering is performed to turn 
the roles of cluster heads. This method helps in balancing 
the network load by creation of uniform clusters. 

2.23. DISTANCE AND ENERGy CONSTRAINED 
 k-mEANS CLUSTERING SCHEmE (DEkCS)

This type of clustering [45-47] aims at improving the 
performance of the network and selection of cluster 
head. This method uses k-Means Clustering to perform 
clustering. This method chooses the proximity principle 
that means the nearest node that is closest to the great-
est number of nodes in the network. This makes sure 
that all the nodes in every cluster must be nearer to the 
cluster head so that less amount of energy will be con-
sumed during transmission of data. The K-Means algo-
rithm [47] divides the unlabeled multi-dimensional data 
into k number of clusters. The number of clusters has to 
be determined before itself. This method tries to reduce 
the distance between the nodes within a cluster and the 
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cluster center thereby increasing the distance between 
clusters. Here, the clusters that are formed will be in such 
way that all nodes are 1-hop away to cluster Head. For 
the number of clusters to be optimal, an elbow meth-
od is used. This method computes intra cluster sum of 
squares for the multidimensional data. After clustering, 
cluster head must be selected. During the selection of 
cluster head, the position of cluster has to be considered 
because the proximity principle is used in this cluster-
ing. The cost function is used to compute the Euclidean 
distance between a node that is selected and remaining 
cluster node members. From this, the nearest node that 
is closest to the greatest number of nodes in the network 
will be chosen as Cluster Head. The chosen cluster head 

node remaining energy level must be above the thresh-
old value that is set. This is done to avoid dead nodes 
and to not make the network disconnected. If any node 
has energy less than the value set for threshold then it 
has to be made as an “Ordinary Node”. The nodes that are 
dead will be taken out of the network. This process has 
to be repeated so as to ensure that the network is always 
connected. Here, a radio frequency link is used to gather 
data from cluster heads.

3. COmPARISON Of CLUSTERING TECHNIQUES

The comparison of various clustering techniques is 
summarized as shown in Table 1. 

Clustering Approach Strengths Weaknesses

Low Energy Adaptive Clustering 
[1]

•	 Depletion of node Energy
•	 It balances the energy consumption of the entire network
•	 It extends the lifetime of the network

•	 It is not appropriate for larger networks
•	 The node's initial energy will not be considered 

during the cluster head selection

Event to sink directed clustering 
[4]

•	 It avoids the formation of unnecessary clusters in the 
network.

•	 Maintenance overhead is reduced
•	 Clustering depends on selection of sink nodes.

Load Balanced Clustering [5] •	 Flow of data among sensor nodes is not constant
•	 Balances consumption of energy

•	 Energy is balanced only by restricting the size 
of nodes

•	 Depletion of energy of closest nodes

Energy Efficient Hierarchical 
Clustering [7]

•	 Easy implementation
•	 Minimize total energy
•	 Suitable for large network

•	 Not suitable for less number of nodes

Weight Based Clustering [8]
•	 Less number of dead nodes
•	 Low energy sensors will never be selected as Cluster 

Heads.

•	 Large number of nodes may be elected as 
cluster heads.

Cluster Head Rotation Scheme 
[9]

•	 Balances energy of nodes
•	 Suitable for sensing in environments where we need to 

sense for longer period of time

•	 Not suitable for network with less number of 
nodes.

Self Organized Energy 
Conscious Clustering [12]

•	 Conserves energy
•	 Lifetime of network is improved

•	 Do not support scalability and mobility of 
nodes

Energy Aware Fuzzy Clustering 
Algorithm [13-21]

•	 Aggregation of data
•	 Lifetime of network is improved
•	 Enhances throughput

•	 Do not support real time data

Energy Efficient Recursive 
Clustering [7, 23]

•	 Reduces the consumption of energy and extra overhead of 
redundant data

•	 Repeatedly Clustering need to applied causing 
overhead.

Adaptive distributed Clustering 
Algorithm [24, 25] •	 Reduces depletion of energy by avoiding redundant data •	 Do not support mobility.

Improved Energy Aware 
Distributed Unequal Clustering 

[24, 26-27]

•	 Reduces Cluster overheads
•	 Balances consumption of energy •	 Clusters formed are of uneven size.

Hierarchical Clustering [29,34] •	 Reduces the consumption of energy
•	 Improves lifetime of network. •	 Imbalances consumption of energy

Two Level Hierarchy for Low 
Energy Adaptive Clustering 

Hierarchy [25]

•	 Reduces depletion of energy of nodes
•	 Provides proper load distribution among sensors. •	 Lowers overall energy consumption.

Mobile Sink - based Approach 
[30]

•	 Traffic load is reduced by using Data aggregation
•	 More suitable for large-scale deployed networks
•	 It prolongs the lifetime of network
•	 Solves the energy hole problem

•	 Energy consumption problem is not resolved 
completely.

Clustering using Fuzzy logic 
[13-19]

•	 Avoids redundant data
•	 Increases lifetime of network. •	 It reduces number of messages

Clustering using Node 
Relevance [35]

•	 Balances node overhead
•	 Suitable in remote and inaccessible areas.

•	 Size and timing of clustering is determined 
partly.

Distributed Fuzzy Logic based 
Energy aware and Coverage 

preserving Unequal Clustering 
[18]

•	 Provides energy efficiency
•	 Controls the information passing in the network thereby 

reducing the energy
•	 Forms unequal sized clusters.

Optimal Cluster Size Selection-
based Clustering protocol using 

Fuzzy Logic [37]
•	 Increases the lifetime of a network •	 Clusters formed are of uneven size

Table 1. Comparison of Clustering Techniques



740 International Journal of Electrical and Computer Engineering Systems

Quad Clustering based on 
K-Means Algorithm [38] •	 Reduces the consumption of energy •	 It do not support multiple clusters.

Dragonfly Algorithm for 
Hierarchical Clustering [39] •	 Saves Energy •	 Optimization is not present

Energy Efficient Sleep Awake 
Aware Node Schedule 

Clustering [41]

•	 Improve the lifetime of a network by reducing energy 
utilization.

•	 Supports more transmissions than usual.
•	 Optimization reduces flow of data.

Node Overhaul Scheme for 
Energy Efficient Clustering [44]

•	 Increases the lifetime of a network and also the node 
death rate. •	 Do not work for unequal sized clusters.

Distance and Energy 
constrained K-Means Clustering 

Scheme [45-47]
•	 Increases the energy of network. •	 Do not concentrate on coverage of nodes and 

consistency.

4. CONCLUSIONS

In this paper, the novel clustering techniques have 
been studied. This study reveals that Clustering algo-
rithms follow various parameters such as distance, mo-
bility, node position, etc. in the formation of clusters. 
Also, it has been found that each Clustering algorithm 
has its own advantages and disadvantages. So, these 
techniques have to be applied based on the require-
ment. This paper will provide a beneficiary source to all 
the researchers working in the domain of sensor net-
works.
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Abstract – Cellular network is the most popular network setup among today’s wireless communication systems. The primary 
resource in a cellular system is the spectrum for communication, and owing to the rising number of cellular users, the spectrum that 
is currently accessible from different service providers is depleting quickly. The resource or channel allocation is the most hindering 
task in cellular networks. Many efforts have been taken by many researchers to allocate the resources properly in order to increase 
the channel utilization and it is found that one effective method for reusing the channels inside a cell is device to device (D2D) 
communication. D2D communication was first developed in order to achieve the fundamental goals of fast data rates, widespread 
coverage with little latency, energy efficiency, and low per-information transmission costs. The dynamic behaviour of this network 
set-up again increases the risk of different types of interferences, which is another issue faced by the researchers. In this paper an 
effort is taken to understand and solve various aspects of channel allocation and Cellular networks have incorporated interference 
management in D2D communication especially. The two major issues of allocation of resource and management of interference in 
D2D communication is addressed here. This paper considers the meta heuristic algorithm namely Ant Colony Optimization (ACO) for 
resource allocation issue and interference management. The sum rate maximization is achieved through Game theory along with 
the concept of resource exchange in turn to increase the consistency of D2D communication setup. The results demonstrate that 
our algorithm can significantly increase the sum rate of D2D pairs when compared to other algorithms suggested by related works.

Keywords: Cellular Network; D2D Communication; Interference Management; ACO, Game Theory research exchange

1.  INTRODUCTION

In the current era, the cellular system is the point of 
interest for mobile wireless communication. It is the 
underlying technology for various requirements like 
mobile telephones, wireless Internet, various wireless 
webs, other applications, and much more in mobile 
wireless communication. It is a wireless technology in 
which several small geographical areas are equipped 
with low-power radio antennas known as base stations 
(BS) [1]. This geographical area under a base station 
is known as a cell. There will be a central unit to inter-
connect these antennas, which is known as a Mobile 
Switching Centre (MSC).

In any wireless system, radio bandwidth is distrib-
uted as channels. From this set, only a limited number 
of channels (radio spectrum) are provided to a service 
provider. A single channel or block of channels can be 
allotted to carry out communication between two par-

ties. These channels are usually allotted to a certain cell. 
The same channel can be reused in different cells that 
are away from the current cell, ensuring the distance 
from the current cell is greater than a predefined reus-
able distance. Channels can be allocated to a cell based 
on three standard schemes [2]. Every cell in the case 
of Fixed Channel Allocation (FCA) is given a set num-
ber of channels, while in the case of Dynamic Chan-
nel Allocation (DCA), channels are assigned to a new 
cell whenever one is needed from a central repository 
of channels, and in the case of Hybrid Channel Allo-
cation (HCA), a combination of both FCA and DCA is 
used. While choosing an allocation technique, certain 
points must be kept in mind. In a cellular system, it is 
expected to support diverse services that guarantee 
various levels of quality. Advanced bandwidth reserva-
tion must be performed in order to facilitate and sup-
port an uninterrupted communication link through 
seamless handoff. Finally, the provision of bandwidth 
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reconfiguration depends on the various dynamic cel-
lular environments.

The major challenge related to resource manage-
ment in the cellular system is the allocation of channels 
in various cells with little or no interference. Wireless 
systems are affected with two types of interferences.

ACI and co-channel interference are examples of adja-
cent channel interference (CCI). Signal-based introduc-
tion of ACI, which are adjacent in frequency, when allo-
cated to cell Equipment limitations are the major source 
of ACI, such as receiver bandwidth, frequency instability, 
and imperfect filtering. CCI is introduced when the same 
signals are assigned to different cells close to each other. 
Figure 1 illustrates the fundamental resource manage-
ment elements of D2D communication.

Fig. 1. Resource Management elements in D2D 
Communication

The service demand for proximity-based services 
has received increased attention from the Third-Gen-
eration Partnership Project (3GPP) (ProSe) [3] for LTE-
Advanced. Proximity-based services (ProSe), which re-
quire components to be physically close to each other 
in order to recognise each other and directly commu-
nicate, are broadly described in 3GPP Rel. 12 of the LTE-
Advanced standard. ProSe aims to advance public se-
curity [4]. They started the standardisation procedure 
for the ProSe radio access network recently. Figure 1 
displays a very basic representation of D2D communi-
cation relying on the architecture of ProSe.

With 3GPP Release 12, D2D communication was first 
incorporated into LTE-A. The FCC assigned 700 MHz of 
the reserved spectrum to this release, which the US's 
next-generation public safety network has adopted [5]. 

To use the high bit rate services of today’s cellular 
network, this framework potentially decreases the data 
rate as well as increases the delay. D2D Communication 
[6] is the best candidate for it. D2D communication en-
ables mobile devices in close proximity to communi-
cate directly without the involvement of a Base Station 
(eNB in LTE). It can reuse the channels, already allocat-
ed to cellular users, that is, better reuse of the available 
spectrum. The cell boundaries and areas with weaker 
signals are served better by this mechanism. 

The major benefits identified for device-to-device 
communication are; one hop communication, spec-
trum reusability, Higher and better network perfor-
mance, reduced power consumption, congestion con-
trol, fairness, and QoS guarantees [7]. Users have com-
plete control over D2D communication [8].

The first step in establishing D2D links is, identifying 
and pairing user devices that are at a distance enough 
to have direct communication. This is achieved dur-
ing peer device discovery stage. The user’s devices will 
identify their neighbours for direct communication link 
establishment.

A mathematical framework of scientific tools called 
"game theory" examines how an individual or group 
of players will behave and move. In other words, it 
serves as a decision-making tool for rational players 
[9]. Because game-theoretic solutions are manifestly 
self-directed and reliable, they are required for reduc-
ing the interference that D2D and cellular broadcasts 
could produce with one another in cellular networks. 

Numerous combinatorial optimisation problems can 
be resolved using ant colony optimisation (ACO) algo-
rithms. Most of the previous works used heuristic or 
partial optimal based algorithms. Through simulation 
experiments, it is possible to see how well these meth-
ods perform, but it is still difficult to put them into prac-
tise in real-world industrial settings. There are primarily 
two parts:

Due to the unique user distribution and geographic 
environment, it is challenging to create a perfect math-
ematical model for practical implementation scenarios. 
The computational complexities of these approaches 
are quite high, especially in D2D communication sys-
tems. Implementing these algorithms with interfer-
ence optimization thus becomes impractical.

The most popular random search techniques to solve 
intractable problems are metaheuristic algorithms. In 
practise, metaheuristic algorithms are compliant with 
optimization and do not necessitate a perfect math-
ematical model. Modern methods for resolving issues 
with resource allocation and interference management 
and power distribution in a D2D system are discussed.

In this paper, examine the communication network 
under the influence of multiple interfering channels. To 
increase the overall sum-rate in the D2D system mainly 
focuses on the metaheuristic optimization for the re-
source allocation issues. The simulation results show 
which algorithm performs better than the other meta-
heuristic algorithms.

The contribution of our research work is mentioned:

•	 Demonstrate an optimal resource allocation is-
sue under interference management and propose 
meta heuristic approaches.

•	 Through numerical experiments on simulated 
communication networks and wireless channels, 
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validate the efficiency and adaptability of the pro-
posed metaheuristic methods and search for the 
potentially best algorithms for this issue.

The following is the paper's structure. In Section 2, 
the most recent D2D communication research litera-
ture rview is described. Section 3, states the problem 
formulation and findings of D2D and section 4 explains 
the proposed methodology. Section 5 showcases the 
findings and outcome are evaluated and finally in Sec-
tion 6, the whole term paper is concluded.

2. RELATED WORKS 

While establishing and maintaining D2D mechanism 
in standard wireless cellular networks the following 
challenges need to be addressed effectively. Peer Dis-
covery, Mode Selection and Resource Allocation with 
Interference Management.

Han et al. [10] put forth a brand-new D2D commu-
nication strategy based on socially conscious peer dis-
covery. Here the characteristics, of social network are 
exploited in an ad hoc peer discovery mechanism. The 
devices send a well-known synchronization or refer-
ence signal sequence for peer finding. To improve D2D 
communication, Yanru Zhang et al. [11] suggested a 
novel strategy that takes into account socially con-
scious factors. The physical wireless network layer and 
the social network layer, two distinct layers, are used 
to accomplish it. There is potential for stable D2D con-
nections, by defining the OffSN using the connection 
degree of users, basis on their daily routes. The mecha-
nism considers data security as well.

Quinghe Du et al. [12] proposed a D2D routing de-
sign for an underlying cellular network with interfer-
ence controlled to support multi-hop D2D transmis-
sion. This is an innovative idea, as most of the works 
were single hop in nature. The main objective of rout-
ing is to diminish the end-to-end delay by reducing the 
hop count and in turn reduces the power consumption 
for D2D connections.

Xiaoqiang Ma et al. [13] proposed application specific 
D2D communication network management. They con-
sidered two types of applications like streaming and file 
sharing. Their main objective was to increase the rate of 
aggregated data. It is noted that careful consideration 
must be given to the power distribution for both cel-
lular and D2D lines. Yanxiang Jiang et al. [14] proposed 
an efficient scheme for iterative resource allocation with 
competent power control. Resources blocks are used by 
CUs and D2D pairs. The channel gain of all the subcar-
riers incorporated in the same RB will be the identical. 
At this point the power control problem is found to be 
more practical. A non-orthogonal dynamic spectrum 
sharing mechanism was proposed by Tuong Duc Hoang 
et al. [15] for D2D communication in a cellular network 
below. A graph-based approach is used for the formula-
tion of a subband assignment problem. They considered 
the scenario where single/multiple subbands are allo-

cated for each active D2D link, and at most one D2D link 
can be allocated by this subband.

Jun Hunang et al. [16] addressed a new scenario. They 
specifically looked into the problems with resource dis-
tribution for a D2D link placed in the overlap or bound-
ary regions of two cells close by. Chih-Yu Wang et al. 
[17] proposed a trader assisted resource ex-change 
mechanism for an efficient resource allocation. In this 
approach a sequence of enthusiastic resource block 
groups is predefined for D2D communication. Tinghan 
Yang et al. [18] employed the D2D communication con-
cept in an advanced scenario of full-duplex cellular net-
work. Here both cellular uplink and downlink are used 
by the Ues to be in touch with each other.

Albowarab et al. [19] proposed a novel approach named 
as ROOMMATEs for peer discovery in an indoor environ-
ment. Compared to the outdoor scenario, the peer dis-
covery in an indoor environment is challenging. It uses 
WiFi/other wireless signals to locate the UEs. The location 
tags are used for peer discovery and pairing if two UEs are 
in the same place. Energy consumption is the major goal 
of this proposal. Kar et al. [20] developed a mechanism to 
discover a potential partner. They utilised sounding refer-
ence signal (SRS) to listen the uplink channels, which is 
present in the OFDM symbol’s last part of each scheduling 
sub-frame. Even if it is a simple method as the SRS is read-
ily available in the cellular network, the major difficulty is 
in the design of the SRS receiver, because of the uplink 
overhearing behaviour of devices.

AmalAustine et al. [21] proposed a distributed, user-
controlled approach. Here is a possible D2D UE choos-
es a mode on its own, taking into account performance 
and cost. Managing the reuse mode is difficult in this 
environment. To increase the fairness of the system, Mi-
aomiao Liu et al. [22] suggested a novel resource allo-
cation technique. Fairness and throughput are compro-
mised in order to guarantee that each user has equal 
access to system resources. Based on the results of the 
recommended allocation technique, they created the 
notion of virtual D2D linkages and framed the channel 
allocation problem as a 3-D assignment problem. By 
applying the Kuhn-Munkres method to a particular 2-D 
assignment problem, they were able to find a solution. 

3. PROBLEM FORMULATION AND FINDINGS

Various literatures addressing the major challenges 
in D2D are addressed in this work. The new technology 
will become a major enhancement in LTE towards the 
5G release. All the work was simulated using various 
tools, and it was found that it can contribute a great 
deal to the evolution of wireless communication. The 
major focus is on improving the spectrum efficiency of 
cellular network. Apart from that it is found that this 
technology can improve the throughput, sum rate and 
many other aspects because it is properly managing 
the interferences created when reusing the channels in 
the same cell. 
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A detailed comparison is made based on a wide va-
riety of aspects of D2D communication in cellular sys-
tem. These aspects are clearly represented in Table I. 
Three potential scenarios were taken into account, with 
Scenario-I outlining a user-oriented strategy in which 
each D2D link is given a sub band, with a maximum of 
one D2D link being given this sub band. In Scenario-II, 
a resource-oriented method is described, where each 
active D2D connection is given access to several sub-
bands, with each subband being assigned to a maxi-
mum of one D2D link. 

The spectral efficiency is very much affected by the 
mode selection, especially the D2D modes. Even if the 
overlay mode is a good mitigation for managing inter-
ference in cellular and D2D systems, it reduces spectral 
efficiency. Researchers suggested a number of ways 
to implement D2D using underlay mode to manage 
the interference in an optimised manner. From the lit-
erature it is seen that the interference management in 
underlay networks were managed by proper power 
control. Usually, different link power is used for cellular 
and D2D link. The cellular link will have a higher power 
allocation compared to the D2D link in order to mini-
mise the interference caused by the D2D link to a cel-
lular link, when both are using the same channel [23].

Research spanned from the basic single cell scenario 
to multi cell scenario for D2D communication. It is very 

useful to provide good service to the user equipment’s 
lying at the cell boundary, where usually the nearby 
cells overlap and signals from both the cells will be 
available. The major obstacle in this is the proper hand-
off management. We cannot expect both the devices 
in D2D communication will move to the same cell. The 
selection of channels in the new cell also needs to re-
peat the resource allocation steps in-order to resume 
D2D communication.

In most of the work, the allocation of resources is cen-
tralised. It is more effective than ad hoc manner as the 
eNB holds more information about the network status. 
If any issues regarding device distance or interference 
occur, the service will toggle back to the infrastructure 
approach. In a dynamic environment like a cellular sys-
tem this switching is not feasible. The D2D links will be 
no longer reliable if it does not consider the dynamic 
aspects of cellular system. But some recent literatures 
address that dynamic re-allocation can improve the 
sustainability of D2D communication and thus the 
spectral efficiency. Exchanging resources can signifi-
cantly improve the life of D2D links. Another aspect is 
the cooperative communication between devices. This 
will clearly ensure the reliability of the link between de-
vices. As the distance between the devices increases, 
an intermediate node will act as a relay to the destina-
tion device. The drawback is the increased number of 
hops in communication.

Table 1. Summary of State-of-the-Art Research works

Ref. 
No Scenario Approach Objective Mpdal

Multi-
D2D& 

Cellular 
Links

Theoretical 
Performance 

Analysis

Optimal 
Solution

Single 
Cell Allocation Dynamic 

Reallocation Mode

[4] ad hoc Optimization Peer Discovery PA No Yes Yes Yes Network Static 1H, BS

[5] ad hoc Optimization Neighbor 
Discovery NA No Yes Yes Yes Ad Hoc Static 1H, BS

[6] ad hoc Optimization Neighbor 
Discovery PA No No Yes Yes Ad Hoc Static 1H, BS

[7] II Optimization

Joint mode 
election& 
spectrum 

partitioning

SA Yes Yes Yes Yes Ad Hoc & 
Network Dynamic 1H, BS

[8] II Optimization Spectrum 
Sharing SA, PA Yes Yes Yes Yes Network Static 1H, BS

[9] II Optimization

Improve packet 
transmission, 

reduce network 
load.

Yes Yes Yes Yes Yes Network Static 1H, BS

[10] II Optimization
System 

throughput and 
fairness

PA Yes Yes Yes Yes Network Dynamic IH, BS

[11] II Optimization
Mode Selection, 

Packet 
Scheduling

RBA Yes No Yes Yes Network Static 1H, BS

[12] II Optimization

Aggregated 
Data Rate, 

Weighted Cell 
Utility

PA Yes Yes Yes Yes Network Static 1H, BS

[13] I Optimization
Spectrum 

and Energy 
Efficiency

RBA, PA Yes Yes Yes Yes Network Static 1H, BS

[14] I, II
Graph 

based and 
Optimization

Weighted Sum 
Rate SA, PA Yes Yes Yes Yes Network Static 1H, BS

[15] I, II Game theoretic 
Optimization

BS Sum rate, 
sum rate gain SA, PA Yes Yes Yes No Network Static 1H, BS



747Volume 14, Number 7, 2023

[16] I, II, III Optimization,  
Graph Coloring

Network 
Performance 

and spectrum 
utilization

RBA, PA Yes Yes Yes Yes Network Static 1H, 2H, BS

[17] I, II, III Optimization, 
Graph Based

Spectral 
Efficiency RBA Yes Yes No Yes Network Dynamic 1H, BS

[18] I Multi hop route 
optimization

hop count 
minimization SA Yes Yes No Yes Ad Hoc Static 1H, 2H, BS

There are some recent techniques that have been 
proposed to minimise the hop count and thus the de-
lay of direct communication between devices. Increas-
ing the number of links utilising same resource will 
obviously increase the spectral efficiency. Most of the 
recent works address this aspect in a decent manner. 
According to the study performed on various literature 
few common aspects are considered and are repre-
sented in Table 1.

4. PROPOSED METHODOLOGY

The proposed work was on the basis of our previ-
ous work, which combined Ant Colony Algorithm for 
better resource allocation and the resource exchange 
mechanism in order to improve the consistency of the 
D2D link in the cellular system. Apart from reducing 
the interference in the organization due to the reuse 
of frequency, another add on mechanism is proposed 
in order to maximize the sum rate in the system using a 
Game theory mechanism, as shown in the Fig. 2.

Fig. 2. Framework for the System

The interference caused by the increasing number of 
D2D pairs in a cell and the number of RBGs assigned 
to a cell to initiate the resource exchange are the two 
criteria that are taken into consideration. The suggest-
ed D2D resource exchange framework introduces the 
Trading-based Resource Exchange (TREX) method to 
address the resource exchange issue. 

4.1 RESOURCE ExCHANGE 

Resource exchange can make a link between two di-
rectly connected devices more reliable. The eNodeB 

must allocate resources after assessing the cell's present 
condition. The mechanism for resource selection is not 
yet known. The goal of this work is to sustain D2D link-
ages with the least amount of interference and the lon-
gest possible lifetime while considering the likelihood of 
introducing resource exchange to a cellular system.

When an additional D2D pair joins and seeks an RBG, 
or a D2D pair's RBG contribution expires, and one or 
more D2D pairs renew their CQIs, the eNodeB may ini-
tiate a resource exchange. The revised D2D pair set or 
CQIs may contain the favourable exchange sequence 
whenever the aforementioned circumstances arise. 
If a sequential exchange is discovered, by issuing the 
most recent RBG grants to the pair heads, the eNodeB 
can force all pairs in the series to trade resources. The 
alerted D2D pairs will accept and use the newly autho-
rised RBG in the subsequent transmission. After the 
exchange process is complete, both D2D pairs will use 
the recently swapped RBGs for their respective D2D 
communications. Additionally, an exchange between 
an eNodeB and a D2D pair is feasible. The eNodeB may 
give this D2D pair an unallocated RBG in exchange for 
the RBG it currently owns. In this case, just one D2D pair 
is informed by the resource sending the signal.

When eNodeB is down or the traffic is slowdown, the 
D2D pair can also dynamically initiate a resource swap 
in delay-sensitive applications. All D2D pairs can com-
municate with one another thanks to the maintenance 
of this shared RBG. D2D pairings should pay attention 
to the shared RBG in order to hear requests from other 
D2D pairs. Every 3n+1 sub frame, all D2D couples may 
use a slotted-ALOHA technique to access the shared 
RBG. A D2D pair head can transmit its own and neces-
sary RBGs to other nearby D2D pairs in the same ser-
vice area by using the shared RBG. If the other D2D pair 
head who is in possession of the requested RBG is in 
favour of the exchange as well, they may answer the 
demand in the subsequent subframe of the collective 
RBG. In the third subframe, after receiving an acknowl-
edgement from the new D2D pair head, both pairs 
switch over to the newly traded RBGs and can begin 
using them for D2D broadcasts. Both pairings should 
inform the eNodeB about the exchange following it so 
that it can keep track of the allocation of RBG positions.

The aforementioned mode lessens the eNodeB's 
load by shifting various duties from the eNodeB to the 
D2D pairs. Additionally, it decreases the time required 
for eNodeB-triggered exchanges and CQI reporting 
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signals. Additionally, relatively stable channels and 
surroundings are preferred. The eNodeB can further 
reduce the overhead in the case of channels that are 
comparatively stable, or overloaded networks by man-
dating that all D2D resource exchanges operate in 
D2D-triggered mode.

A centralised resource exchange system called T-REX 
run on the eNodeB. According to the gathered CQIs, 
In the D2D service zone, it established the resource 
exchange sequences for each D2D pair. The CQIs from 
each D2D pair within a service region are first collected 
using the T-REX approach. The preference of each D2D 
pair on RBGs is then developed in accordance with the 
available CQIs. The T-REX technique then builds an ex-
change graph using D2D pair preferences. By looking 
for cycles in the trade graph, the exchange order is in 
turn determined by the mechanism. Then, it is request-
ed that all D2D pairs and traders involved carry out 
resource exchanges in accordance with the chosen ex-
change order. A D2D pair encounters differing levels of 
interference in different RBGs. The more interference-
free an RBG is, the more useful the D2D pair.

4.2 D2D INTERFERENCES GRAPH  
 REPRESENTATION

The eNB initially creates a fully linked weighted 
graph as an inner model of the mutual interference 
conditions among contemporaneous D2D links (as if 
all were allotted the same resources). The data that the 
UEs submitted to the eNB was used to construct this 
graph. Particularly, each UE reports details regarding 
the received power resulting from whichever possible 
corresponding D2D transmission. The UEs may be able 
to obtain this interference information by using meth-
ods like the D2D peer discovery approach, which was 
not examined in this study. Figure 3 illustrates how the 
eNB graphs the acquired interference levels.

The edges are weighted, and depending on the ac-
tual channel circumstances, these weights correspond 
to the degree of mutual interference among a few po-
tentially corresponding D2D transmissions. We intro-
duce the Interference Level Indicator (ILI) concept to 
quantify this. ILI accepted values on an interval scale 
with customizable minimum and maximum values. 
The scale's min/max values reflect the estimated in-
terference's min/max in the present topology, while all 
values in between are determined equally. 

Fig. 3. D2D pairs Interference graph

A scale can thus depict 100 different levels of in-
terference, A [0-1] scale, however, merely shows the 
presence or absence of interference. The mapping of 
interference values to ILIs is done by the eNB. Since all 
vertexes can interact with one another, the resulting 
graph is fully connected when zero values are removed 
from the equation, either significantly or barely. Con-
sequently, in this form, the likelihood of safe spectrum 
sharing increases with decreasing node weights due to 
reduced mutual interference.

In the network graph model, nodes A through E stand 
in for five D2D requests, whereas nodes 1–15 represent 
ILIs. These concurrent D2D queries are close together 
in this scenario since the ILI linking vertexes A and B is 
14, since the ILI connecting A and E is 1, indicating that 
they are far apart and most likely not interfering with 
one another at all.

5. RESULT AND DISCUSSION

In NS3, the planned method is modelled. The out-
comes of the simulation are contrasted with three oth-
er comparable methods that used resource exchange 
techniques. They were built on greedy cycle-com-
plete preferences and the Trader-Assisted Resource 
Exchange (TREX) technique with two strategy proof 
preferences (RAN and DRAN) (CYC). First, we find the 
number of D2D pairs that affect the interference of the 
T-REX mechanism. We maintain 15 RBGs and increase 
the number of D2D pairs in the simulation from 6 to 15.

Fig. 4. Interference Vs D2D pairs per area

Fig. 4 shows that when the number of D2D pairs 
grows, the interference level rises for all T-REX routes. 
Because there are fewer RBGs available for exchange, 
there are fewer opportunities for improvement through 
the exchange. The BS's reduced ability to produce RBGs 
is what led to this outcome.
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Fig. 5. Interference Vs Total number of RBG

Next, we simulate using six D2D pairings while in-
creasing the amount of RBGs accessible from six to 
fifteen. The outcomes are displayed in Figure. 5. We 
discover that as the number of RBGs shown increases, 
interference in all schemes decreases and the interfer-
ence mitigation provided by the T-REX mechanism in 
the Random scheme increases.

Fig. 6. Number of D2D pairs Vs Sum Rate

The system sum rate vs the quantity of D2D pairs 
is depicted in Figure 6. It is evident that as there are 
more D2D pairs, the sum rate of both schemes in-
creases monotonically. However, because there are 
a finite number of subcarriers and a finite amount of 
bandwidth, increasing the D2D user base could result 
in more co-channel interference between the D2D link 
and the cellular link, which the system might not be 
able to adequately mitigate. The best performance was 
obtained with the proposed approach we used with 
ACO-Game Theory.

Fig. 7. Number of users Vs Sum rate

Fig. 7 displays various sum rates attained with various 
D2D user counts. As more D2D users join the network, 
it is evident that the network's sum rate rises as well. 
As a result, Ant Colony Optimization can maintain more 
D2D linkages with little disruption.

6. CONCLUSION

A thorough analysis of current research on device-
to-device communication in cellular networks is car-
ried out. According to the main difficulties in D2D 
communication, such as peer discovery, mode selec-
tion, resource allocation with interference, and power 
management, we classify the currently done work. In 
this paper, the sum rate maximisation of D2D pairs us-
ing ACO-Game theory, when compared to ACO opti-
misation algorithms, achieved better results in terms 
of number of users and D2D area. The strengths and 
weaknesses of this literature are assessed, and a few 
recommendations for improvements are suggested. 
The application of Game theory along with Ant Colony 
Optimisation and resource exchange frameworks can 
produce considerable optimisation in D2D communi-
cation in a cellular network. In this case, an attempt is 
made to use a resource-sharing mechanism to keep 
the D2D link alive for as long as is practical. When cel-
lular or D2D link interference threatens another D2D 
link, swapping takes place. By extending a D2D link's 
lifespan, this tactic can improve the network's stability.
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Abstract – This paper presents a parallel approach of the genetic algorithm (GA) over the Graphical Processing Unit (GPU) to solve 
the Traveling Salesman Problem (TSP). Since the earlier studies did not focus on implementing the island model in a persistent 
way, this paper introduces an approach, named Lightweight Island Model (LIM), that aims to implement the concept of persistent 
threads in the island model of the genetic algorithm. For that, we present the implementation details to convert the traditional island 
model, which is separated into multiple kernels, into a computing paradigm based on a persistent kernel. Many synchronization 
techniques, including cooperative groups and implicit synchronization, are discussed to reduce the CPU-GPU interaction that existed 
in the traditional island model. A new parallelization strategy is presented for distributing the work among live threads during the 
selection and crossover steps. The GPU configurations that lead to the best possible performance are also determined. The introduced 
approach will be compared, in terms of speedup and solution quality, with the traditional island model (TIM) as well as with related 
works that concentrated on suggesting a lighter version of the master-slave model, including switching among kernels (SAK) and 
scheduled light kernel (SLK) approaches. The results show that the new approach can increase the speed-up to 27x over serial CPU, 
4.5x over the traditional island model, and up to 1.5–2x over SAK and SLK approaches.

Keywords: GPGPU, Genetic algorithm, TSP, Island Model, Speed up

1.  INTRODUCTION

Nowadays, GPUs (Graphics Processing Units) are 
playing a significant role in general-purpose comput-
ing. Applications for engineering and research are 
accelerated by GPUs’ capabilities in various scientific 
domains. Nvidia introduced CUDA (Computer-Unified 
Device Architecture) in 2007 as a general-purpose par-
allel computing API [1, 2]. Programmers can efficiently 
solve computational issues by utilizing the GPU's par-
allel architecture using CUDA. These days, laptops are 
equipped with powerful GPUs that have thousands of 
cores [3]. These reasons motivated the researchers to 
develop GPU-based parallel applications. 

The traveling salesman problem (TSP) is a complex 
combinatorial optimization problem that has been 
used to solve many problems, like UAV path planning 
[4, 5]. A popular evolutionary algorithm for solving the 
TSP problem is the genetic algorithm (GA) [6]. The ge-
netic algorithm is an iterative process that requires a 
lot of computation. To speed up the GA process, many 
studies have developed parallel approaches over the 

GPU. They relied on the basic models of the parallel ge-
netic algorithm, including the master-slave model, the 
island model, and the cellular model. They developed 
them to suit the studied problem and decrease the ex-
ecution time [7-9].

In the traditional master-slave model, each step of 
the genetic algorithm was mapped to a separate ker-
nel. Performing the evolving process, in a single itera-
tion, involves calling these kernels. There is much CPU-
GPU communication overhead to call the kernels from 
the host in every iteration. The master-slave model 
based on persistent threads was suggested to collapse 
the multi-kernel into one kernel and keep the threads 
alive throughout the execution of all iterations in the 
genetic algorithm [10]. This approach reduces CPU-
GPU communication because there is only one kernel 
call, and iterations are made within the kernel.

Calling a single kernel means that we will pass the 
number of participating threads (Grid and Block sizes) 
only once in order to execute the genetic algorithm. 
For this reason, a method was adopted to distribute the 
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work between these active and live threads to achieve 
the best possible performance.

In the traditional island model (TIM), the large popula-
tion is divided into small subpopulations (islands). Each it-
eration is achieved with only one kernel call. This method 
also introduces a CPU-GPU communication overhead. 

Converting this model to a method based on per-
sistent threads requires discussing two issues: the 
synchronization mechanisms and the work distribu-
tion between live threads, whose number will be fixed 
throughout the kernel's execution.

In this paper, we focus particularly on how to convert 
the island model of the genetic algorithm into a new ap-
proach named the Lightweight Island Model (LIM) that 
follows the concept of persistent threads. For that, we 
highlight the earlier studies that worked on converting 
the traditional master-slave model into a lighter version 
by the number of kernel invocations. We will introduce 
two approaches and discuss the effects of the synchro-
nization techniques used. The work distribution and the 
warp-based implementation will be presented at every 
step of the genetic algorithm. The introduced approach 
will be compared with the traditional island model and 
with similar and previous works. 

The remainder of this paper is organized as follows: 
Section 2 introduces the previous works. Background in-
formation about the genetic algorithm for the TSP, GPU 
computing, and implementation details of the genetic 
algorithm over the GPU are highlighted in Section 3. 
Section 4 presents the lightweight island approaches, 
while Section 5 focuses on simulation and experimental 
results. Finally, we conclude the paper in Section 6.

2. PREVIOUS WORKS

The genetic algorithm is one of the most popular al-
gorithms used to solve many complex problems, such 
as TSP. Many researchers address the acceleration of 
the genetic algorithm on GPUs to obtain results in a 
better time. Generally, researchers followed the three 
models of the parallel genetic algorithm: the master-
slave model, the island model, and the cellular model.

Authors in [11, 12] introduced an approach based on 
the master-slave model. Each step of the genetic algo-
rithm is associated with a separate kernel. This means a 
multi-kernel invocation and CPU-GPU data exchange at 
each iteration, which negatively affects performance. 

An approach based on master-slave was also intro-
duced in [13] to solve the traveling salesman problem. 
This approach depends on switching among kernels 
(SAK). It used three kernels to implement the steps in GA. 
The first kernel is responsible for fitting the population. 
The second kernel performs crossover, mutation, and fit-
ness calculations. The third one executes the selection 
operator. The number of threads in the CUDA configu-
ration was set equal to the number of individuals (grid-
size*block-size=population-size). The time needed for 

kernel invocations is minimized because there is no data 
exchange between the host and the device. This meth-
od reduced the number of kernel invocations per itera-
tion, but there are still a significant number of implicit 
synchronizations that can affect the execution time.

Many studies presented the island model of the GA over 
the GPU. A fully Distributed Island Model approach was 
introduced in [14]. In this approach, they ensured implicit 
global synchronization between the CPU and the GPU. 
This synchronization was performed by associating one 
kernel execution with one iteration of the evolutionary 
process. When the execution of one iteration is finished, 
the hand returns to the CPU. This synchronization mecha-
nism decreases performance due to the large number 
of implicit synchronization points and the overhead of 
the kernels call. Each island was associated with a single 
block, and it contained 128 individuals (island-size). One 
individual was represented by one thread, which means 
that block-size=island-size= 128. The results are intro-
duced for various numbers of islands (grid-size).

Authors in [15-18] also presented how to use GPUs 
to parallelize the island model of the genetic algorithm 
(IMGA). They focused on proposing parallel strategies 
for the genetic operators that are appropriate to the 
studied issue, but they did not address details about 
the mechanism for achieving global synchronization.

An approach named Scheduled Light Kernel (SLK) 
was presented in [10] for implementing GA on the 
GPU. This approach was inspired by the concept of per-
sistent threads introduced in [19]. The introduced ap-
proach concentrated on persistently applying only the 
master-slave model to keep the threads alive inside a 
single kernel invocation. They collapse multiple kernel 
invocations into a single persistent kernel call. The ex-
ecution method is determined by a work scheduling 
matrix. The GPU launching configuration (grid-size, 
block-size) of the persistent kernel is defined by finding 
the maximum number of blocks that is needed among 
the separate invocations. The researchers relied in their 
experiments on using the same number of available 
SMs (streaming multiprocessors) as a grid-size. As for 
the number of threads per block (block-size), they cal-
culated the number of maximum threads as T = popu-
lation-size (NPOP) / grid-size (B).

Since the aforementioned research did not focus, in 
its content, on developing a version of the persistent is-
land model, we will provide the necessary details about 
that. We will make use of the research that applied the 
master-slave model using persistent threads to achieve 
the mechanism in the island model. 

Considering that global synchronization greatly affects 
performance, we will discuss the mechanisms of synchro-
nization and provide sufficient details about them. We will 
develop a warp-based parallelization strategy to achieve 
the best possible performance. We expect that the pro-
posed approach will result in better performance.
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3. BACKGROUND

3.1. THE GENETIC ALGORITHM  
  fOR THE TSP PROBLEM 

A genetic algorithm (GA) is an evolutionary problem-
solving method based on Darwin’s theory. This Algorithm 
evolves a group of solutions (population) by repeating 
some steps in sequence. GA starts by generating an ini-
tial population which is a group of solutions. After that, 
GA starts evolving these solutions in an iterative process. 
At each iteration, a set of steps are performed, including 
Crossover, Mutation, Evaluation, and Selection [20]. This 
process is repeated until it reaches a pre-specified condi-
tion. Fig. 1 shows the process of the GA.

The Traveling Salesman Problem (TSP) is one of the 
most studied combinatorial optimization problems. It 
is used in many real-world applications, such as UAV 
Path planning. The TSP should find the shortest route 
that visits a group of cities exactly once and returns to 
the initial city. The genetic algorithm is widely used to 
solve TSP and other NP-hard problems [6]. 

fig. 1. Steps of the genetic algorithm

When using the genetic algorithm for solving TSP, 
each solution is represented by a route. A list of cities' 
indexes in a variation order makes up the route. The 
distances between cities are stored in an array. The fit-
ness of each route is calculated by the distances array. 
There are various crossover techniques for the TSP, in-
cluding PMX, CX, OX, etc.

3.2. GPU COMPUTING

In recent years, general-purpose GPUs (GPGPUs) 
have evolved into highly parallel, multithreaded, ma-
ny-core processors with very high memory bandwidth 
[21]. Many laptops are now available with modern and 
powerful GPUs that contain thousands of cores, such as 
the NVIDIA GeForce RTX 30 Series [3]. 

Compute Unified Device Architecture (CUDA) is a 
general-purpose parallel computing platform and pro-
gramming model introduced by NVIDIA. CUDA made 
developing parallel GPU applications much easier [21]. 
A typical CUDA program executes on both the GPU 
(Device) and the CPU (Host). The code executed on the 
GPU is grouped into a special function determined by 
the “global” qualifier and launched by the kernel invo-
cation. The kernel parameters determine the grid and 
block dimensions. Threads within the block are par-
titioned into warps. A warp is made up of 32 parallel 
threads that are all executed based on the single in-
struction multiple thread (SIMT) paradigm.

The CUDA kernel should be invoked by the host code 
to carry out parallel computations [22]. The kernel invo-
cation is asynchronous with respect to the host.  After 
the kernel call, the host code must use the "cudaDevice-
Synchronize()" API function to make the invocation syn-
chronous. This indicates that the host will wait until all 
GPU threads have finished running. This API function en-
sures implicit global synchronization within the grid [1]. 

When the computational algorithm requires some 
synchronization points, the developer should break it 
up into several steps. Each step is mapped to one de-
vice kernel. The invocation of each kernel should be 
followed by the cudaDeviceSynchronize() function. 
This mechanism will perform synchronization between 
the algorithm steps. The CUDA API also contains the 
“__syncthreads()” function to perform inter-block local 
synchronization among threads in the same block.

In CUDA 9, NVIDIA introduced the cooperative groups 
extension. This extension allows the programmer to syn-
chronize all threads in the same group [2, 23]. The group 
could be the grid. In this way, the programmer would be 
able to synchronize all threads in all blocks. 

One of the requirements to use cooperative groups 
is to launch the cuda kernel through the “cudaLaunch-
CooperativeKernel” API function. The drawback of co-
operative group synchronization is the limited number 
of launched blocks per multiprocessor. It cannot exceed 
the maximum number returned by the “cudaOccupan-
cyMaxActiveBlocksPerMultiprocessor” function. This 
function can provide an occupancy prediction based on 
the block size and shared memory usage of a kernel [21].

GPUs, with a compute capability of 3.0 or higher, pro-
vided a mechanism to allow threads to directly read 
another thread’s register in the same warp. The shuffle 
instruction enables threads in a warp to interact with 
one another without using shared or global memory. 
It offers applications a quick way to exchange data 
among threads in a warp [1].

3.3. GENETIC ALGORITHM OVER GPU

It is not easy to implement a GA on GPGPU, and nu-
merous implementations and models have been sug-
gested and explored in earlier literature. When you apply 
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the genetic algorithm in a parallel way, more than one 
thread will participate in completing the steps of this al-
gorithm. Attention should be paid to performing each 
step completely before moving on to the next step. This 
means inserting synchronization points between the 
steps [24]. There are three models of the parallel genetic 
algorithm (PGA) on GPGPU: the master-slave model, the 
island model, and the cellular model [7–9]. 

In the traditional master-slave model, there is a sin-
gle population. The evaluation step is achieved on the 
GPU by using a single kernel. The other GA steps are 
achieved sequentially on the CPU [8]. This model re-
quires one kernel call for each iteration as well as two 
operations to copy data from host to device and vice 
versa. In the master-slave model, there is the possibility 
of applying all GA steps in parallel on the CPU by em-
ploying multiple CPU threads [25]. It can also be done 
on a GPU by mapping each step to a separate kernel. 

This means that each iteration involves multi-kernel 
invocations. This model is good for performing implicit 
global synchronization by using the cudaDeviceSyn-
chronize() function. However, it is inefficient since it 
needs frequent CPU-GPU communication to launch 
kernels at each iteration [7]. The execution time is neg-
atively affected by this communication.

In the traditional island model, the population is di-
vided into subpopulations called islands [8]. Each sub-
population is kept in the shared memory and evolves 
separately in one block. This model includes an addi-
tional step called migration, which is carried out be-

tween neighboring islands every predetermined num-
ber of iterations. 

This model doesn't require global synchronization fol-
lowing each genetic step because each island evolves 
independently.  Inter-block synchronization is imple-
mented after each step [17]. The migration step is an ex-
ception and involves global synchronization between all 
GPU blocks to migrate some individuals from an island 
to a neighboring island through the global memory. 
Therefore, each iteration that doesn’t perform migration 
can be achieved with only a single kernel call.

4. PROPOSED APPROACHES

This section describes the procedures required to im-
plement the lightweight island model (LIM). Mixing be-
tween the island model and persistent threads is imple-
mented in two approaches. The first is the lightweight 
island model based on cooperative groups (LIM-CG), 
and the second is the lightweight island model based on 
implicit synchronization (LIM-IS). The scheme in both ap-
proaches will be discussed, in addition to the work distri-
bution mechanism at the steps of the genetic algorithm. 
Since both approaches are based on the island model, the 
work distribution mechanism will be identical in both.

4.1. APPROACH SCHEMES

In the first approach (LIM-CG), grid synchronization 
is applied using cooperative groups. All steps of the 
genetic algorithm, including migration, are mapped to 
only one kernel (GAKernel1), as shown in Fig. 2. 

fig. 2. Scheme of the lightweight island model based on cooperative groups (LIM-CG).

This kernel stays alive until it reaches the maximum 
number of iterations. This kernel code starts by gener-
ating the initial population. Each thread, in each block, 
is responsible for producing one individual through 

shuffle operations. The created individual is then stored 
in the island subpopulation array located in the shared 
memory. The "extern" identifier can be used to allocate 
this array. After that, all threads in the block enter the 
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fig. 3. Scheme of the lightweight island model based on implicit synchronization (LIM-IS).

Table 1. The number of synchronization points and the number of kernel invocations required in LIM-IS, 
LIM-CG, SAK, and SLK approaches.

Approach Global synchronization points Block synchronization points Kernel invocations
SAK #iterations * #steps #iterations * #steps

SLK #iterations * #steps 1

TIM #iterations #iterations * #steps #iterations

LIM-CG #iterations / #migrations #iterations * #steps 1

LSM-IS #iterations / #migrations #iterations * #steps #iterations / #migrations + #migrations

Migrating individuals between islands (blocks) is 
achieved through global memory. This approach does 
not rely on cooperative groups therefore, the number 
of blocks that can be executed on the device is unre-
stricted. It can be controlled either directly from the 
host or by a nested kernel. The host will be responsible 

for calling a single parent kernel, with one block and 
one thread, which in turn will invoke the other kernels.

Table 1 summarizes the synchronization points and 
the number of kernel invocations required. It compares 
the proposed approaches (LIM-IS, LIM-CG) with the 
switching among kernels approach (SAK) presented 

evolving process (while loop). Migration is the first step 
that is encountered. It is performed frequently after a 
predetermined number of iterations (migration fre-
quency). A global array is allocated in global memory 
to help migrate individuals between islands.

The second approach (LIM-IS) depends on performing 
an implicit global synchronization by returning control 
to the host after a predefined number of iterations. This 
number depends on the migration frequency. In this 
way, the number of global synchronization points is re-
duced.  The migration kernel is invoked only when there 
is a migration. There are three kernels (InitialPopKernel, 
GAKernel2, and MigrationKernel3), as shown in Fig. 3. 

The first one is responsible for generating the initial 
population. Each thread, in every block, is responsible 
for producing one individual, calculating the fitness, 
and then storing it in the global array. The second ker-
nel repeats the steps of the genetic algorithms (while 
loop) until there is a need for migration (migration fre-
quency). At that point, the control is returned to the 
host to launch the migration kernel just once. The loop 
counter at the host side is incremented by the value of 
migration frequency. 

Synchronization inside every island is ensured by 
inter-block local synchronization. Global synchroniza-
tion is implicitly guaranteed by returning the control to 
the host.
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in [13], the scheduled light kernel approach (SLK) pre-
sented in [10], and the traditional island model (TIM) 
presented in [14]. This is done without regard to the 
kernel that initializes the random vector.

In the SLK approach, they launched a single kernel 
with multiple blocks. All the blocks must be synchro-
nized before moving toward the next scheduled com-
putation (the next step). This style will increase the 
global synchronization points inside the kernel. In the 
SAK approach, there are three kernel invocations per 
iteration. This means three global synchronization 
points that are achieved by implicit synchronization.

In our approach, there is no need for global synchroni-
zation after each step. Inter-block synchronization, with-
in the island, is performed after each step. It is guaran-
teed by the _syncthreads() function. Global synchroniza-
tion is involved only when there is a migration between 
islands. Global synchronization is achieved through co-
operative groups or implicit synchronization.

Several kernel invocations occur in the SAK model, 
and the number of threads participating in each step 
can differ. Although this paradigm reduces the num-
ber of kernel-running blocks, it increases the CPU-GPU 
communication overhead.

4.2. WORK DISTRIBUTION

When launching the persistent kernel in the SLK model, 
the maximum number of threads required for the overall 
steps is employed. A work scheduling matrix is used to 
distribute work among threads. It has several rows corre-
sponding to the algorithm steps and several columns that 
define the working state of the block at this step. Some 
blocks can be assigned a no-operation (NOP) if they are 
not needed during a specific computation step.

In our proposed approaches, we'll try to effectively dis-
tribute the work among the threads to ensure that the 
most active threads are participating in the current step. 

Work distribution is guaranteed by some variables.  
The value of these variables is determined by the prob-
ability of the genetic operators, the length of the route, 
and the configuration of the islands. 

As illustrated in Pseudo-code 1, these variables are 
grouped into a structure called settings that is initially 
copied to the device. At each step, some equations are 
calculated using these variables to define the number 
of threads participating and how the work will be dis-
tributed among them.

Crossover and selection operations require the most 
computation time in comparison to the other steps. 
The one-point crossover is used in the crossover opera-
tor, while the tournament selection method is used in 
the selection step since it's preferable for parallel im-
plementation.

In the selection step, the island population is divided 
into several groups depending on the number of se-

lected individuals, needed and the number of warps 
inside the island. 

Pseudo-code 1. The structure of the settings.
struct settings
{

 float CROSSOVER_RATE;
 float MUTATION_RATE;
 float SELECTION_RATE;
 float MIGRATION_RATE;
 int MAX_ITERATIONS;
 int ISLAND_SIZE;
 int ROUTE_SIZE;
 int NUM_ISLANDS;
 int MIGRATION_FREQ;

};

As seen in Fig. 4, each warp will manipulate one 
group to find the fittest individuals inside it through an 
unrolled reduction operation.

The reduction stops when it reaches the fittest indi-
viduals involved. Then, based on the warp and thread 
indices, the fittest individuals will be stored in the prop-
er positions in the island population. 

To facilitate the task, an alternative matrix is used, in 
which we store the fitness values of the individuals and 
their indices. Pseudo-code 2 describes the selection step.

fig. 4. Work distribution inside the island in the 
selection step.

The one-point crossover process takes place in two 
phases. In the first phase, the points located before the 
crossing point are transferred from the first parent to 
the child. In the second phase, all the points of the sec-
ond parent are tested to see if they are not duplicated 
in the child. Then the non-duplicated points are added 
to the child after the crossing point. 

The second stage requires many comparisons to be 
completed, depending on the length of the route. For 
this reason, we will allocate a warp to accomplish the 
crossover process between two parents to generate a 
child, as shown in Fig. 5. 

At the start, Thread0 within the warp generates the 
index of the crossover point, the position for parent1, 
and the position for parent2.
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Pseudo-code 3. The crossover step.

#CrossedIndiveduals= CROSSOVER_RATE * ISLAND_SIZE
#warpsInIslad= ISLAND_SIZE /32
WarpIndex= trunc(thid / 32)
#CrossoverOperationsInsideWarp=ceil (#CrossedIndiveduals / #warpsInIsland)
ChildIndex= #SelectedIndiveduals + WarpIndex * #CrossoverOperationsInsideWarp
for(j=0;j<#CrossoverOperationsInsideWarp;j++)

 CrossPosition=generatRandom (1,ROUT_SIZE-1)
 parent1Index= generatRandom (0,#selectedIndividuals)
 parent2Index= generatRandom (0,#selectedIndividuals)
 CrossPosition = __shfl_sync (0xFFFFFFFF,CrossPosition,0,32)
 parent1Index = __shfl_sync (0xFFFFFFFF,parent1Index, 0, 32)
 parent2Index = __shfl_sync (0xFFFFFFFF,parent2Index, 0, 32)
 read parent1, parent2
 stride=32
 threadIndex=threadIdx.x%32
 for(i= threadIndex; i< CrossPosition ; i=i+stride)
  if(i< CrossPosition)
   IslandPop[ChildIndex].rout[i]=parent1.rout[i]
 GroupSize = ceil(ROUT_SIZE/32)
 for(i= threadIndex * GroupSize;i<threadIndex * GroupSize+ GroupSize;i++)
  Test duplicate points in parent2[i] with parent1[1, CrossPosition]
 Store non-duplicated points to shared memory 
 Thread0 will update the child located at the ChildIndex position

 childIndex= childIndex+1

Then it broadcasts these values to all of the threads in 
the same warp via the shuffle operation. 

The threads within the warp will participate in trans-
ferring the points from the first parent to the child. This 
will decrease the divergence among threads in the 
same warp. After that, the points of the second parent 
will be divided and distributed among the threads to 
be tested for doubling in the child.

The value of the non-duplicated point, or -1, will be 
recorded to indicate the presence of doubling. 

This process is done by using the data of the first 
father [0, crossing position] that is stored with each 
thread to avoid saving multiple copies of the child. 

Finally, the non-duplicated points will be stored in 
shared memory. Thread0 inside the warp will update 
the points of the child in the population after the cross-
ing position. Pseudo-code 3 describes the details of the 
crossover step.

fig. 5. Work distribution in the crossover process

5. EXPERIMENTAL RESULTS

This section presents the results of the two present-
ed approaches (LIM-IS, LIM-CG) compared with the se-
rial CPU, the switching among kernels approach (SAK) 
presented in [13], the scheduled light kernel approach 
(SLK) presented in [10], and the traditional island mod-
el (TIM) presented in [14].

Pseudo-code 2. The selection step.

#SelectedIndiveduals = SELECTION_RATE * ISLAND_SIZE #warpsInIslad= ISLAND_SIZE /32
WarpIndex= trunc(thid / 32)
#SelectionOperationsInsideWarp=ceil  (#SelectedIndiveduals / #warpsInIsland)
Index= WarpIndex * #SelectionOperationsInsideWarp
Unrolled Reduction Inside the group
Store fittest individuals to shared memory starting from index
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Table 2. Parameters of the TSP 
 and the genetic algorithm

Parameter Value
Problem Att48

Maximum iterations 1000

Selection Tournament selection (30%)

Crossover One-point crossover (65%)

Mutation Swap mutation (5%)

Migration topology Unidirectional ring

Migration frequency Every 50 iterations

The results of the first experiment are displayed in 
Table 3. Results show that choosing a block-size=1024 
will provide the best performance compared to the se-
rial implementation. Taking into account that the maxi-
mum number of threads that can run on the GPU being 
used is 1024 threads per block. 

This experiment also proves that the GPU implemen-
tation gives a significant improvement in execution 
time compared to the serial CPU implementation. Ac-
celeration of up to 27x has been achieved using the 
GPU, knowing that the population-size and algorithm 
parameters are the same in both cases.

In the second experiment, we will compare our ap-
proaches to those of SAK, SLK, and TIM for different 
population sizes. The GPU configuration (grid-size, 
block-size), as described in Section 2, was different for 
each approach. This relates to the population-size that 
was being used in the experiment. 

To demonstrate the experimental process, Table 4 dis-
plays the necessary GPU settings to test each of the afore-
mentioned approaches on the same population size. 
Each thread in the TIM, SLK, and SAK approaches, was 
mapped to a single individual. The number of GPU run-
ning threads must be equal to the population-size. In 
our approaches, and based on the results of the first 
experiment, the block-size is set to 1024. 

The experiments were carried out with various num-
bers of population-size. The GA-TSP parameters, listed 
in Table 2, were adopted during the implementation of 
serial CPU and parallel GPU approaches.

Table 3. The execution time and speedup of the LIM-CG and LIM-IS approaches 
for different numbers of block-size and population-size

Block-size Grid-size Island-size Population-
size

Serial time 
(ms)

LIM-CG LIM-IS

Time (ms) Speedup Time (ms) Speedup

128

8 128 1024 1434.62 1304.20 1.1 2049.45 0.7
16 128 2048 2857.78 2198.29 1.3 2597.98 1.1
32 128 4096 5661.31 2358.88 2.4 2461.44 2.3
64 128 8192 11278.44 3759.48 3 3638.21 3.1

128 128 16384 22685.26 5532.99 4.1 4931.58 4.6
256 128 32768 45543.33   8433.95 5.4

256

8 128 1024 1434.62 1024.73 1.4 1103.55 1.3
16 128 2048 2857.78 893.06 3.2 952.59 3
32 128 4096 5661.31 1286.66 4.4 1347.93 4.2
64 128 8192 11278.44 1819.10 6.2 2128.01 5.3

128 128 16384 22685.26 3287.72 6.9 3065.58 7.4
256 128 32768 45543.33   5117.23 8.9

512

8 128 1024 1434.62 843.89 1.7 896.63 1.6
16 128 2048 2857.78 476.30 6 529.22 5.4
32 128 4096 5661.31 602.27 9.4 622.12 9.1
64 128 8192 11278.44 989.34 11.4 947.77 11.9

128 128 16384 22685.26 1731.70 13.1 1786.24 12.7
256 128 32768 45543.33   2828.78 16.1

1024

8 128 1024 1434.62 531.34 2.7 683.15 2.1
16 128 2048 2857.78 280.17 10.2 357.22 8
32 128 4096 5661.31 339.00 16.7 365.25 15.5
64 128 8192 11278.44 433.79 26 458.47 24.6

128 128 16384 22685.26 807.30 28.1 840.19 27
256 128 32768 45543.33   1615.01 28.2

The experiments were implemented on a laptop with 
an Intel Corei5-10 2.5GHz CPU and Nvidia RTX 3050Ti 
GPU. This GPU has 20 SMs, which means a total of 2560 
CUDA cores. The compilation was performed using 
Microsoft Visual Studio 2019 with CUDA 11.6 SDK. The 
experiments are carried out with various numbers of 
population-size. 

Since we applied warp-based parallelism, as explained 
in Section 4, the block-size may vary from the island-size. 
Where a single individual is mapped to several threads. 
In order to determine the GPU configurations (grid-size, 
block-size) that lead to the best possible performance, 
the first experiment will test the performance of our is-
land-based approaches (LIM-IS, LIM-CG) against the se-
rial CPU implementation. The number of individuals per 
island (island-size) is set to 128. Each block manipulates 
a single island. The grid-size determines the number 
of running blocks (islands). The population-size results 
from island-size*128. The same settings, listed in Table 2, 
were adopted during the implementation.
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Table 5 and Fig. 6 display the execution times for 
each approach. Fig. 7 compares the speedup of the 
suggested approaches with serial execution and earli-
er-mentioned studies.

The results shown in Fig. 6 and Fig. 7 demonstrate 
that the two new approaches can increase the speed-
up to 4.5x over the TIM, and up to 1.5x– 2x over SLK and 
SAK approaches. 

Table 4. The GPU configuration.

Approach GPU configurations

LIM-CG 
LIM-IS

Island-size: 128 
Grid-size: Population-size/128, Block-size: 1024

TIM Island-size: 128 
Grid-size: Population-size/128, Block-size: 128

SLK Grid-size: 40 (twice the number of available SMs) 
Block-size: population-size / grid-size.

SAK Grid-size: population-size / block-size. 
Block-size: 1024 (The maximum number allowed)

Table 5. The execution time (ms) of the proposed 
approaches LIM-IS and LIM-CG compared with SAK, 

SLK, and TIM approaches.

Population-
size Serial  TIM SAK SLK LIM-

CG LIM-IS

1024 1434.6 1434.6 1024.7 478.2 531.3 683.1

2048 2857.7 1512.9 697.1 453.6 280.1 357.2

4096 5661.3 2358.8 775.5 496.6 339.0 365.2

8192 11278.4 2819.6 848.0 751.9 433.7 458.4

16384 22685.2 3979.8 1597.5 1281.6 807.3 840.1

32768 45543.3 7116.1 3098.1 2384.4 1615.0

fig. 6. The execution time of the proposed 
approaches LIM-IS and LIM-CG compared with SAK, 

SLK, and TIM approaches.

It can be seen that the first approach, which uses co-
operative groups, is limited to a maximum number of 
blocks within the device.

fig. 7. The speedup achieved by the proposed 
approaches LIM-IS, and LIM-CG compared with SAK, 

SLK, and the TIM approaches

The last experiment will focus on evaluating the qual-
ity of the obtained solutions. The parameters and set-
tings applied in this experiment are those listed in Table 
2 and Table 4. The relative error between the fittest solu-
tion's cost and the optimal solution's cost, represented 
by equation (1), was calculated. The execution was re-
peated ten times, and the average value was recorded. 

(1)

Fig. 8 displays the relative error resulting from serial CPU 
and GPU-based parallel implementations. It has been ob-
served that the quality of the solution improves when 
the size of the population increases. The island-based ap-
proaches (TIM, LIM-CG, LIM-IS) have an advantage in ob-
taining the highest quality because of the migration step. 
Migrating some individuals between islands gives them 
the possibility to explore different regions of the search 
space and discover better-quality solutions. 

fig. 8. The relative error of the solutions that 
resulted from serial, LIM-IS, LIM-CG, SAK, SLK, and 

TIM approaches.

Noting that the experiments were carried out for 
1000 iterations for all aforementioned approaches.
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6. CONCLUSION AND fUTURE WORK

In this paper, we highlight the details of implementing 
a lightweight island model (LIM) on a general-purpose 
graphic processor unit (GPGPU) for the TSP problem. 
Two approaches were suggested (LIM-IS, LIM-CG) that 
follow the concept of persistent threads. The necessary 
details to convert the traditional island model (TIM) into 
a lightweight island version were discussed. We also re-
viewed the previously suggested researches that worked 
on transforming the traditional master-slave model into 
new approaches, such as the switching among kernels 
approach (SAK) and the scheduled light kernel approach 
(SLK). A new mechanism was presented for distributing 
work between live threads inside the islands. The GPU 
configurations were tested and detailed to get the best 
possible performance. The introduced approaches were 
compared, in terms of execution time and solution qual-
ity, with serial implementation and with previous works 
including the traditional island model (TIM), switching 
among kernels approach (SAK), and scheduled light ker-
nel approach (SLK).

Our suggested approaches produced much bet-
ter results compared with these previous works. The 
speedup achieved is up to 27x compared with the se-
rial CPU and up to 4.5x compared to the TIM approach. 
The speedup improvement was up to 1.5– 2x over SLK 
and SAK approaches.

In terms of solution quality, the proposed approaches 
produced better solutions than SAK and SLK, whereas 
the results were nearly identical between the proposed 
approaches and TIM.

For future work, these approaches can be tested on 
larger TSP problems to measure the effectiveness of the 
synchronization methods and the parallelization strategy.
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Multi Indicator based Hierarchical Strategies for 
Technical Analysis of Crypto market Paradigm
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Abstract – The usage of technical analysis in the crypto market is very popular among algorithmic traders. This involves the 
application of strategies based on technical indicators, which shoot BUY and SELL signals to help the investors to take trading 
decisions. However, instead of depending on the popular myths of the market, a proper empirical analysis can be helpful in lucrative 
endeavors in trading cryptocurrencies. In this work, four technical indicators namely Exponential Moving Averages (EMA), Bollinger 
Bands (BB), Relative Strength Index (RSI), and Parabolic Stop And Reverse (PSAR) are used individually to devise strategies that are 
implemented, and their performance is validated using the price data of Bitcoin from yahoo finance for 2018-22, individually for 
each year and all the five years consolidated to compute the performance metrics including Profit percentage, Net profitability 
percentage, and Number of total transactions. The results show that the performance of strategies based on trend indicators is better 
than that of momentum indicators where the EMA strategy provided the best result with a profit percentage of 394.13%. Further, the 
performance of these strategies is analyzed in three different market scenarios namely Uptrend/Bullish trend, Downtrend/Bearish 
trend, and Fluctuating/oscillating markets to analyze the applicability of each of these smart strategies in the three scenarios. Based 
on the insights obtained from the analysis, Hybrid strategies using multiple indicators with a hierarchical approach are developed 
whose performance is further improved by imposing constraints in a Downtrend market scenario. The novelty of these algorithms 
is that they identify the scenario in the market using multiple indicators in a hierarchal approach, and utilize appropriate indicators 
as per the market scenario. Four strategies namely, Multi indicator based Hierarchical Strategy (MIHS) with EMA9, Multi indicator 
based Hierarchical Strategy (MIHS) with EMA7, Multi-Indicator based Hierarchical Constrained Strategy (MIHCS) with EMA9, and 
Multi-Indicator based Hierarchical Constrained Strategy (MIHCS) with EMA7 are developed which give profit percentage of 154.45%, 
437.48%, 256.31%, and 701.77% respectively when applied on the Bitcoin price data during 2018-22.

Keywords: Cryptocurrency, Technical Indicators, Exponential Moving Average, Relative Strength Index, Bollinger Bands, Parabolic 
Stop and Reverse

1.  INTRODUCTION

Crypto-currency, or crypto is a digital currency de-
signed to work as a medium of exchange through a 
computer network that is not reliant on any central 
authority, such as a government or bank, to uphold or 
maintain. It is a decentralized system for verifying that 
the parties to a transaction have the money they claim 
to have, eliminating the need for traditional intermedi-
aries, such as banks, when funds are being transferred 
between two entities. Cryptocurrencies are a subset of 
virtual currencies that use cryptography for security. 
Bitcoin [1] is the first and most popular standard coin 

followed by Ethereum and Binance. There are thou-
sands of such cryptocurrencies that are introduced 
over the past decade. The high-profit margins in the 
crypto market attracted several investors' attention 
and cryptocurrency became an essential part of their 
portfolio. However, in the past two years, the crypto 
market suffered huge losses because of legal issues.

Trading is the practice of exchanging various com-
modities like metals, spices, stocks, and cryptocurren-
cies.  In the last decade, many people started investing in 
various market paradigms like cryptocurrencies, stocks, 
commodities, bonds, and forex exchange.  Because of a 
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lack of knowledge and expertise in these markets, sev-
eral end up with losses. Experts built technical indicators 
and strategies based on indicators for technical analysis 
in these markets to provide suggestions for traders to 
obtain profits. Technical analysis involves the usage of 
historical data on the financial commodity to predict 
the movement of the price using technical indicators. 
Strategies formed using the technical indicators help 
the investors in taking trading decisions, by shooting 
BUY, SELL, and HOLD signals in appropriate conditions. 
Automation of trading using these strategies gives rise 
to algorithmic trading which saves a lot of time and en-
ergy for traders who can avoid monitoring the prices of 
financial commodities continuously. Technical analysis 
when used wisely depending on the market scenario 
can deliver high profits in the Crypto market. There are a 
lot of resources in the form of websites, mobile applica-
tions, and YouTube videos available online, suggesting 
that traders use these strategies to become millionaires 
in no time. However, seldom do they show a proper vali-
dation of those strategies using the real data of stocks 
and crypto or other commodities.  The trading can be 
made more profitable by a proper analysis of these strat-
egies on real data. In this work, an empirical analysis of 
four such strategies is performed using the Bitcoin price 
data from Yahoo Finance.

2. RELATED WORK

The majority of the works on the Cryptocurrency 
market focused on price prediction of cryptocurrency 
based on Artificial intelligence and Machine learning 
methods rather than technical analysis using technical 
indicators. In [13], it is claimed that to obtain abnormal 
profits, technical analysis is more relevant than the ma-
chine learning approach of price prediction. The price 
prediction approach doesn’t provide suggestions to 
BUY or SELL the financial commodity and leaves this 
task to the investor whereas the strategies that are de-
vised for technical analysis provide these trade signals 
to help investors to make trade decisions.

EMA being the most popular indicator among in-
vestors received good attention from the researchers 
to develop strategies for algorithmic trading. Simple 
moving average computes the average with uniform 
weights to all the data points whereas Exponential 
moving average prioritizes the recent data points by 
multiplying them with higher weights when compared 
to the remaining data points. The profitability of the 
moving averages is examined in [3] wherein the per-
formance analysis of Simple Moving Average (SMA), 
Weighted Moving Average (WMA), and Exponential 
Moving Average (EMA) in the Forex market is studied 
using EUR/USD, AUD/USD and GBP/USD exchange 
data to conclude that EMA is the best method followed 
by WMA and SMA. De Souza et al. [4], validated the 
profitability of the EMA strategy by developing an au-
tomated trading system using technical analysis based 
on the EMA strategy in stocks of BRICS countries' stock 

markets and has shown that the returns are higher 
than the investment in Russia and India.  In [5], the EMA 
strategy is used to determine the trading points for 
50 index stocks of Thailand and has shown that there 
are returns of 9% in a year. In [6], F Papailias et al. pro-
posed a modified EMA strategy which is a combination 
of cross-over ‘buy’ signals and a dynamic threshold 
value that acts as a dynamic trailing stop. The techni-
cal analysis performed using DJIA, SP 500, EUR/USD 
exchange, and ETFs showed that the modified method 
provides higher cumulative returns when compared to 
the standard algorithm. Tanaka Y et al. in [7] proposed 
the combinational use of technical indicators for tech-
nical analysis in the stock market. In [8], the authors 
have proved that the profitability of the specific trading 
rules using seven trend indicators in the Bitcoin market 
is higher when compared to Buy and Hold strategy. J.C. 
Phooi et al [9], proposed a dynamically adjustable Mov-
ing average indicator and established its superiority in 
delivering profits by evaluatory studies on Asian Tiger’s 
future markets. Chu et al [10] proposed a signal-based 
momentum strategy that has two variations namely, 
a time series method and a cross-sectional method to 
employ in the 7 largest cryptocurrencies. It has been 
observed that signal-based strategy performs excep-
tionally well when compared with return-based strate-
gies. However, there is no particular single parameter 
to gain good returns for signal-based strategies. 

The relative strength index (RSI) is popular among 
traders because of its relevance to fluctuating markets. 
RSI indicates overbought and oversold situations in the 
market employing two thresholds. The key to the prof-
itability is proper selection of these thresholds. In [11], 
the authors performed empirical studies on Bitcoin 
price data with simple average and RSI to conclude 
the supremacy of simple average over RSI in terms of 
profitability. The authors in [12] examined the RSI strat-
egy with 30-70 thresholds on 10 various cryptocurren-
cies like Bitcoin, Ripple, Etherium, and Bitcoin cash to 
prove that the popular strategy doesn’t perform well 
and further proposed a modification of Cardwell’s 
strategy with sub-optimal usage of RSI results in above 
average profitability. A trading model is developed in 
[13] using modified RSI which has several parameters 
including the trend detection period, RSI buy-sell trig-
ger levels, and periods and these are optimized using 
genetic algorithms. Further, the trading performance 
of the model is compared against Buy-and-Hold and 
standard RSI indicator usage where the profits from 
the Trend-Normalized RSI indicator are not very vola-
tile and achievable in the stock market. Anderson et al., 
[14], examined the importance of the selection of con-
trol parameters for RSI and busted the myth of popular 
strategy. An empirical comparison of strategies based 
on Bollinger bands, and exponential moving averages 
is presented in [15]. In [16], the use of technical analy-
sis based on parabolic stop and reverse strategy in the 
Forex market is demonstrated.
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In the literature, there is little focus on identifying the 
trend in the market using multiple indicators and using 
appropriate strategies for each scenario separately to 
provide loss protection and higher profits. The current 
work is an attempt to bridge such a gap.

3. TECHNICAL INDICATORS

A technical indicator is a tool used for the prediction 
of trends in the movement of the price of commodi-
ties. They are designed using the volume of buying, 
selling, and trading share of the commodity in the 
market, opening, closing, and range of price in the 
given time frame. Technical Indicators are categorized 
into four groups namely Trend indicators, Volatility 
Indicators Momentum Indicators, and Volume Indica-
tors. Trend indicators tell which direction the market is 

moving in if there is a trend at all. They’re sometimes 
called oscillators because they tend to move between 
high and low values like a wave. Momentum indica-
tors are technical analysis tools used to determine the 
strength or weakness of a stock’s price. Momentum 
measures the rate of the rise or fall of stock prices. The 
volatility indicators are technical tools that measure 
how far security stretches away from its mean price, 
higher and lower and they compute the dispersion of 
returns over time in a visual format that technicians 
use to estimate whether this mathematical input is 
increasing or decreasing. Volume means the number 
of shares traded at one time. Volume indicators are 
mathematical formulas that are visually represented 
in the most commonly used charting platforms. A list 
of popularly used indicators along with the defini-
tions is given in Table [1].

S. No Name of the Indicator Definition Type of indicator

1 Simple Moving Averages SMA = (∑N
i=1Pricei )/N,  

N= Number of data samples 
Trend indicator

2 Exponential Moving Averages [17] EMA = Price(today) * k+EMA(yesterday)*(1-k), 
k is a smoothing factor

Trend indicator

3 Relative Strength Index (RSI) [18]

RSI = 100 - (100/(1+RS)) ,    
RS =  (Average Gain)/(Average Loss)

Average Loss = (sum of Loss column)/(RSI Period) ,  
Average Gain = (sum of Gain column)/(RSI Period)

Momentum indicator

4 Parabolic Stop And Reverse [18]

Uptrend: PSAR = PriorPSAR+PriorAF(PriorEP∩PriorPSAR),

Downtrend: PSAR= PriorPSAR∩PriorAF(PriorPSAR∩PriorEP),

Extreme Point(EP): Highest high for an Uptrend  
and lowest low for Downtrend, update each time a new EP is reached,

Acceleration Factor(AF): Default of 0.02, increasing by 0.02,  
each time a new EP is reached, with a maximum of 0.20

Trend indicator

5 Bollinger Bands [19]

Middle Band = (Price1+Price2+Price3+ ...+PriceN)/N,

Upper Band = Middle Band +k * σ , 

Lower Band = Middle Band - k * σ
Volatility indicator

4. SMART STRATEGIES USING INDICATORS

Strategy is a newly formed logic using the combina-
tion of existing technical indicators to get maximum 
benefits. A common framework of strategies has been 
implemented in Python using 4 Technical Indicators 
namely Exponential Moving Average (EMA), Rela-
tive Strength Index (RSI), Parabolic Stop And Reverse 
(PSAR), and Bollinger Bands (BB).

4. 1.  IMPLEMENTATION Of SMART STRATEGy

The following are the prerequisites for strategy im-
plementation

A) Technical Analysis Library (TA-Lib) is a built-in Py-
thon library used for feature engineering which 
contains all the technical indicators and candle-
stick pattern recognition tools.

B) Yahoo Finance (yfinance Library) is an open-source 
tool that uses publicly available APIs and is intended 
for research and educational purposes. The data set 

used for the implementation of strategies on vari-
ous coins is web scraped/downloaded from Yahoo 
Finance. The columns in the data set are date, time, 
open, low, high, close, adjacent close, and volume.

C) NumPy is an open-source Python package that 
provides the flexibility of using arrays for math-
ematical computations.

D) Pandas is an open-source Python package used for 
data analysis.

E) Plotly is an open-source plotting library that sup-
ports over 40 unique chart types covering a wide 
range of statistical, financial, geographic, scientific, 
and 3-dimensional use cases.

Implementation of the strategy contains the follow-
ing steps:
•	 Installation of Packages and importing required 

libraries
•	 Reading data
•	 Strategy implementation
•	 Performance analysis

Table 1. Definitions of popular technical indicators
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4.2. DEfINITIONS Of STRATEGIES WITH 
INDIVIDUAL TECHNICAL INDICATORS

•	 Strategy 1

Strategy 1 is based on EMA which is one of the most 
common technical indicators by investors which is de-
fined below.

Where CP is the Closing price, and MB is the Middle band.

•	 Strategy 3

Strategy 3 is composed using the RSI indicator whose 
value will oscillate between 0 and 100 and plotted on the 
separate chart which is an indirect trace of Candle Sticks. 
The strategy uses two threshold levels, a standard value of 
a lower threshold 30 known to be an oversold level, and a 
standard value of an upper threshold, 70 known to be an 
overbought level. These threshold values may be varied 
as per the trade-off between risk and profitability.

Strategy 3 is defined as follows,

Where LL is Lower low, HL is Higher low, HH is Higher 
high, and LH is Lower high.

4.3. ANALySIS Of STRATEGIES USING  
 INDIVIDUAL INDICATORS: 

Fig. [1], indicates that the market is in Downtrend 
most of the time despite a few fluctuations in between 
2018, whereas in, 2019 for which the Bitcoin price data 
is shown in Fig. [2], till April the market has shown in-
ertia prices, and from April to August it is bullish after 
which it is shown bearish trend till the end of the year.  
Fig. [3] shows that in 2020, the market is in Uptrend and 
reached the peak at the end of the year with few fluc-
tuations here and there. The price data of Bitcoin data 
is shown in Fig. [4], from which the rapid moments in 
markets show signs of a Fluctuating market can be ob-
served. In 2022, despite few signs of Fluctuating market 
in the first quarter, the market is Bearish which is de-
picted in Fig. [5]. Hence performing technical analysis 
on price data in this time frame is good enough as it is 
comprising the majority of test cases.

RSI is a momentum indicator, which is usually shown 
in a separate graph beneath the price date as an os-
cillating line between 0 and 100. In general, investors 
tend to buy the financial commodity at a lower thresh-
old and sell if RSI is greater than a higher threshold. The 
successful use of RSI in the market heavily depends on 
the threshold values. In the current work, a popular set 
of thresholds, 40 and 60 are selected.

•	 Strategy 4

Strategy 4 is coined based on the Parabolic Stop And 
Reverse (PSAR) indicator that gives a signal line plotted 
as a dotted sequence along the trace of Candle Sticks. 
Strategy 4, shoots BUY if PSAR is less than the candlestick 
closing price and in an upward direction (Higher High 
(HH) is greater than Lower High (LH)) and it shoots SELL if 
PSAR is greater than the candlestick closing price and in 
the downward direction (Lower Low (LL) is smaller than 
Higher Low (HL)). The strategy is defined as follows,

fig. 1. Analysis of strategies based on individual indicators in 2018

Where, SL is the Signal line, and RL is the Reference line.

•	 Strategy 2

Strategy 2 is devised using Bollinger bands which have 
three lines namely, Lower band, Middle band, and Upper 
band that are calculated as per the definition given in 
Table [1] and are usually shown in the graph along the 
trace of candle sticks. Bollinger bands are volatility indi-
cators and give overbought and oversold signals if the 
current price goes above the Upper band and the cur-
rent price goes below the Lower band respectively. This 
indicator has two controlling parameters namely mov-
ing average period and standard deviation. In this work, 
a standard set of parameter values, 21 for moving aver-
age period and 2 for standard deviation are considered.

Strategy 2 is defined as follows,
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fig. 2. Analysis of strategies based on individual indicators in 2019

fig. 3. Analysis of strategies based on individual indicators in 2020

fig. 4. Analysis of strategies based on individual indicators in 2021

fig. 5. Analysis of strategies based on individual indicators in 2022
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fig. 6. Transactions as per EMA strategy over five years consolidated on Bitcoin price data

fig. 7. Transactions as per BB strategy over five years consolidated on Bitcoin price data

4.3.1. Analysis of EMA strategy

Fig. [6], illustrates the application of EMA with 9 and 
20 periods on Bitcoin data of 2018-22 consolidated. In 
the calculation of EMA, the most recent data is given 
higher weights to minimize the lagging limitation of 
moving average indicators which is unavoidable in 
moving average indicators.

From Fig. [6], it can be observed that the EMA strat-
egy is triggering a BUY/SELL signal if there is an abrupt 
change in the price of the coin because of which the 
bullish and bearish scenarios of the market are cap-
tured to deliver good profits with minimal losses. 

The transactions that happened between Feb 2109 
and mid-July 2019, which can be observed in Fig. [2], 
are a sign that there is a possibility of obtaining higher 
profits than that actual, if the strategy generated SELL 
signal earlier. The lagging effect in EMA is the prime 
reason for these marginal gains. However, as EMA can 
pick up from the abrupt changes, it can generate the 
SELL signal in case of a bearish scenario which is evident 
from Fig. [4]. It can also be observed from Fig. [1,5], in 
the first quarter, where the market is Fluctuating, EMA is 
unable to deliver and capture the fast-moving market 
and ended up in losses. Hence EMA is suitable in case 
if market exhibits clear bearish and bullish trends but 
cannot deliver in case of Fluctuating market.

4.3.2. Analysis of BB strategy

Fig. [7], shows the application of BB on the bitcoin 
data of 2018-22 consolidated. Fig. [5], demonstrates 
that BB performs fairly well in the case of Fluctuating 
market but is not the best performer as it is not captur-
ing all the ups and downs. From Fig. [5], in the Down-

trend, BB is giving BUY, and SELL signals because of the 
Fluctuating market, resulting in losses. Fig. [3,4], convey 
that BB is unable to generate a BUY signal during the 
Uptrend. These pitfalls might be due to the sensitive 
threshold values, change of whose values may result in 
improvement, however at the cost of a trade-off.

4.3.3. Analysis of RSI strategy

The Fig. [8], depicts the application of RSI with 40 
and 60 periods on Bitcoin data of 2018-22. In scenarios 
where there is either an Uptrend/Downtrend, the RSI 

indicator is unable to capture the trends and deliver 
profits. Fig. [5], ascertains that, in the first quarter of 
2022, the market has shown rapid movement which 
is captured by RSI. This confirms the ability of RSI to 
deliver profits in such Fluctuating scenarios. It can also 
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be observed that the selection of the thresholds is very 
important for delivering profits. If the margin between 
the thresholds is too high, the immediate SELL signal af-
ter the BUY signal may be missed, and in such scenarios, 

it may result in huge losses. If the margin, between the 
thresholds, is too low, it may result in too many transac-
tions with very little/no profits.  Making these thresholds 
adaptive may be considered for better results.

fig. 8. Transactions as per RSI strategy over five years consolidated on Bitcoin price data

4.3.4. Analysis of PSAR strategy

PSAR is a trend indicator denoted with dots, where-
in the dots below the CP show Uptrend and, the dots 
above CP indicates Downtrend. Fig. [9], depicts the ap-
plication of PSAR on the Bitcoin data of 2018-22 con-
solidated. From gives profits in Uptrend and that, strat-
egy using PSAR gives profits in Uptrend and losses in 

Downtrend invariantly. From Fig. [4,5], in Fluctuating 
scenario PSAR yielded losses which signify that PSAR 
is not suitable for Fluctuating market. From Fig. [9], it 
can be observed that PSAR is not giving SELL signal that 
gives maximum profit, however, PSAR can avoid huge 
losses in Downtrend because of quick SELL. Hence, this 
strategy can be treated as a safe strategy with marginal 
profits.

fig. 9. Transactions as per PSAR strategy over five years consolidated on Bitcoin price data

4.4 ANALySIS Of STRATEGIES BASED ON 
 INDIVIDUAL INDICATORS IN DIffERENT 
 MARKET SCENARIOS

The Uptrend scenario from Oct 2020 to Dec 2020 is con-
sidered here for the analysis of the behavior of the strat-
egies based on individual indicators.  Fig. [10. a], convey 
that only EMA and PSAR are performing transactions dur-
ing this period. Further, it can be seen that PSAR reacts to 

the fluctuations within the trend, which may be treated 
as a minimal loss pattern with marginal profits. In Uptrend 
market, the traders who are willing to take risks may con-
sider EMA whereas PSAR provides loss protection. BB, and 
RSI being momentum indicators, cannot capture this Up-
trend/Bullish market signs.  From April to July 2021, Bitcoin 
showed a downtrend/bearish sign which is shown in Fig. 
[10. b], RSI and BB are unable to identify the Downtrend 
based on the strategies used and hence ended up in loss-



772 International Journal of Electrical and Computer Engineering Systems

es. PSAR is quicker than EMA in generating SELL, giving 
loss protection. However, in search of market turnover, it 
is generating false signals during Downtrend causing mul-
tiple transactions and ending up in further losses. 

Fluctuating market in the first quarter of 2022 is consid-
ered for comparison of the smart strategies in individual 

indicators as shown in Fig. [10. c]. It exhibits that all the 
indicators react in Fluctuating market.

It is because some of the changes in this time frame are 
abrupt and some of them are gradual changes. With clini-
cal observation, and based on the quantitative analysis it 
can be observed that RSI provides the best profit margins.

(a) Smart strategies based on individual indicators in Uptrend/Bullish trend

(b) Smart strategies based on individual indicators in Fluctuating markets

(c) Smart strategies based on individual indicators in Downtrend/Bearish trend

fig. 10. Analysis of strategies in different market scenarios

5. STRATEGIES BASED ON MULTIPLE TECHNICAL 
INDICATORS

Based on the insights obtained in Section [4], imply 
that strategies devised based on multiple indicators 
which are used in appropriate scenarios might produce 

better profits when compared to strategies based on 
single technical indicators. EMA for BUY signal in Up-
trend, PSAR for SELL signal in Downtrend, and RSI in 
Fluctuating scenario for both SELL and BUY are found 
to be suitable for obtaining higher profits. In the cur-
rent work, a Multi-Indicator based Hierarchical Strategy 
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(MIHS) is proposed, wherein the identification of the 
market is performed before strategically applying sig-
nals shot by the respective indicators in corresponding 
scenarios. The market scenario is identified hierarchi-
cally by applying EMA on RSI and further applying dual 
threshold for identification of Uptrend and Downtrend. 
A strategy is designed based on these inputs whose 
flowchart is shown in Fig. [11. a], this algorithm has two 
variants where EMA9 and EMA7 are applied on RSI for 
the identification of Uptrend and Downtrend scenarios 

in the market. If the EMA of RSI is greater than 60, the 
market is considered to be in an Uptrend and if it is less 
than 40, the market is assumed to be in Downtrend. In 
the Fluctuating scenario, RSI is used for trading with 
thresholds 45 for shooting the BUY signal when RSI 
is crossing from below and 55 for shooting the SELL 
signal when RSI is crossing from above. The transac-
tions performed as per MIHS for bitcoin price data with 
EMA9 and EMA7 applied on RSI to identify the scenario 
of the market are shown in Figs. [12,13] respectively.

(a) Smart strategy with multiple technical indicator

(b) Flowchart of MIHCS

fig. 11. Flowcharts of MIHS, and MIHCS strategies
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fig. 12. Transactions performed as per MIHS with EMA9 applied on RSI on Bitcoin during 2018-22

EMA9 when applied to RSI is not quick enough to track 
the actual RSI and as a result of which there is a delay 
in identifying the scenario of the market. It affected the 
BUY signal in the Uptrend to be delayed resulting in lower 
profits and a delayed SELL signal in Downtrend results in 
higher losses. The lagging effect can be reduced by ap-
plying EMA7 on RSI instead of EMA9 which is evident 
from Figs. [13,12]. MIHS can pick up the fluctuations at a 
minor level and still exhibits good loss protection as PSAR 
is quick enough to give the SELL signal. In several cases 
where the market has shown Fluctuating scenario, MIHS 
able to produce profits, however, Figs. [12,13], infer that 
when the market is moving from the Uptrend scenario to 
the Downtrend or Fluctuating market scenario, EMA takes 
time to match the actual RSI because of its lagging na-
ture, during which RSI/PSAR gives the BUY signal in Fluc-
tuating market caused heavy losses. Removing the BUY 

signal in Fluctuating and Downtrend scenarios can avoid 
such losses at the cost of the profits obtained during the 
Fluctuating market scenarios. As Bitcoin is a standard coin 
fluctuating market is not observed too often. Even if such 
a scenario exists there may not be good profit as the per-
centage of change is not too huge. In search of capturing 
these minor profits, one may end up with losses if there 
is an abrupt Downtrend. With this constraint, a multi-Indi-
cator-based Hierarchical Constrained Strategy (MIHCS) is 
devised whose flowchart is shown in Fig. [11. b]. The trans-
action performed as per MIHCS using EMA9 and EMA7 on 
RSI is shown in Fig. [14,15], from which it can be seen that 
in a Downtrend the Buy signals that are shot by RSI and 
PSAR are neglected because of which is a good loss pro-
tection policy adopted, however, it cost of the profits dur-
ing the Fluctuating markets.

fig. 13. Transactions performed as per MIHS with EMA7 applied on RSI on Bitcoin during 2018-22
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fig. 14. Transactions performed as per MIHCS with EMA9 applied on RSI on Bitcoin during 2018-22

fig. 15. Transactions performed as per MIHCS with EMA7 applied on RSI on Bitcoin during 2018-22

6. RESULTS AND DISCUSSIONS

The price data of the Bitcoin is obtained from Yahoo 
Finance at a sampling rate of 1 sample per day. The 
sampling rate is chosen to be 1 sample per day as the 
proposed algorithm and the Bitcoin market are more 
appropriate for long-term investments. An initial in-
vestment of 1 lakh INR is assumed to be invested, and 
trading is performed by implementing BUY and SELL 
signals as per the strategies on the bitcoin price data. 
If at the end of the time frame, after the last transac-
tion, a BUY signal is shooted but SELL is not shooted, 
the performance metrics are computed assuming the 
closing price of Bitcoin as the selling price Three per-
formance metrics are Profit Percentage (PP), Net Profit-
ability Percentage (NP), and Number of Total Transac-
tions (NT) which are defined in Equations below, are 

computed for an empirical comparative study of the 
strategies based on the followed by SELL signal. If SELL 
is not performed after the BUY signal, at the end of the 
year, the profit percentage is computed based on the 
closing price.

NT = Total number of BUY followed by SELL signals

The Profit Percentage, Net profitability percentage, 
and Number of total transactions of the strategies us-
ing individual indicators for the five years (2018-22) 
and all years consolidated are shown in Figs. [16], and 
in Table [2].
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fig. 16. Performance analysis of smart strategies based on individual indicators over years

Strategy 
Name

2018 2019 2020 2021 2022 All years 
Consolidated

PP NP NT PP NP NT PP NP NT PP NP NT PP NP NT PP NP NT

BB -39.2 66.7 3 3.5 50 2 -7.5 33.3 3 -32.1 50 2 -21.8 20 5 -71.7 29.4 17

EMA -33.1 25.0 8 77.6 12.5 8 370.2 60 5 84.6 66.7 6 -52.8 10 10 394.1 31.4 35

PSAR -41.2 28.6 14 47.2 38.5 13 244.5 75 12 18.0 42.9 14 -53.6 23.1 13 113.8 41.8 67

RSI -35.1 80.0 5 -5.4 50 2 5.5 66.7 3 -32.3 50 2 -15.3 66.7 6 -64.5 52.6 19

Table 2. An empirical comparative study of strategies based on individual indicators

From Table [2], the EMA strategy is the top performer 
among the four indicators with a profit percentage of 
394.13% followed by PSAR with 113%. This shows the 
supremacy of trend indicators over the momentum in-
dicators for the bitcoin market as it is a standard coin, 
and doesn't show Fluctuating market signs too often. 
The number of transactions using PSAR is 67 during 
2018-22 whereas for EMA it is 35, however, the profit 
percentage is higher in EMA which is because of the 
quick response of PSAR towards the fluctuations 
when compared to EMA. From, Fig. [10. a], in Uptrend, 
the number of transactions is shot by PSAR strategy, 
whereas EMA did not respond to those minor changes. 
In the case of RSI and BB, the number of transactions 
is small, which is an indication of improper thresholds 
considered, which are popular selections but are not 
suitable for higher profits bursting the common myths 
of the technical indicators. A higher Net profitable 
percentage for RSI with fewer transactions compared 
to others is evidence that when proper thresholds or 
adaptive thresholds are considered, RSI can perform 
better and the profit percentage obtained in this work, 
is not indicative of the true potential of RSI. BB con-
sistently resulted in losses/little profits whose results 
may be improved if the parameters are fine-tuned. The 
large gap in the profit percentage of EMA and RSI in the 

consolidated case is not only due to the influence of 
fluctuating market but also because of changes in profit 
percentage in the initial years that make the difference 
in the investment for further years. In 2018, and 2022 
all the strategies ended up in losses as the market has 
seen a huge downfall, and technical indicators are sus-
ceptible to such changes because of external factors. 
In 2021, although the market has seen several fluctua-
tions, it is a slow Uptrend and rapid Downtrend scenario 
which is properly captured in EMA and PSAR strategies 
as they are trend indicators and further the momentum 
indicators failed to produce BUY signals in the Uptrend 
scenario. It can also be deduced that the strategies 
built using single technical indicators are not very ef-
ficient, and further, they can be improved by design-
ing such algorithms using multiple indicators from the 
inferences made by observing the market scenarios 
studied in this work.

Based on such observations two algorithms namely 
MIHS and MIHCS are devised with two variants each 
where EMA9 and EMA7 are applied on RSI for the sake 
of identification of the market scenario and their per-
formance is compared with EMA strategy over five 
years individually and consolidated and presented in 
Table [3].

International Journal of Electrical and Computer Engineering Systems
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Name
2018 2019 2020 2021 2022 All years 

Consolidated

PP NP NT PP NP NT PP NP NT PP NP NT PP NP NT PP NP NT

EMA -33.1 25.0 8 77.6 12.5 8 370.2 60.0 5.0 84.6 66.7 6 -52.8 10.0 10.0 394.1 31.4 35.0

MIHS9 -61.1 25.0 12 82.3 30.0 10 281.5 62.5 8.0 14.0 33.3 9 -49.1 40.0 10.0 154.5 40.8 49.0

MIHS7 -35.3 36.4 11 109.7 27.3 11 285.4 71.4 7.0 17.3 30.0 10 -45.0 40.0 10.0 437.5 42.9 49.0

MIHCS9 -38.2 0.0 3 130.2 33.3 3 197.8 50.0 4.0 27.8 42.9 7 -42.7 0.0 3.0 256.3 35.0 20.0

MIHCS7 -17.3 33.3 3 152.9 33.3 3 204.0 66.7 3.0 40.9 42.9 7 -38.7 0.0 3.0 701.8 45.0 20.0

Table 3. Performance analysis of Multi indicator based strategies for five years individually and consolidated

From Table [3], MIHCS with EMA7 applied on RSI gives 
the best results among the strategies implemented 
with a profit percentage of 701.77%, followed by MIHS 
with EMA7 applied on RSI with a profit percentage of 
437.48%, whereas EMA strategy gives 394.13% for five 
years consolidated. This shows that when multiple in-
dicators are wisely used to devise strategies, they can 
deliver profits better than those individual indicators. 
The best performance of MIHCS with EMA7 can be at-
tributed to proper identification of the Uptrend and 
avoiding buying in Downtrend. From Fig. [15], on sever-
al occasions in Uptrend, a delay in BUY can be observed 
which can be viewed as a confirmation of Uptrend, and 

a sequence of BUY and SELL signals in Uptrend although 
limiting the profit percentage, is the basis of loss pro-
tection policy adopted. In Downtrend, there is a quick 
SELL signal to avoid/limit the probable losses. MIHS and 
MIHCS with EMA9 are performing poorly when com-
pared to the counterpart MIHS and MIHCS with EMA7 
because of the more lagging effect of EMA9 to that of 
EMA7.

The transactions performed by strategies based on 
multiple indicators and EMA in 2018, 2019, 2020, 2021, 
and 2022 are shown in Figs. [17-21] respectively. From 
these Figs. [17-21], and Table [3], the following infer-
ences can be deduced.

fig. 17. Analysis of strategies based on multiple indicators and comparison with EMA in 2018

fig. 18. Analysis of strategies based on multiple indicators and comparison with EMA in 2019

Volume 14, Number 7, 2023



778 International Journal of Electrical and Computer Engineering Systems

fig.19. Analysis of strategies based on multiple indicators and comparison with EMA in 2020

fig. 20. Analysis of strategies based on multiple indicators and comparison with EMA in 2021

In 2018, MIHCS provided the best performance of     
-17.25% followed by EMA with -33.10% which shows 
that the loss protection policy of the MIHCS demon-
strated the ability in identifying Downtrend with only 
3 transactions performed, avoiding losses. MIHS with 
EMA7 is closely following EMA despite the losses in 
Downtrend, as the net profitable percentage of this al-
gorithm is a little higher when compared to the other 
cases because of its potential to protect from losses in 
Fluctuating scenarios and deliver profits in Uptrend.

In 2019, during the first quarter the market has shown 
inertia i.e., there are changes around a particular price, 
during which MIHS with EMA9, and EMA7 tried to cap-
ture the Fluctuating market scenario, however, these 
transactions hardly had any impact on the percentage 
profit. During the second quarter, the market is in Up-
trend and almost all the strategies considered in Table 
[3], can capture the Uptrend within a window of time, 
wherein the EMA strategy is the first one to provide the 
BUY signal and MIHCS is the first one to produce the 
SELL signal. All the strategies can capture these market 
scenarios and more or less almost equal profits, how-
ever, in the last quarter of 2019 the market has shown a 
slow and steady Downtrend, during which MIHCS with 
EMA7 and EMA9 produced only one transaction due to 
the loss protection policy during the Downtrend and 

able to sustain with the profits, whereas the other strat-
egies performed multiple transactions with consecu-
tive losses that effected the profit percentage.

In 2020, in the first and second quarters, the market 
has a bit of Fluctuating scenario with a hidden Uptrend, 
where EMA performed best because of the hidden Up-
trend, holding for enough time before selling when com-
pared to MISH which performed multiple transactions in 
this period to capture the Fluctuating scenario neglect-
ing the Uptrend to end up with fewer profits. This differ-
ence in the profits in the first two quarters made a huge 
impact as they are included as investments for further 
transactions causing a huge difference in the profits in 
the final quarter. MIHCS, because of the loss protection 
policy in which the BUY signal is removed in both Fluc-
tuating and Downtrend scenarios performed the trans-
actions selectively to end up avoiding the tiny losses/
profits and ended with marginal profits because of the 
difference of investments when compared to the other 
strategies. Overall, EMA delivered a profit percentage of 
370.19% followed by MIHS with EMA7 with a profit per-
centage of 285.43%. A higher Net profit percentage of 
71.43% for MIHS with EMA7 shows that it captures the 
Fluctuating market scenario while there is a hidden Up-
trend which is the prime reason for this strategy to per-
form well when compared to MIHCS variants.
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In 2021, the market is inconsistent and has seen a 
steady Uptrend and a sudden Downtrend which is an 
ideal scenario for EMA to deliver profits. The MIHS vari-
ants although captured the Uptrend and saw profits in 
such cases, they suffer losses during the Downtrend be-
cause of their quick response of RSI and PSAR involved 
in these strategies to the fluctuations when compared 
to the lagging EMA causing more number of transac-
tions with less net profitable percentage. The MIHCS 
delivered moderate profits due to the delayed BUY sig-
nal in the Uptrend and loss protection policy. Overall, 
the EMA strategy provides the best result in 2021, with 
a profit percentage of 84.58%.

In 2022, in the first quarter, the market is in Fluctu-
ating scenario where MIHS variants performed fairly 
well as they are suitable for such cases delivering mi-
nor profits. EMA strategy, on the other hand, delivered 
losses in this timeline. During the only Uptrend scenario 
in the market at the end of the first quarter, EMA is the 
only strategy to capture the scenario and deliver profits 
as the multi-indicator strategies suffer with a delayed 
BUY signal. However, these profits obtained became in-
significant because of the multiple transactions during 
the Downtrend shot by EMA and MIHS strategies during 
the second and third quarters of the year. The MIHCS 
strategies performed relatively better because of the 
loss protection policy with a profit (loss) percentage of 
-38.69% for MIHCS with EMA7 and -42.70% for MIHCS 
with EMA9.

Overall, MIHCS with EMA7 consistently performed 
over the years because of the loss protection policy, 
however, still suffers from a slightly delayed BUY signal 
which is because of the lag resulting from EMA with 
period 7 applied on RSI, and also the profits that can 
be obtained from Fluctuating market are completely ig-
nored. Solving these issues can improve profits further.

7. CONCLUSION AND fUTURE WORK

The current work presents an empirical comparative 
study of the performance of strategies based on four 
technical indicators namely Bollinger Bands, EMA, PSAR, 
and RSI, that have been implemented with popular 
threshold setups, and tested on the price data of Bitcoin 
obtained from Yahoo finance for the years 2018-22 indi-
vidually and also for consolidated for the five years. This 
analysis has indicated that Trend indicators like EMA, 
and PSAR with profit percentages of 370 % and 113 % 
respectively, are much more suitable for principal coins 
like Bitcoin when compared to the momentum indica-
tors. Proper selection of threshold parameters is very im-
portant for the success of momentum indicators and the 
thresholds that are popular among traders do not pro-
vide profits. The strategies have been further analyzed 
in three scenarios that arise in the market, i.e., Uptrend, 
Downtrend, and Fluctuating. It has been found that 
strategies using EMA for the BUY signal in Uptrend, PSAR 
for the SELL signal in Downtrend, and RSI in Fluctuating 
scenario for both SELL and BUY are found more suitable 

for obtaining higher profits. Based on such insights, 
strategies using multiple indicators with a hierarchical 
approach have been developed,

which identifies the market scenario by applying 
EMA9 and EMA7 on RSI in two different variants coined 
as Multi Indicator based Hierarchical strategy (MIHS) 
with EMA9 and MIHS with EMA7. MIHS with EMA7 has 
performed better than the EMA strategy with a profit-
able percentage of 437.48%. MIHS with EMA9 gives a 
profit percentage of 256.31% which is less when com-
pared to EMA and MIHS with EMA7 strategies because 
EMA9, when applied on RSI, suffered with a significant 
lagging. Although MIHS variants have shown the ability 
to produce profits in Fluctuating market scenario, they 
suffer huge losses because of the delay in the identifi-
cation of the Downtrend, where the market is misinter-
preted as in Fluctuating scenario allowed PSAR/RSI to 
produce BUY and consecutive SELL signals. To further 
improve, MIHS variants have been modified by restrict-
ing the BUY signal only to Uptrend, introducing the loss 
protection policy. These modified strategies have been 
termed Multi Indicator based Hierarchical Constrained 
Strategies (MIHCS) with EMA7 and EMA9 in which MI-
HCS with EMA7 has produced the best profit percent-
age of 701.77% despite a huge downfall of the market 
in 2022. Development of a dedicated hardware device 
that provides BUY, SELL notifications based on the strate-
gies demonstrated in the current work is considered for 
Future work.
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Abstract – In general, in-car speech enhancement is an application of the microphone array speech enhancement in particular 
acoustic environments.  Speech enhancement inside the moving cars is always an interesting topic and the researchers work 
to create some modules to increase the quality of speech and intelligibility of speech in cars.  The passenger dialogue inside the 
car, the sound of other equipment, and a wide range of interference effects are major challenges in the task of speech separation 
in-car environment. To overcome this issue, a novel Beamforming based Deep learning Network (Bf-DLN) has been proposed for 
speech enhancement. Initially, the captured microphone array signals are pre-processed using an Adaptive beamforming technique 
named Least Constrained Minimum Variance (LCMV).  Consequently, the proposed method uses a time-frequency representation 
to transform the pre-processed data into an image. The smoothed pseudo-Wigner-Ville distribution (SPWVD) is used for converting 
time-domain speech inputs into images. Convolutional deep belief network (CDBN) is used to extract the most pertinent features 
from these transformed images. Enhanced Elephant Heard Algorithm (EEHA) is used for selecting the desired source by eliminating 
the interference source. The experimental result demonstrates the effectiveness of the proposed strategy in removing background 
noise from the original speech signal. The proposed strategy outperforms existing methods in terms of PESQ, STOI, SSNRI, and SNR. 
The PESQ of the proposed Bf-DLN has a maximum PESQ of 1.98, whereas existing models like Two-stage Bi-LSTM has 1.82, DNN-C 
has 1.75 and GCN has 1.68 respectively. The PESQ of the proposed method is 1.75%, 3.15%, and 4.22% better than the existing GCN, 
DNN-C, and Bi-LSTM techniques. The efficacy of the proposed method is then validated by experiments.

Keywords: Speech Enhancement, Microphone, Deep Learning, Beamforming, Noise Reduction

1.  INTRODUCTION

Today Speech enhancement (SE) is a pre-processing 
step in speech recognition that is also required to ac-
commodate the growing demand for higher-quality 
speech. The speech signal is now used in a variety of 
systems including speaker identification, speech con-
trol, speech-to-text systems, voice over internet pro-
tocol (VOIP) accessibility of web applications, and in-
teractive voice response system (IVRS) services. Voice 
recognition and other speaker activities [1], interaction 

[2], sound aids [3], and coding of speech all require SE 
[4]. The SE is a difficult operation when the noisy sig-
nal is generated at a lower frequency [5]. The quality of 
the voice signal should not be sacrificed while design-
ing a speech signal-based system. However, speech 
signals can be damaged in practice due to a variety of 
disturbances such as echo, noise in the background, 
babbling noise babbling sound, and so on.  Speech 
enhancement technology [6] can improve not just 
the signal-to-noise ratio (SNR) and audio perception 
of collected speech as well as the resilience of speech 
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improvement and speaker verification systems. As a re-
sult, speech improvement in noisy contexts has gotten 
a lot of attention.

Speech intelligibility when utilizing in-vehicle speech 
applications has been impacted by engine noise and 
other noise sources, such as airflow from electric fans 
or automobile windows. Inside the car, the reflection 
of speech waves is employed to communicate particu-
larly between the front and back seat passengers. In 
addition to in-car disturbances, the quality of speech 
communication is generally poor. The speech signals 
are picked up by the microphone and the microphones 
are placed front seat headrest position.

Hands-free car kits and in-car speech recognition sys-
tems increasingly use single-channel noise reduction 
and beamformer arrays to reduce noise. Microphone 
array processing focuses on speech improvement and 
localization, particularly in noisy or reverberant situa-
tions [7]. A microphone array is used in the car to in-
crease voice communication quality. [8] A microphone 
array may gather data in the spatial domain as well as 
the temporal and frequency domains. The passenger 
dialogue inside the car, the sound of other equipment, 
and a wide range of interference effects are major chal-
lenges in the task of speech enhancement in-car envi-
ronment. The noise can be split into interference and 
desired noise depending on how the noise source and 
interference path differ from one another. Interference 
noise makes up the noise in a car. The aim of this paper 
is to improve speech quality under interference noise 
conditions. The primary goal of the proposed approach 
is to improve the speech quality in cars. To overcome 
this issue, a novel Beamforming based Deep learning 
Network (Bf-DLN) has been proposed for speech en-
hancement. The major contribution of the proposed 
method is;

•	 Initially, a pre-processing method known as the 
Least Constrained Minimum Variance (LCMV) is 
used to pre-process the collected microphone 
array signals. Consequently, the pre-processed 
signal is converted into an image using a time-
frequency representation.

•	 The Smoothed Pseudo-Wigner-Ville Distribution 
(SPWVD) transforms time-domain speech sig-
nals into images.

•	 The convolutional deep belief network (CDBN) 
receives these transformed signals as input to 
extract the most pertinent characteristics. By 
removing the interference source, the desired 
source is selected using the Enhanced Elephant 
Heard Algorithm (EEHA). 

•	 The experimental results show that the pro-
posed strategy is effective in removing back-
ground noise from the original speech signal.

The rest of the work is organized as follows: Section 2 
describes the literature survey, and the problem about 

the array position inside the car is addressed in section 
3. The proposed Source Separation for the car is given 
in section 4, outcomes are presented in section 5, Sec-
tion 6 encloses with conclusion and future work.

2. LITERATURE SURVEY

This section outlines the various investigations that 
have been carried out throughout the year to improve 
speech signaling. An overview of recent developments 
in the speech signal is given in this study.  

Gentet et al. [9] presented a speech enhancement al-
gorithm it increases the signal-to-noise ratio (SNR). The 
result showed that the technique has low-frequency 
noise. Speech intelligibility optimization problem with 
a fixed perceived loudness restriction is a major draw-
back. 

Alkaher et al. [10] presented the dual microphone 
speech enhancement for enhancing speech commu-
nication in cars. The Pareto optimization decreases the 
overall speech distortion and relative gain reduction. 
The result demonstrates the dual-microphone system 
enhanced howling detection sensitivity. The drawback 
is that howling sounds may occur even before the 
speech reinforcement (SR) system reaches instability. 

Saleem, N., et al. [11] suggested a Kalman filtering 
model with an augmented Bidirectional Gated Recur-
rent Unit (BiGRU) based on residual connections for 
speech enhancing and recognizing. With the use of the 
LibriSpeech dataset, the suggested method increased 
the quality, intelligibility, and word error rates under 
varied noisy situations by 35.52%, 18.79%, and 19.13%, 
respectively.

Chuang, S.Y., et al. [12] proposed an improved lite 
audio-visual speech enhancement (iLAVSE) algorithm 
for a car-driving scenario. Three stages are involved in 
the iLAVSE system: data preprocessing, AVSE based on 
CRNN, and reconstruction. It is also demonstrated that 
iLAVSE is suitable for real-world scenarios where supe-
rior audio-visual sensors might not always be available.

Tao et al. [13] presented the enhanced sound source 
localization and speech enhancement algorithm which 
reduce microphone cost and also reduces the complex-
ity. The dual-microphone sound algorithm effectively 
identifies the sound location, as well as the speech en-
hancement algorithm, is more resilient and adaptive 
than the previous method, according to experimental 
data. The biggest disadvantages are the high cost and 
high design requirements. 

Kothapally, V., et al. [14] proposed a subband spatio-
temporal beam former based on DL that can perform 
speech separation in a care setting with a reduced 
computation cost and inference time.They showed 
that the suggested strategy produces improved WER 
and objective scores using a variety of sub-band con-
figurations.



783Volume 14, Number 7, 2023

In Jolad, B and Khanai, R [15], speech signal qual-
ity can be improved by using a fractional competitive 
crowd search algorithm (FCCSA). When the suggested 
technique is evaluated using the UA speech database, 
it yields 0.930, 0.933, and 0.934 in terms of accuracy, 
specificity, and sensitivity.

Qian et al. [16] presented the car speech enhance-
ment system based on a combination of a deep belief 
network and wiener filtering. The deep belief networks 
(DBN) parameters are optimized by using the Quantum 
Particle Swarm Optimization (QPSO) algorithm. The 
results of the experiment demonstrated that the sug-
gested strategy may successfully reduce the original 
speech signal's noise signal and improve the speech 
signal.

Zhou, W., et al. [17], suggested a Meta-reinforcement 
learning paradigm by concentrating on few-shot learn-
ing for improving speech. The experiment's findings 
demonstrate that in comparison to state-of-the-art 
DNN-based SE methods under difficult conditions, 
where the environment noises are varied and the sig-
nals are non-stationary, this work achieves at least 
improvements of 1.3%~12.5% for a single shot and 
3.1%~14.3% for a five-shot scenario.

Table 1. Comparison of existing 
with the proposed method

Method Advantage Disadvantage

Speech intelligibility 
enhancement 

method for typical 
in-car [9]

To improve 
understanding 
by employing 

specialized speech 
transformation 

methods without 
altering the initial 

SNR

High computational 
complexity

dual microphone 
speech enhancement 

[10]

decreases the overall 
speech distortion 
and relative gain 
reduction using 

Pareto optimization.

howling sounds 
may occur even 

before the speech 
reinforcement (SR) 

system reaches 
instability

Kalman filtering 
model with 
augmented 

Bidirectional Gated 
Recurrent Unit 

(BiGRU) [11]

for speech enhancing 
and recognizing.

Do not eliminate 
echo

improved lite 
audio-visual speech 

enhancement 
(iLAVSE) algorithm 

[12]

suitable for real-
world scenarios

Failure of the sensor 
to record the visual 

signal is another 
source of low-quality 

visual data.

enhanced sound 
source localization 

and speech 
enhancement 
algorithm [13]

reduce microphone 
cost and also reduces 

the complexity

high cost and high 
design requirements

DL-based 
mel-subband 

spatiotemporal 
beamformer [14]

decreased 
computation cost 

and inference time

unstable speech 
signal

Fractional 
Competitive Crow 
Search Algorithm-

based speech 
Enhancement 

Generative 
Adversarial Network 

[15]

does not investigate 
in-vehicle speech 

recognition

high cost and low 
performance of the 

microphone

car speech 
enhancement 

system based on a 
combination of a 

deep belief network 
and wiener filtering 

[16]

eliminate the noise 
signal of the original 

speech signal and 
enhance the speech 

signal

High computational 
complexity

Meta-reinforcement 
learning paradigm 

by concentrating on 
few-shot learning 

[17]

decreased 
computation cost 

and complexity

higher complexity 
with an optimum 
number of layers

Proposed 
Beamforming-based 

Deep Learning 
Network (Bf-DLN)

improve the speech 
quality in cars, high 

performance for 
microphones, less 
computation and 

complexity

A limited number of 
the dataset is used 

for training and 
testing

Based on the literature review, a variety of deep learn-
ing techniques for improving speech were suggested. 
However, speech enhancement systems face chal-
lenges from unstable voice signals, poor microphone 
performance, expensive computing, and the problem 
of echo cancellation in the presence of background 
noise. To overcome the above challenges this research 
proposed a novel Beamforming based Deep learning 
Network (Bf-DLN) and its detailed process is presented 
in section 4.

3. PROBLEM fORMULATION

Consider a microphone array with N elements that 
captures D desirable voice signals. The received signal 
is corrupted by additive noise, which might be made up 
of white noise from a point source, a diffuse source, or 
both. The short-time Fourier transform (STFT) domain 
is used to construct the speech enhancement problem, 
with a time frame index x and the frequency index f. 
The microphone signal can be expressed as

(1)

Where t represents transpose. The decomposition of 
the received signal p(x, f) is given as follows:

(2)

where Ui, j (x,f)stands for the voice signal from the jth 

speaker as acquired by the ith microphone and Wi (x,f)  
stands for background and sensor noise.

Assuming that the ith microphone receives anechoic 
speech signals Ej (x,f) and a time-invariant ATF Hi,j (f) 
(assuming a static scenario), the observed speech signal 
can be approximated in the STFT domain as a multiplica-
tion of the anechoic signals and it hmicrophone, i.e. 

(3)
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Designing a beamformer Z(x,f) to ensure that the 
output signal is accurate is the problem.

(4)

Where Ht stands for conjugate-transpose, maximizes 
SNR for each of the S desired sources while preserving 
a response that is distortion-free for everyone.

4.  PROPOSED METHODOLOGY

There In this section, a novel Beamforming based 
Deep learning Network (Bf-DLN) has been proposed 

for speech enhancement. The overall block of the pro-
posed methodology is depicted in Fig.1. Initially, the 
captured microphone signals are pre-processed us-
ing an Adaptive beamforming technique named Least 
Constrained Minimum Variance (LCMV). Pre-processed 
signals are converted into images via Smoothed Pseu-
do-Wigner-Ville distribution (SPWVD). Therefore, the 
convolutional deep belief network (CDBN) is fed these 
modified images as input in order to extract the most 
relevant features. Enhanced Elephant Heard Algorithm 
(EEHA) is used for selecting the desired source by elimi-
nating the interference source.

fig. 1. Overall block of proposed Methodology

4.1. PRE-PROCESSING VIA  
 ADAPTIVE BEAMfORMING

Beamforming refers to the process by which signals 
from the microphone array create a beam pattern. 
Beamforming is a technique for reducing interference 
signals that come from various noisy directions. The an-
gle and frequency arriving from different directions can-
cel out the interference signal. It is utilized to increase 
the volume of speech signals coming from different di-
rections. When beamforming, it generates a signal that is 
less noisy than the reference microphone's signal while 
keeping the speech component intact. The LCMV beam-
former is a method frequently employed to solve the is-
sue of many desirable speakers' augmentation in noisy 
environments. It is defined as follows:

(5)

Where, . The required sources 
are constrained by an N×D matrix, where  for 
i=1,2,…D and gϵ{1….N} is the index of the reference 
microphone, which is often set to be 1 or the micro-
phone with the best input SNR. The associated restric-
tions are represented by the vector k=[1 1…1]t, of 
length D, and the spatial noise coherence matrix is rep-
resented by Φw. The well-known formula for solving the 
problem (5) is given by

(6)

In response to the necessary speech components, as 
detected by the microphone, the LCMV beamformer 
maintains a distortion-free response. When taking into 
account systems with scattered microphone arrays 
or arrays with huge apertures, the reference micro-
phone's signal might not be optimal in terms of SNR, 
or with less speech component power, for all intended 
speakers. For instance, when one of the desired speak-
ers is placed closest to a microphone nϵ{1,…,N)/{g} in 
a diffuse noise setting, this is to be expected. SNR for 
that speaker at the beamformer output is subsequently 
decreased as a result. The enhanced speech signals are 
converted into images by using SPWVD, which is briefly 
discussed in the next section.

4.2. SIGNAL TO IMAGE CONVERSION

Using Smoothed Pseudo-Wigner-Ville distribution, 
the pre-processed signals are transformed into pic-
tures. At low frequency, Wigner-Ville distributions re-
sult in a cross-term and a decrease. SPWVD is used to 
transform the time-domain filtered speech signals into 
Time-Frequency Representation (TFR), which over-
comes these difficulties. The SPWVD is subjected to 
independent time and frequency smoothing to attain 
maximum resolution. The time-frequency resolution 
of STFT and CWT is problematic, whereas SPWVD has 
a good resolution. The time-domain signals are trans-
formed into time-frequency representations in order 
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to follow the spectral domain. TFR stands for time, fre-
quency, and amplitude representation in area simulta-
neously. To enhance frequency resolution while carry-
ing out the quadratic time-frequency transforming, a 
sliding window is added to the SPWVD signal in both 
the frequency and time domains. In both the frequen-
cy and time domains, it is possible to separately choose 
the cross-term lessening window's length and sort. SP-
WVD has improved time-frequency cluster properties 
as a result. The mathematical formulation of SPWVD is 
as follows:

(7)

(8)

Where the cross-terms m(p) and n(p) decrease the 
temporal and frequency domain windows, respective-

ly. It is easy to alter the scales for frequency and tem-
poral domain smoothing. The windows' m(p) and n(p) 
lengths can be chosen separately.

4.3. fEATURE ExTRACTION USING 
 CONVOLUTIONAL DEEP BELIEf NEURAL  
 NETwORk

Convolutional deep belief networks (CDBNs) are de-
veloped from deep belief networks in several ways, in-
cluding how the building blocks are stacked, the way 
the network is trained, and even the building blocks 
themselves. In Fig. 2, the overall structure is depicted, 
and the main difference is how the building blocks are 
formed. CRBBMs (Convolutional Boltzmann Machines) 
are created using Boltzmann machines with convolu-
tional restrictions. The purpose of CRBM is to provide 
realistically sized images with scaling approaches.

fig. 2. Architecture of Deep Belief Network

The "convolutional" RBM is an extension of the "reg-
ular" RBM in which the weights between the hidden 
units and the input units are distributed over all loca-
tions in the hidden layer. A hidden layer Hl and an input 
layer Il make up the two layers of the CRBM. The input 
units are real-valued or binary-valued, whereas the hid-
den units are binary-valued.

Assume that the input layer's size is nIl
 and the hid-

den layer's size is nHl
. There are M filters (weights), WM  

each of which is convolutional with the input layer, and 
there are biases bM for each of the weights as well as c 
for the input layer. As defined below, the energy func-
tion with binary input is

(9)

Accordingly, a CRBM's energy function can be ex-
pressed as follows:

(10)

Following is a definition of the joint and conditional 
probability distributions:

(11)

(12)

(13)

Here, *v denotes valid convolution and *f denotes full 
convolution. where, . Similar to that of 
RBM, CRBM is trained using block Gibbs Sampling as 
an extension of Gibbs Sampling in order to maximize 
the similarity of distribution between the constructed 
input layer and the hidden layer and, in that case, ob-
tain the equilibrium state. Convolutional deep belief 
networks (CRBMs) use probabilistic max-pooling as a 
fundamental building component.

Calculating the precise gradient for the log-likelihood 
term is difficult while training convolutional RBMs. Con-
trastive divergence, however, is an efficient method for 
approximating the gradient. A sparsity penalty term is 
added to the log-likelihood goal since a typical CRBM is 
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significantly overcomplete. The training goal might be 
stated more precisely as

(14)

where Lsparsity is a penalty term that requires the hidden 
units to have sparse average activations and Llikelihood as-
sesses how well the CRBM approximates the distribution 
of the input data. The "capacity" of the network can be 
understood as being limited by this sparsity regulariza-
tion, which frequently produces feature representations 
that are simpler to understand. We stack the CRBMs to 
create a convolutional deep belief network once the pa-
rameters for each layer have been trained. Each training 
involves training the RBM of the lowest layer through 
each subsequent layer until the top layer is reached. In 
order to achieve its standard convolutional layer, CBRN 
uses a 3×3 convolutional kernel with 64 channels. Table 
2 displays the CBRN Net hyper parameter.

Table 2. Hyper parameter setting

Parameter Value
No. of Neurons 512

Learning rate 0.02

Activation function ReLu

No. of epochs 50

Batch size 100 -250

Dropout 0.03

There are several hyperparameters to tune, including 
the number of neurons, activation function, optimizer, 
learning rate, batch size, and epochs. Typically, the con-
nection weights of a neural network serve as its parame-
ters. During the training phase, these traits are revealed in 
this circumstance. Finally, CDBN feature learning is unsu-
pervised, allowing for extensive use of unlabeled images.

4.4. fEATURE SELECTION VIA ENHANCED 
 ELEPHANT HEAD ALGORITHM

The Elephant Herd Algorithm (EHA) algorithm is mod-
eled by the behavior and way of life of elephants. EHA is 
a heuristic intelligence system based on elephants' no-
madic lifestyles. Elephants exhibit social behavior and 
have a complicated structure of females and calves. 
The EHA algorithm selects the most pertinent features 
from the extracted speech image features. 

The number of elephants in this algorithm represents 
the features that were taken from the input layer; the 
most pertinent features are the best female elephant of 
the clan after the matriarch has passed away; and the 
irrelevant features represent the male elephants with 
the lowest fitness value. The suggested Enhanced El-
ephant Herd Algorithm's flowchart is shown in Figure 
3. Figure 3 shows the flowchart for the proposed En-
hanced Elephant Herd Algorithm.

A group of elephants is made up of several clans, each 
of which is led by a matriarch who may also have calves 
or other related females under her care. 

Following are some of the algorithm's recommended 
rules: Elephants live in clans, and each tribe has a set num-
ber of elephants. Each clan also has a matriarch, who is 
the clan's chief (the fittest elephant of the clan). A prede-
termined number of elephants (worst candidates) must 
depart the clan each generation, and all the elephants of 
a clan live together under the authority of the matriarch. 
Clan update and separation operators make up the two 
stages of the Elephant Herding Optimization algorithm.

fig. 3. Flow Diagram of the proposed Enhance EHO

The number of elephants in this algorithm represents 
the features that were taken from the input layer; the 
most pertinent features are the best female elephant of 
the clan after the matriarch has passed away; and the 
irrelevant features represent the male elephants with 
the lowest fitness value. The suggested Enhanced El-
ephant Herd Algorithm's flowchart is shown in Figure 
3. Figure 3 shows the flowchart for the proposed En-
hanced Elephant Herd Algorithm.

A group of elephants is made up of several clans, each 
of which is led by a matriarch who may also have calves 
or other related females under her care. Following are 
some of the algorithm's recommended rules: Elephants 
live in clans, and each tribe has a set number of elephants. 
Each clan also has a matriarch, who is the clan's chief (the 
fittest elephant of the clan). A predetermined number of 
elephants (worst candidates) must depart the clan each 
generation, and all the elephants of a clan live together 
under the authority of the matriarch. Clan update and 
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separation operators make up the two stages of the El-
ephant Herding Optimization algorithm.

The entire population of elephants is initially split up 
into ‘y’ clans. Each elephant mx denotes the new posi-
tion is influenced by the matriarch mx. The clan m_x 
elephant ‘y’ can be determined using

(15)

where [0,1] is a scaling factor, Pbest, mx
 is the location 

with the best fitness value inside clan "x", and Pn,mx,y
 rep-

resent the old and new positions of elephant "y" in clan 
x, respectively. With a normal distribution and a value 
between [0, 1], L is a random number. For each clan, the 
best elephant is determined using

(16)

where β ∈ [0,1] is a scaling factor that defines how 
the position of the clan leader Pn,mx,y

 will change for the 
following iteration depending on the effect of the clan 
center Pct,mx

. Eq. (12) is evaluated to determine a clan 
center's value:

(17)

Where the number of elephants in the clan is signi-
fied as Nmx

, the kth dimension of an individual elephant. 
In Eq. (16), the update of the matriarch position is re-
lated to the information of all members of the clan.

The worst solution individuals are replaced by ran-
domly initialized individuals during the separation 
procedure. It expands the population of elephants and 
enhances their capacity for exploration. The least valu-
able elephants in each tribe are relocated to the posi-
tion indicated by

(18)

where Pw,mx
 is the position with the worst fitness value 

in clan ‘x’; PMin and PMax are the upper and lower bound 
of the elephant’s position, respectively; L is a random 
number with a normal distribution in the range [0, 1].

The slower convergence rate that results from using 
random numbers is due to problems like lack of exploi-
tation and random replacement of the poorest person. 
To address this problem, the LF mode is used with the 
EHO. The LF is represented by,

(19)

Equations 18 and 19 are combined to progress EHA 
with LF as follows:

(20)

As a result, the EEHA specifies the following as the 
most important features:

The features that were randomly chosen are then 
added together after the inputs given are multiplied by 

(22)

The input features are shown as RFx, the weight val-
ues are shown as w_x, and the bias value is shown as 
Bx where the IL is shown as Ix. The enhanced image of 
a speech signal is converted into signals by using the 
Inverse SPWVD technique.

5. RESULT AND DISCUSSION 

These sections provide details of the experiment and 
discuss the simulation's results. In the following sec-
tion, the effectiveness of a speech enhancement sys-
tem based on the proposed Beamforming-based Deep 
Learning Network (Bf-DLN) methodology is assessed. 
The study includes three types of speech: speech with 
ambient noise, speech with a source of interference, and 
speech with both sources of interference and ambient 
noise. The required interference speech is used as an in-
put source, and MATLAB is used to display the findings.

5.1.  ExPERIMENTAL SETUP

Two unidirectional microphones in a silent car were 
used to record recorded speech at an 8kHz sample rate 
to create the inputs. Then, to create realistic in-vehicle 
noisy speech signals, actual in-car noise that was re-
corded using the identical setup with the car driving in 
a typical motorway condition was mixed with the clean 
speech. The center of the vehicle is where the two mi-
crophones are situated. The desired source data and in-
terference data are provided by two speakers, SP1 and 
SP2, respectively. Both microphones are mounted on a 
car's rear unit layout, 0.1 meters apart from the speak-
ers. The center of the back unit holds the microphone 
array. The intended source is set to speaker 1, and the 
interfering source is set to speaker 2.

fig. 4. Realtime data collection setup

With various combinations of input sources at vari-
ous angles, 30 sets of data in all were obtained. 

The parameters used in the suggested method are 
shown in Table 1. 16 KHz sampling is used for the speech. 
With segSNR values roughly ranging from -8 dB to -3 dB, 
noise degrades the signals under various circumstances.

(21)

the feature vectors. The mathematical representation 
of the input layer is,
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Table 3. Simulation Parameters

Characteristic Parameter
No. of sources 2

Source classifications source of speech

Number of mics 2

Sampling rate 8kHz

Size of the FFT window 512

(a)

(b)

(c)

fig 5. Spectrograms (a) clean image (b) Noisy image 
(c) Signal enhanced by the proposed method

Figure 5 displays the spectrograms for (a) clear speech, 
(b) noisy speech and (c) signal increased by the suggest-
ed approach. By comparing (b) and (c), it is clear that the 
suggested Bf-DLN effectively enhances the noise com-
ponents by demonstrating the method's efficacy.

5.2. ExPERIMENTAL RESULT

The effectiveness of the proposed technique is as-
sessed in comparison to existing methods using the 
perceptual assessment of speech quality (PESQ), short-
time objective intelligence (STOI), segmental SNR 
improvement (SSNRI), and signal-to-distortion ratio 
(SDR). The comparative analysis section evaluates the 
effectiveness of both the existing and the suggested 
technique. The effectiveness of the various current ap-
proaches is evaluated in this section. In addition, we 
provide performance under various speech and noise 
SNRs to provide a more complete evaluation of speech 
quality. Performance scores such as PESQ, STOI, SSNRI, 
and low SDR reflect improved performance. 

Increased speech signal quality and intelligibility 
are a benefit of GCN [18], but it predicts lower sound 
quality when used with non-parallel data. On the other 
hand, DNN-C [19] has the advantage of improving the 
corresponding noisy input, and all of the channel-wise 
enhanced outputs are fed into a DNN fusion model to 
produce a practically clean signal. However, it performs 
poorly for improving the signal. Additionally, Bi-LSTM 
[20] can extract local and global characteristics and 
achieves competitive results; its main drawback is a 
high computational cost.

Table 4. Comparison of proposed with an existing 
method for Microphone 1

Methods PESQ STOI SSNRI SDR
Noisy 1.54 0.57 0.00 5.14

GCN [18] 1.68 0.62 7.51 3.84

DNN-C [19] 1.75 0.69 9.52 5.29

Two-stage Bi-LSTM [20] 1.82 0.72 10.45 7.15

Proposed 1.92 0.79 11.5 9.24

Table 5. Comparison of proposed with an existing 
method for Microphone 2

Methods PESQ STOI SSNRI SDR
Noisy 1.72 0.668 0.00 3.18

GCN [18] 1.54 0.672 5.12 4.15

DNN-C [19] 1.81 0.752 7.15 6.47

Two-stage Bi-LSTM [20] 1.86 0.842 9.157 7.15

Proposed 1.99 0.954 12.45 9.15

Increased speech signal quality and intelligibility 
are a benefit of GCN [18], but it predicts lower sound 
quality when used with non-parallel data. On the other 
hand, DNN-C [19] has the advantage of improving the 
corresponding noisy input, and all of the channel-wise 
enhanced outputs are fed into a DNN fusion model to 
produce a practically clean signal. However, it performs 
poorly for improving the signal. Additionally, Bi-LSTM 
[20] can extract local and global characteristics and 
achieves competitive results; its main drawback is a 
high computational cost.

The results show that the proposed method per-
forms better than other GCN [18], DNN-C [19], and Bi-
LSTM [20] methods when evaluated at various SNRs, 
proving the model's efficacy. Tables IV and V show the 
averaged STOI, PESR, SSNRI, and SDR scores for the in-
put signal and enhanced output signal of the two-mi-
crophone used in the proposed method. The proposed 
models outperform the current methods in terms of 
STOI, PESQ, SSNRI score, and SDR.

(a)

(b)
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(c)

(d)

fig. 6. Performance of (a) STOI, (b) PESQ, (c) SDR, 
and (d) SSNRI metrics for different SNR levels

In Fig. 6, we analyze the outcomes at various SNR levels. 
Results for a linear array with two microphones at seven 
different SNR levels [-8.5, -6.5, -3, 0, 3, 6.5, 8.5] (dB).  are 
displayed. Generally speaking, negative SNR values yield 
greater performance increases than positive ones. We can 
see that the proposed Bf-DLN approach improves SDR 
over the noisy case by more than 8.25 dB for -8.5 dB in-
put SNR. Only 3.48 dB of SDR improvement is seen for the 
input SNR with the highest values. Additionally, we note 
that the proposed model outperforms GCN, DNN-C, and 
Bi-LSTM across the board for SNR values. The proposed 
model has 0.95, 1.54, and 4.26 improvement on STOI, 
PESQ, and SDR, respectively. The performance of the SS-
NIR also improved compared to the existing techniques.

6. CONCLUSION

In this paper, a novel Beamforming based Deep learn-
ing Network (Bf-DLN) has been proposed for speech 
enhancement. Initially, the captured microphone array 
signals are pre-processed using an Adaptive beam-
forming technique named Least Constrained Minimum 
Variance (LCMV).  Consequently, the proposed method 
uses a time-frequency representation to transform the 
pre-processed data into an image. Time-domain speech 
signals are converted into pictures using the smoothed 
pseudo-Wigner-Ville distribution (SPWVD).  These con-
verted images are given as input to the convolutional 
deep belief network (CDBN) for extracting the most 
relevant features. Enhanced Elephant Heard Algorithm 
(EEHA) is used for selecting the desired source by elimi-
nating the interference source. The experimental result 
demonstrates the effectiveness of the proposed strat-
egy in removing background noise from the original 
speech signal. The proposed strategy outperforms ex-
isting methods in terms of PESQ, STOI, SSNRI, and SNR. 
Results indicate the superiority of our approach when 
compared to prior state-of-the-art methods.
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Abstract – The field of speech recognition has made human-machine voice interaction more convenient. Recognizing spoken digits 
is particularly useful for communication that involves numbers, such as providing a registration code, cellphone number, score, or 
account number. This article discusses our experience with Amazigh's Automatic Speech Recognition (ASR) using a deep learning-
based approach. Our method involves using a convolutional neural network (CNN) with Mel-Frequency Cepstral Coefficients (MFCC) 
to analyze audio samples and generate spectrograms. We gathered a database of numerals from zero to nine spoken by 42 native 
Amazigh speakers, consisting of men and women between the ages of 20 and 40, to recognize Amazigh numerals. Our experimental 
results demonstrate that spoken digits in Amazigh can be recognized with an accuracy of 91.75%, 93% precision, and 92% recall. The 
preliminary outcomes we have achieved show great satisfaction when compared to the size of the training database. This motivates 
us to further enhance the system's performance in order to attain a higher rate of recognition. Our findings align with those reported 
in the existing literature.

Keywords: CNN, ASR, Deep learning, digit, Amazigh, speech

1.  INTRODUCTION

Amazigh is a North African language that is spoken by 
50% of Moroccans. There are 4 vowels, 27 consonants, 2 
semi-consonants, and 33 graphemes in the Amazigh lan-
guage [1], This refers to the Tifinagh letters used in Moroc-
co. Automatic Speech Recognition (ASR) is a challenging 
task in the Amazigh language due to its morphological 
complexity, language barrier, dialects, and resource limi-
tations. ASR now has a wide range of applications that are 
both diverse and challenging, especially when combined 
with deep learning, a branch of machine learning [2]. It 
incorporates several techniques and features that mimic 
human thought and behavior. Deep learning algorithms 
modify the input values through a hierarchy of nonlinear 
transformations, and as an output, they create statistical 
models that are capable of independently anticipating 
future events [3]. Deep learning techniques require more 
processing power and a large amount of training data [2]. 

Artificial neural networks (ANN) [4], convolutional neural 
networks (CNN) [5], and recurrent neural networks (RNN) 
[6] are only a few examples of the numerous types of neu-
ral networks. The most popular deep neural network for 
understanding and interpreting visual data is a convolu-
tional neural network [2].

In this work, we present the creation and evaluation 
of an Amazigh speech recognition system based on 
the MFCC and CNN approach. Our study focuses on 
harnessing the potential of these techniques to de-
velop an accurate and efficient system for recognizing 
Amazigh speech. The focal point of this paper is our 
CNN model, which is designed to process input images 
of MFCC features that are extracted from audio signals. 
Our approach to addressing the complexity of audio 
classification involves reframing it as an image classi-
fication problem, using plots of the MFCC features as 
inputs to the CNN model. This innovative strategy is a 
key contribution to our work.
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The rest of the paper is organized as follows: Sect. 
2 presents the related works. Section 3 presents our 
methodology and system preparation. Section 4 shows 
the system's results and performance. Finally, Sect. 5 
concludes the paper.

2. LITERATURE REVIEW 

Several studies have recently examined Moroccan 
Amazigh speech recognition systems, with a particu-
lar emphasis on the Interactive Voice Response (IVR) 
system [7]. This system was evaluated by the authors 
for its ability to identify speaker-independent Amazigh 
digits in loud environments at different decibel levels. 
The researchers discovered that digits containing the 
consonant "S" were the most affected.

An automated voice recognition system for Amazigh 
has been developed by Telmem and Ghanou [8]. The 
authors trained and assessed the system for different 
Gaussian values ranging from 1 to 256 by using HMMs 
with 3 and 5 states. After training with 128 Gaussian 
mixture models and 5 HMM state numbers, the system 
performed best. They achieved a system rate of 90%.

Ghazi and Dawi [9] utilized Amazigh numerical con-
struction principles in developing ASR. Their strategy in-
volved generating associated numbers from an unrelat-
ed single number ranging from 1 to 10. This method en-
abled the expansion of the Amazigh accent in ASR. The 
researchers concluded that the results were satisfactory, 
taking into account the size of the learning database.

Satori and El Haoussi [10] have evaluated the inde-
pendence of the speech recognition system through 
the use of "Alphadigits", a speech database contain-
ing Amazigh numbers and letters pronounced by na-
tive speakers. They built the system using CMU Sphinx, 
which is an HMM-based approach. The best results 
were achieved when they trained the system with 16 
GMMs and 5 HMMs, with an accuracy rate of 92.89%.

 Ghazi et al. [11] developed an Amazigh ASR based on 
the transcription of the Tifinaghe alphabet, which was 
authorized by the Royal Institute of Culture Amazigh 
(IRCAM). They compared the efficacy of dynamic pro-
gramming and HMM approaches. Despite the limited 
number of speakers and the size of the dataset, the 
HMM method outperformed dynamic programming. 
This highlights the effectiveness of probabilistic tech-
niques and stochastic models in speech recognition.

Zealouk O. et al. [12] conducted an assessment of 
the Sphinx toolset for open-source voice recognition. 
They specifically compared the use of Pocketsphinx 
and Sphinx-4 decoders, examining the tradeoff be-
tween identification accuracy and computational cost. 
Notably, the evaluation was carried out in the Amazigh 
language. Their system was trained to detect the first 
10 Amazigh digits using 5 Hidden Markov model states 
(HMMs) with 16 Gaussian mixture models (GMMs) 
and the Mel frequency spectral coefficients (MFCCs). 

According to the gathered testing findings, the Pock-
etsphinx toolbox recorded the highest recognition rate.

Hamidi M. et al. [13] developed a safe VoIP network-
based interactive Amazigh speech system. They exam-
ine interactive voice response (IVR) solutions for manag-
ing backup and firewall responsibilities in their research. 
Based on HMM automatic speech recognition, a voice 
platform was created. To increase security, the biological 
voiceprint is employed for identification and manage-
ment tasks. The Amazigh language's 10 starting numer-
als, 33 alphabets, and five words have all been taught to 
the voice recognition system. They experimented with 
the network's remote voice control administration sys-
tem by altering the IVR and ASR system parameters. Ac-
cording to their study, the system works best for admin 
tests when trained with three HMMs and eight GMMs. 
The non-admin recognition rate, however, is less than 
5%, demonstrating the system's security. 

Lounnas K. et al. [14] reported a series of research 
using a hybrid methodology to improve spoken digit 
recognition for under-resourced languages of the 
Maghreb region. The value of including a dialect iden-
tification module in an Automatic Speech Recognition 
(ASR) system has been shown in earlier research. To en-
able the ASR system to recognize numbers spoken in 
many languages, they trained their hybrid system on 
the Moroccan Arabic Dialect (MAD), Algerian Arabic 
Dialect (AAD), and Moroccan Amazigh Dialect (MAD) 
in addition to Modern Standard Arabic. They inves-
tigated two deep learning models and five machine 
learning classifiers, the second of which uses two pre-
trained models: residual deep neural networks (RDN), 
and the first of which is based on convolutional neural 
networks (CNN) (Resnet50 and Resnet101).  The CNN 
model outperforms the other recommended methods, 
increasing the spoken digit recognition system's per-
formance by 20% for both Moroccan and Algerian lan-
guages, according to the data.

3. METHODOLOGY 

There are six essential steps in the process for CNN-
based digit identification in the Amazigh language, 
which is depicted in Fig. 1.

Fig. 1. Steps for proposed model
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3.1. DATA COLLECTION

42 native Amazigh speakers were selected for this 
study to take part in the data collection. All of the volun-
teers that spoke were between the ages of 20 and 40. The 
audio database was recorded using the Audacity soft-
ware. The numbers from 0 to 9 were spoken ten times 
each by each speaker. Table 1 displays the 0 to 9 digits of 
the dataset in Amazigh with English transcription. 4200 
occurrences (42 speakers * 10 digits * 10 occurrences) 
were used for the proposed speech recognition model. 
We have chosen to divide the data into three categories: 
60% for training, 20% for validation, and 20% for testing 
to assure the speaker-independent component.

Table 1. Dataset of digits (0 to 9) in Amazigh and 
English representation.

Amazigh  
digits

English 
transcription

Tifinagh 
transcription

Number of 
syllables Syllables

ILEM ZERO ⵢⵍⵓⵎ 2 VCVC

YAN ONE ⵢⴰⵏ 1 CVC

SIN TWO ⵙⵉⵏ 1 CVC
KṚAḌ THREE ⴽⵕⴰⴹ 1 CCVC
KKUẒ FOUR ⴽⴽⵓⵥ 1 CCVC

SEMMUS FIVE ⵙⵎⵎⵓⵙ 2 CVCCVC
ṢḌIṢ SIX ⵙⴹⵉⵚ 1 CCVC
SA SEVEN ⵙⴰ 1 CV

TAM EIGHT ⵜⴰⵎ 1 CVC
TẒA NINE ⵜⵥⴰ 1 CCV

3.2. SIGNAL PROCESSING

Each speaker's recordings were saved as a ".wav" file. 
To ensure that all of the signal's digits were recorded, 
the right phrase was kept in the database, and the 
wrong ones were repeated until reliable and secure 
recordings were created, each utterance was repeated 
throughout the recording session.

Speakers were told to record all digits in one voice 
recording file (with 10 repetitions) to make the work of 
recording easier. The output files were cleaned up and 
reduced to a single-word signal (one repetition of each 
word in each audio file).

3.3. ExTRACTING MFCCS

We approach the challenge of categorizing audio as 
an image classification task in our method. To be em-
ployed with CNN models, audio recording data must 
be represented in the visual domain, that is the reason 
we opted to utilize MFCC (Mel Frequency Cepstral Co-
efficients [15-17].

Mel-Frequency Cepstral Coefficients (MFCC) is a widely 
used technique in digital signal processing and speech 
recognition. MFCC allows for the extraction of audio 
signal features that can be utilized in various signal pro-
cessing applications and speech recognition tasks. The 
core concept behind MFCC is based on the observa-
tion that the human auditory system is attuned to 

logarithmically-spaced frequency bands, rather than 
linearly-spaced ones. To better simulate this experi-
ence, MFCC maps the audio spectrum onto the mel-
scale, a logarithmic scale that more closely resembles 
how humans perceive sound. The first step in the MFCC 
extraction process is to preprocess the audio signal by 
removing noise and artifacts using methods like win-
dowing and filtering. The signal is then split into brief 
frames that typically last 20 to 30 milliseconds. For each 
frame, a power spectrum is computed using a Fast Fou-
rier Transform. A filter bank made up of triangle filters 
that overlap and are evenly placed on the Mel scale is 
then used to translate the power spectrum into the Mel 
scale. The discrete cosine transform (DCT) is then ap-
plied to the resulting mel-scaled spectrum to produce 
the MFCCs, a collection of coefficients that describe the 
signal's spectral envelope. Typically, just the first 10 to 
20 MFCC coefficients are employed for speech recog-
nition tasks since these are the ones that contain the 
majority of the data necessary to distinguish between 
various phonemes and words.

In our case, we took 13 Coefficients, plus Delta 1 and 
Delta 2, a total of 39 in each frame of 31.25 ms. Table 
2 displays the parameters that were used to generate 
the MFCC.

Table 2. Librosa parameter values for MFCC 
generation

Parameters Values
Sample rate 16000

Window length 512

hop length 128

Overlap 384

Window function Hann

FFT Length 512

Below is an illustration of the grayscale MFCC spectro-
gram, generated using the librosa.feature.mfcc function 
from the librosa Python library for audio analysis [10].

Fig. 2. MFCC Spectrogram of a Digit Spoken in 
Amazigh
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When we usually see an MFCC spectrogram (Fig. 2), 
we see it in color, the role of these colors is to facilitate 
the reading and understanding for the viewer, and it is 
not necessary, the spectral information can be repre-
sented using only black and white. The use of grayscale 
will be of great benefit at the level of computational 
cost, as using color, the input matrix dimension will be 
(256×256×3), but using Grayscale representation, the 
input dimension will be only (256×256×1).

3.4 PREPARING MODEL

The dataset consists of 4200 instances from both 
male and female speakers. It consists of 10 recordings 
of the numbers 0 through 9 being uttered. The data-
set was recorded as 16000 Hz monophonic 16-bit au-
dio files in .wav format using the Audacity program. 
Google Colab is used to construct and execute neural 
networks and acquire GPU and TPU as a runtime en-
vironment. The usage of it is free. The Librosa Python 
Library is used to extract spectrograms from audio files.

Training, validation, and testing data are split up into 
three groups with the ratios 60:20:20. The dataset is di-
vided based on speakers, using 25 speakers for training, 
8 speakers for validation, and 9 speakers for testing in 
order to have all the audio samples for the same speak-
er in only one split (training, or validation, or testing). It 
was carried out utilizing the train_test_split function of 
the Python “sklearn” module (see Fig. 3).

We preserved the same number of speakers across all 
datasets while reducing the number of repetitions for 
each number; for example, in the case of 100%, there 
are 10 iterations, 42 speakers, and 4200 total samples. 
While in the case of 70%, there is the same number of 
speakers (42), but there are only 7 repeats of each num-
ber, therefore there will be 2940 samples in total. Thus, 
if the percentage is 40%, there will be 1680 samples in 
total. 

The Keras interface and TensorFlow library are used 
to implement our model in Python. 

There are ten classes, numbered from 0 to 9, for each 
spectrogram picture. The following step is to separate 
the data into training, validation, and testing sets. Us-

ing sequential types, we built a layer-by-layer model in 
Keras.

The first convolutional layer (C1), which has 96 ker-
nels with symmetrical shapes of sizes (11×11) and 
stride settings of (2×2) pixels, receives input pictures 
from the spectrogram during the training phase. A sec-
ond convolution layer (C2) with 256 kernels of (5×5) is 
added after a maximum pooling layer (P1) of size (3×3) 
and a stride of (2×2). The second Maximum Pooling 
layer (P2) is identical to the first (P1). The last maximum 
pooling layer (P3) has a size of (2×2) and a final convo-
lutional layer (C3) with 384 kernels of (3×3). Between 
the convolutional layers and the maximum pooling lay-
ers, batch normalization is implemented.

Fully connected layers (FC) of sizes 1024 (FC1), 1024 
(FC2), and 10 (FC3) are positioned after the feature 
learning phase. Except for the last dense layer (FC3), 
which uses a Softmax activation function, all convo-
lutional layers and dense layers employ the activation 
function ReLu (Rectified Linear Activation). A dropout 
layer with a value of 0.2 dropout rate is put after the 
Fully Connected layers (FC1) and (FC2). Fig. 4 depicts 
our CNN architecture.

Once all of the model's parameters have been speci-
fied, three parameters are utilized during compilation. 
Loss, metrics, and optimizers are all involved in the 
compilation process. SGD (Stochastic Gradient De-
scent) is incorporated from Keras with a momentum of 
0.9 since it is an iterative method for maximizing the 
objective function. Sparse categorical cross-entropy is 
the name of the loss function that is used to estimate 
the performance of the model. The third parameter, the 
accuracy metric, is used to show the model's accuracy 
on the validation data.

3.5 TRAINING MODEL

A model is trained using training data, validation as 
test data, and the fit () function. The total number of 
data model cycles is determined by epochs. Up to a 
point, better model performance can be achieved by 
adding more epochs. The recommended model was 
used to analyze the neural network's performance 
across 250 epochs.

Fig. 3. Training, validation and test division of the dataset
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Fig. 4. Convolutional Neural Network

To determine test accuracy, one uses the model 
evaluation function. Sklearn's classification report and 
confusion matrix were used. To get information on the 
accuracy, recall, and f1-score of each test digit, the clas-
sification report was invoked.

4. RESULT AND DISCUSSION

The model is run three times with datasets of 1680, 
2940, and 4200 digits, respectively. The outcomes of 
the outcome analysis utilizing several data sets are 
displayed in Table 3. The 4200 dataset values yielded 
the greatest results; the accuracy after the first iteration 
was 88.13%, with 89% precision and 89% recall. With 
2940 samples in the second iteration, accuracy was 
91.25%, precision was 91%, and recall was 91%. The 
third iteration produces 91.75% accuracy, 93% preci-
sion, and 92% recall with 4200 occurrences.

Table 3. Result analysis with various dataset sizes.

Experiment 
No.

Data 
set 
size

No. of 
Epochs

Batch 
size

Accuracy 
%

Precision 
%

Recall 
%

1 1680 250 32 88.13 89 88

2 2940 250 32 91.25 91 91

3 4200 250 32 91.75 93 92

The analysis demonstrates that when dataset sizes 
grow, recognition accuracy grows as well.

For a Dataset of 1680, 320 samples in testing (32 sam-
ples per digit):

Table 4. Classification report 40% dataset.

precision recall f1-score
ILEM 90 88 89

YAN 76 81 79

SIN 94 97 95

KRAD 79 97 87

KKUZ 97 88 92

SEMMUS 97 91 94

ṢḌIṢ 100 100 100

SA 88 69 77

TAM 93 84 89

TẒA 74 88 80

In the first experiment, the number “SDIS” had the 
greatest recall (100%), followed by “SIN”, and ”KRAD” 
(97% each of them). In addition, the number “SA” gave 
the worst recall (69%) (see Table 4).

As for Precision, the number “SDIS” had a perfect 
classification (100%), “KKUZ” and “SEMMUS” got second 
place with 97%, while numbers “TZA”, “YAN” and “KRAD” 
got the worst (74%, 76%, and 79%). In this experiment, 
a significant difference was observed between preci-
sion and Recall, concerning the digit “SA” (19%) and 
digit “KRAD” (18%) (see Fig. 5).

Fig. 5. The Confusion matrix of our CNN model with 
the 40% of the dataset.

For a Dataset of 2940, 560 samples in testing (56 sam-
ples per digit):
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Table 5. Classification report 70% dataset.

precision recall f1-score
ILEM 94 80 87
YAN 79 88 83
SIN 88 100 93

KRAD 97 100 98
KKUZ 100 100 100

SEMMUS 100 96 98
ṢḌIṢ 97 100 98
SA 84 77 80

TAM 96 88 92
TẒA 81 84 82

In the second experiment, and with the increase of 
data to 70%, a change occurred in the classification. 
“SDIS” has no longer the only perfect recall, “KKUZ”, 
“KRAD”, and “SIN” had also 100% of recall, the worst re-
call is still the commentator with numbers “ILEM” and 
“SA” (80% and 77%). Looking at the precision, the num-
ber “KKUZ” and “SEMMUS” have a perfect precision 
(100%), and the number “YAN” got the worst precision 
(79%) although his precision improved compared to the 
first experience. We noticed here that the biggest differ-
ence between Precision and Recall was with the number 
“ILEM” with a difference of (14%) (see Table 5 and Fig. 6).

Fig. 6. The Confusion matrix of our CNN model with 
the 70% of the dataset

For a Dataset of 4200, 800 samples in testing (80 sam-
ples per digit):

Table 6. Classification report 100% dataset

precision recall f1-score
ILEM 98 74 84
YAN 72 89 80
SIN 87 99 92

KRAD 99 100 99
KKUZ 98 100 99

SEMMUS 100 97 99
ṢḌIṢ 100 100 100
SA 87 84 85

TAM 100 88 93
TẒA 84 88 86

In the third experiment, what happened in the sec-
ond experiment was confirmed, “SDIS”, “KRAD”, and 
“KKUZ” have perfect recall classification (100%), fol-
lowed by “SIN” (99%), these top four, the same were the 
first in the previous experiment. The worst recalls are 
still like the previous experiment with an exchange in 
order, “SA” with 84%, and “ILEM” with 74%. Also in terms 
of Precision, the last five orders remained the same as 
in the previous experiment, while “SDIS”, “SEMMUS” 
and “TAM” got perfect precision (100%) (see Table 6 
and Fig. 7). 

The numbers "SA" and "TZA" were frequently men-
tioned when discussing the worst classifications. The con-
fusion matrix in Tables 4, 5, and 6 explains why "SA" and 
"TZA" received low ratings. We observe that our system 
often confuses the two digits "SA" and "TZA". We speculate 
that this may be due to their similar pronunciation.

Fig. 7. The Confusion matrix of our CNN model with 
the 100% of the dataset

Our realized study has been contrasted with other 
studies that sought to identify speech in the Amazigh 
language. Table 7 presents a range of results obtained 
from prior studies. The Amazigh voice recognition sys-
tem was created by Telmem, M., and Ghanou, Y [18]. It 
was built on MFCC and CNN, and it was able to recog-
nize 33 letters of the Amazigh language with an accura-
cy of up to 93.90% from 4620 samples (80:10:10). Satori 
and El Haoussi (2014) [11] made use of a voice database 
that included native Amazigh speakers' utterances of 
Amazigh numerals and letters. This system was built 
using a system based on HMMs and CMU Sphinx, with 
feature extraction performed using MFCC. The great-
est performance, with a score of 92.89%, came from 
the recognition results employing 16 Gaussian mixed 
models and five fixed HMM states. With the use of 
Pocketsphinx, Zealouk O. et al. [13] developed a system 
consisting of 5 HMMs and 16 GMMs. They also took ad-
vantage of the MFCC's feature extraction capabilities, 
which resulted in a top classification rate of 92.14% for 
Amazigh digits. Using a Raspberry Pi, Barkani, F. et al. 
[19] research Amazigh speech recognition and devel-
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op a system based on MFCCs, 3 HMMs, and 16 GMMs. 
Words in Amazigh were given to the algorithm, and it 
performed at its best (90.43%).

Table 7. Results of different approaches

Ref year Approach Best 
parameters Accuracy

Our Work 2023 MFCC + 
CNN ---------- 91.75%

[13] 2022
MFCC +  
HMM +  
GMM

5 HMMs + 
16 GMMs 92.14%

[18] 2021 MFCC + 
CNN ---------- 93.90%

[19] 2020
MFCC +  
HMM +  
GMM

3 HMMs + 
16 GMMs 90.43%

[11] 2014
MFCC + 
HMM +   
GMM

5 HMMs + 
16 GMMs 92.89%

5. CONCLUSION

In this study, the first 10 Moroccan Amazigh dig-
its were used to assess the ASR speaker-independent 
system. Our system, which uses MFCC Spectrograms 
as the basis for feature extraction, was built using the 
convolutional neural network. As part of this endeavor, 
the first 10 Amazigh language digits were developed as 
a speech database called "Amazigh digits," which was 
used in the system's training and testing stages. The 
findings we have provided show that our Amazigh ASR 
system is independent of the speaker and that it agrees 
with the findings of [13][18][19][11]. Our obtained re-
sults show that the best-achieved accuracy is 91.75%.
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Abstract – Timely detection of heart diseases is crucial for treating cardiac patients prior to the occurrence of any fatality. Automated 
early detection of these diseases is a necessity in areas where specialized doctors are limited. Deep learning methods provided with 
a decent set of heart disease data can be used to achieve this. This article proposes a robust heart disease prediction strategy using 
genetic algorithms and ensemble deep learning techniques. The efficiency of genetic algorithms is utilized to select more significant 
features from a high-dimensional dataset, combined with deep learning techniques such as Adaptive Neuro-Fuzzy Inference System 
(ANFIS), Multi-Layer Perceptron (MLP), and Radial Basis Function (RBF), to achieve the goal. The boosting algorithm, Logit Boost, is 
made use of as a meta-learning classifier for predicting heart disease. The Cleveland heart disease dataset found in the UCI repository 
yields an overall accuracy of 99.66%, which is higher than many of the most efficient approaches now in existence.
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1.  INTRODUCTION

The World Health Organization (WHO) considers cor-
onary artery problems as the significant reason for peo-
ple’s death worldwide. Their estimation shows about 
32% of the world's population is deceased yearly due 
to CVDs [1] Moreover, according to the Centers for Dis-
ease Control and Prevention (CDC) in the United States 
of America, one civilian dies every second succumbing 
to CVD [2]. In addition, the country spent nearly $407.3 
billion from 2018 to 2019 on heart diseases. The Ameri-
can Heart Association's statistics for heart disease and 
stroke in 2023 estimate that the yearly direct costs of 
CVD increased from $103.5 billion in 1996–1997 to 
$251.4 billion in 2018–2019 [3]. So, CVDs have an im-
pact not only on human fitness but also on the finan-
cial side and the expense of countries. A crucial way to 
decrease this record is to detect CVDs early. But, the 
identification of CVDs with traditional medical exami-
nations is quite challenging, takes up a great deal of 
time, and is expensive. Thus, the early determination of 
heart disease in developing countries is risky due to the 

shortage of conventional examination tools and medi-
cal practitioners [4,5]. 

The growth in the artificial intelligence field, mainly 
in the areas of data mining and machine learning pro-
cedures, can be well utilized in clinical research. These 
techniques can be used to effectively diagnose heart 
diseases in a benignly and cost-effectively manner. In 
the literature, there are numerous cardiovascular disease 
diagnostic algorithms proposed by different researchers 
over the years. To extract needed knowledge in an orga-
nized manner from high-dimensional unorganized data, 
various data mining techniques have been proposed [6, 
7]. However, the obtained data may still contain redun-
dant and irrelevant features that can confuse for classifi-
cation algorithms, resulting in high time complexity and 
poor performance. Incorporating a good feature selec-
tion process is necessary for any heart disease predictive 
system. Furthermore, among the available classification 
algorithms, deep learning methodologies are currently 
considered one of the researcher's favorite disciplines. 
Therefore, this work proposes a robust CVD prediction 
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algorithm using the evolutionary power of genetic al-
gorithms along with an ensemble of three established 
deep learning neural networks such as Multilayer Per-
ceptron (MLP), Radial Basis Function (RBF), and Adaptive 
Neuro-Fuzzy Inference System (ANFIS). The findings of 
the experiment demonstrate that, when compared to 
current approaches, this suggested ensemble learning 
system has a strong competence in predicting cardio-
vascular illness.

The rest of this work is put together as follows: An 
overview of the literature on alternative heart disease 
prediction techniques is presented in Section 2. A com-
prehensive explanation of the suggested methodology 
can be found in Section 3. The experimental findings are 
discussed in Section 4 along with a comparison to exist-
ing methods. The conclusion is presented in Section 5.

2. RELATED WORKS

Over the years of research on the automated diagno-
sis of cardiovascular diseases, many researchers have 
suggested different data mining and classification al-
gorithms. Many researchers have tried to incorporate 
Genetic Algorithms (GA) into heart disease predictions 
to select the most relevant attributes. The significance 
of the GA is to categorize the relevant features from the 
raw data set that could represent the whole more ac-
curately. The fitness function used in this GA identifies 
the best attributes from the whole dataset. 

Gokulnath and Shantharajah [8] proposed GA-based 
Support Vector Machines (SVM) to diagnose the pres-
ence of heart diseases. Their results claimed that the 
SVM classifier attained only 83.70% accuracy without 
GA, while the same classifier improved its performance 
to 88.34% with GA aid. [9] presented a Genetic-based 
Crow Search Algorithm (GCSA) for selecting relevant 
features from the dataset and deep convolutional neural 
networks (DCNN) for the classification. They claimed that 
the proposed GCSA could increase the classification ac-
curacy by achieving more than 94% in comparison with 
the other feature selection approaches. Also, Kanwal et 
al. [10] proposed a heart disease classification algorithm 
that utilized GA for feature selection. Their classifica-
tion included different machine learning algorithms like 
Deep Learning (DL), Naive Bayes (NB), Neural Network 
(NN), Support Vector Machine (SVM), and Logistic Re-
gression (LR). Their method achieved 92% accuracy.

A similar type of procedure was presented in [11]. 
They also used GA for feature selection. The perfor-
mance was obtained using three different classifiers, 
namely, Nave Bayes (NB), clustering, and Decision Tree 
(DT). Their experiments show that NB performs consis-
tently with and without the attribute selection proce-
dure, while DT shows better performance after feature 
selection using GA. They obtained 99.2% accuracy with 
features selected using GA and DT for classification. 
Another author, Durga Devi [12], also used genetic al-
gorithms for feature reduction. Furthermore, they used 

Radial Basis Function (RBF) for diagnosing heart diseas-
es and achieved an accuracy of 85.48%.

Jothi Prakash and Karthikeyan [13] proposed a com-
bination of GA and linear discriminant analysis (LDA) 
for feature selection and combined the classification 
results of MLP, NN, DT, and SVM using the ensemble 
bagging technique. The highest accuracy achieved 
by their procedure is 93.65% for the Statlog dataset. A 
hybrid deep learning technique was designed for pre-
dicting CVD by Kishore and Jayanthi [14]. To predict 
CVD, the attribute weights for neural network initializa-
tion in Artificial Neural Network (ANN) are performed 
using Analytic Hierarchy Processing (AHP), and Multi-
layer Back Propagation Neural Network (MLBPNN) is 
designed using the Gradient Descent algorithm. Their 
system obtained an average accuracy of 94.15%. Shar-
ma and Parmar [15] employed an optimized DNN using 
Talos that produced 90.78% accuracy without any fea-
ture extraction procedures.

Mohan et al. [16] presented a novel technique called 
the Less Error Classifier for the dimensionality reduc-
tion of CVD. They produced an accuracy of 88.7% with 
their HRFLM (Hybrid Random Forest with a Linear 
Model). Ali et al. [17] proposed a CVD monitoring and 
prediction system based on ensemble deep learning 
and feature fusion. The feature combination procedure 
consisted of missing data filtering, normalization, infor-
mation gain-based feature selection, and conditional 
probability-based feature weighting. The system pro-
duced an accuracy of 98.5%. Javeed et al. [18] exploited 
a feature selection method that uses a floating window 
with adaptive size (FWAFE). Additionally, they used two 
types of prediction structures: ANN and DNN. They ob-
tained the best results with the DNN system of 93.33%.

Khourdifi and Bahaj [19] utilized an FCBF (Fast Cor-
relation-Based Feature Selection) algorithm to select 
relevant features from the CVD dataset. The system 
consisted of classification methodologies based on 
various classification algorithms such as KNN, SVM, NB, 
RF, and MLP approaches optimized by Particle Swarm 
Optimization (PSO) combined with the Ant Colony Op-
timization (ACO) method. They obtained an accuracy 
of 99.65% using the FCBF, PSO, and ACO optimized 
KNN classifiers. Baksh [20] proposed a cluster-based 
improved deep GA for solving the problem of CVD di-
agnosis. They developed stochastic gradient boosting 
with recursive feature elimination (SGB-RFE) for dimen-
sionality reduction, followed by the adaptive Harris 
Hawk optimization algorithm. Finally, they exploited 
EDGA for the classification purpose, achieving 99.77% 
on the UCSF heart disease database. Rani et al. [21] 
exploited a combination of GA and a recursive feature 
elimination method for feature selection and a hybrid 
system consisting of SVM, NB, LR, RF, and Adaboost 
classifiers for prediction. The system performed best 
with the RF classifier, giving 86.6% overall accuracy.

Once the literature on CVD is analyzed, it could note 
that most of the accepted procedures for CVD predic-
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tion include a dimensionality reduction technique and a 
learning mechanism for classification. The dimensionali-
ty of the medical dataset is huge so, there is a need for an 
appropriate parameter selection mechanism to restrict 
the number of features and to increase classification ac-
curateness. Also, a machine learning procedure is neces-
sary to progress the working performance of the system 
predictions. In addition, with the modern developments 
in classification practices such as ensemble learning, 
there could exist a means of further refinement in terms 
of accuracy, efficiency, and robustness of the predic-
tions. Evolutionary or metaheuristic attitudes open a 
wide range of benefits over old-fashioned approaches 
as they encompass least domain-specific information. 
For attaining a reduced dimensional robust attribute 
space, GA is exploited in this work. Furthermore, when 

compared to a single classification algorithm, ensemble 
techniques usually produce more accurate results. Con-
sequently, the suggested method employs the ensem-
ble approach to categorization.

3. PROPOSED METHODOLOGY

The sole intention of this research project is to confer 
a robust prediction method for CVD prediction. So, here 
the model proposes a system consisting of three major 
stages; data preprocessing, feature selection, and clas-
sification. But the proposed system could be accepted 
only if it produces acceptable results, so we carried out 
the experiments on the Cleveland heart- dataset from 
the UCI repository [22], which is a benchmark in heart 
disease prediction research. The comprehensive struc-
ture of the proposed system is shown in Fig. 1.

Fig 1. Structure of the Proposed CVD Prediction System

3.1. DATASET AND PRE-PROCESSING

The Cleveland Heart Disease Database formerly con-
sisted of 303 instances with 75 parameters. But a subset 
of the database with 14 parameters is made available 
and utilized in most of the research, so this work is also 
using the same method in this experiment. The age and 
sex of the data providers along with other disease-relat-
ed symptoms, such as type of chest pain, blood pressure 
level, cholesterol level, sugar level, etc., are some of the 
features included in the database. The 14 included fea-
tures and their description are given in Table 1.

Once the dataset is analyzed, we notice that out of 303 
clinical records, 6 records were missing with some fea-
ture values. Those 6 records with missing values were re-
moved in the pre-processing stage as we acknowledged 
that these records could reduce model performance.

3.2 FEATURE SELECTION

One of the widely used Genetic Algorithms (GA) is 
employed for eliminating irrelevant and redundant 

features. Darwin's natural selection is the basic idea be-
hind GA; that is, it works on the principle that the fittest 
shall survive. It is one of the commonly used feature 
selection methods [23, 24]. The major characteristics 
of GA that make it a favorite of researchers; beginning 
with a set of arguments, GA has the potential to reach 
a closer optimal solution through a quick convergence, 
a simple fitness function is only utilized for evaluation, 
and it supports parallel programming.

3.1. DATASET AND PRE-PROCESSING

The Cleveland Heart Disease Database formerly con-
sisted of 303 instances with 75 parameters. But a subset 
of the database with 14 parameters is made available 
and utilized in most of the research, so this work is also 
using the same method in this experiment. The age and 
sex of the data providers along with other disease-relat-
ed symptoms, such as type of chest pain, blood pressure 
level, cholesterol level, sugar level, etc., are some of the 
features included in the database. The 14 included fea-
tures and their description are given in Table 1.
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Once the dataset is analyzed, we notice that out of 303 
clinical records, 6 records were missing with some fea-
ture values. Those 6 records with missing values were re-
moved in the pre-processing stage as we acknowledged 
that these records could reduce model performance.

3. 2. FEATURE SELECTION

One of the widely used Genetic Algorithms (GA) is 
employed for eliminating irrelevant and redundant 
features. Darwin's natural selection is the basic idea be-
hind GA; that is, it works on the principle that the fittest 
shall survive.  It is one of the commonly used feature 
selection methods [23, 24]. The major characteristics 
of GA that make it a favorite of researchers; beginning 
with a set of arguments, GA has the potential to reach 
a closer optimal solution through a quick convergence, 
a simple fitness function is only utilized for evaluation, 
and it supports parallel programming.

Any GA encompasses three basic stages: selection, 
crossover, and mutation. 

i. Initially, a set of random populations is created 
from the data. 

ii. Iterated until a generation is formed that satisfies 
the given fitness threshold value.

Attribute 
Number Feature Explanation

i. Age The age completed on the 
last birthday

ii. Gender details Male = 1; Female = 0

iii. Chest ache is categorized 
into four types.

Typical angina = 1,  
atypical angina = 2,  

non-angina pain = 3, 
asymptomatic = 4

iv. Level of BP at resting 
mode.

Represented anywhere from 
94 mm/Hg to 200 mm/Hg

v. Serum cholesterol level 
in mg/dl

Represented anywhere from 
126 mg/dl to 564 mg/dl

vi. Sugar levels on fasting 
>120 mg/dl True is 1 and false is 0.

vii. Electrocardiographic 
results at resting mode.

Hypertrophy equals 2, ST-T 
wave abnormalities equals 1, 

and the normal equals 0.

viii. The highest possible 
heart rate was noted. Anywhere from 71 to 202

ix. Angina brought by 
exercise 

1 represents “yes”, and 0 
represents “no”.

x. Generated ST depression 
vs. at rest.

Up-sloping equals 1, Flat 
equals 2, and down-sloping 

equals 3.

xi. Peak exercise slope SPE ranging from 0 to 6.2

xii. Major vessel count (0–3) 
colored by fluorescence From 0 to 3.

xiii. Thallium, the status of 
the heart.

Normal is 3, the fixed defect 
is 6, and the reversible defect 

is 7

xiv. Target value
The presence of heart 

disease equals 1, and no 
heart disease 0

Table 1. Overall structure of the database a. A fitness function is designed to find the fittest 
population. We used kNN to estimate the accu-
racy, then the error was evaluated to find the fit-
ness of each population.

b. In the selection phase, a selected set of features 
known as chromosomes is placed in a mating 
pool and generates the next generation. Fea-
tures in the mating pools are combined to form 
better generations. 

c. The mutation is used to make sure that the next 
generation is not like the present ones.

3. 3. CLASSIFICATION

In this part, the final strategy of the proposed tech-
nique, that is, classification is discussed. The model is aim-
ing to prognosticate the existence and non-existence of 
heart disease automatically from some of its related pa-
rameters. So, here it is dealing with a binary classification 
algorithm. From the literature analyzed, ensemble mod-
els are more reliable and robust in comparison with basic 
individual methods [25, 26]. Fundamentally, the idea of 
ensemble learning is that the data is trained using more 
than a single learning model, and these models are used 
as the input to the ensemble learning strategy. We have 
incorporated learning models such as ANFIS, MLP, and 
RBF to model our ensemble learning procedure.

3.3.1. Adaptive Neuro-Fuzzy Inference System 
 (ANFIS)

Initially, the Adaptive Neuro-Fuzzy Inference System 
(ANFIS) was included in the scheme. J.S. Roger Jang cre-
ated the ANFIS in 1993, and is extensively considered 
as a universal estimator or Takagi-Sugeno fuzzy system 
[27, 28]. It works with the combined characteristics of 
ANN and fuzzy inference systems (FIS). Fig. 2 puts for-
ward the basic architecture of the ANFIS classification 
methodology. From Fig. 3, we could understand that 
the ANFIS basic architecture consists of 5 layers; Fuzzifi-
cation, Multiplication, Normalization, De-fuzzification, 
and Summation.

In the ANFIS model, each rule forms an output based 
on a linear combination of an input variable and a con-
stant. So, the ultimate output is formed by taking the 
weighted average of all the outputs from each rule. The 
following definitions apply to the IF-THEN rules for a 
Takagi-Sugeno system with two inputs.

R1 = a1p + b1q + c1, if p = X1 and q = Y1 (1)

R2 = a2p + b2q + c2, if p = X2 and q = Y2 (2)

Here p and q are the inputs in the feature set; Xi and 
Yi are the linguistic labels; ai, bi, and ci are the con-
sequent parameters; R1 and R2 are the output fuzzy 
membership functions.

The fuzzification layer is in charge of mapping the 
given inputs in the range of 0–1 with the fuzzy sets set 
up on membership functions (MFs) described using 
the universal bell function. Every node ‘i’ in the input 
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layer is an adaptive node whose node function is repre-
sented as follows:

O1,i = µXi(p), where i = 1,2,… (3)

O1,j = µYi(q), where j = 1,2,…

Where µXi(p), and µYi(p) are the membership func-
tions of the linguistic labels Xi and Yj respectively.

The multiplication layer estimates the number of 
fuzzy rules to be involved in the system. The output of 
the multiplication layer defines the dismissal strength 
of IF-THEN rules which is stated as follows:

(4)

O2,i = wi = µXi(p), x µXi(q) (5)

Where i=1, 2,…, and wi denotes the firing strength 
of i-th rule.

(6)

In the de-fuzzification layer, every node is an adap-
tive node that embraces the resulting parameters of 
the model. The output node can be obtained as follows:

(7)

The final summation layer appends all the outputs 
from the previous layer to draw the final output of the 
ANFIS architecture as follows:

(8)

The neurons in the normalizing layer are fixed and 
are normalized using the weights of all the neurons in 
the layer. The following equation is utilized to calculate 
the node output is calculated.:

Fig 2. The basic structure of ANFIS

Fig 3. Performance graph of MLP model

O3,i = wi = wi / (∑iwi ), where i = 1, 2,…

O4,i = wi zi = wi (aip + biq + ci), where i = 1,2,…

O5,i = ∑iwi zi = ∑iwi zi  / ∑iwi , where i = 1, 2,… 
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3.3.2. Multi-Layer Perceptron (MLP)

The multilayer perceptron is a widely used feed-forward 
neural network due to its faster execution, easier imple-
mentation, and need for comparatively lesser training val-
ues [29, 30]. Generally, MLP encompasses three sequen-
tial layers, namely, the input layer, the hidden layer, and 
the output layer. The hidden layer is accountable for pro-
cessing and executing output from the input layer to the 
output layer. The number of neurons should be analyzed 
according to the subject and data distribution to solve the 
issues of bad generalization and overfitting.

Here hidden layer with 7 neurons has been used for 
experimental purposes. The input signals xi that each 
neuron j in the hidden layer receives are multiplied by 
the corresponding connection weights wij before sum-
ming them together as follows:

Zi = f (∑wji xi ) (9)

where in f is a function of activation using the weighted 
sums of the inputs. If the hyperbolic tangent function 
is taken as the activation function, which can be esti-
mated as follows

f = tansig(x) = 2 / (1+ exp(-2*x)) -1 (10)

The performance graph of MLP classification based 
on Mean Squared Error (MSE) at 21 epochs of the sys-
tem is presented in Fig. 3.

3.3.3 Radial Basis Function (RBF)

Another widely used ANN method is the Radial Basis 
Function (RBF), which also consists of three layers similar 
to the MLP network [31, 32]. Each neuron in the hidden 
layer contains a radial basis function as the activation 
function, while each neuron in the input layer contains 
a certain predictor variable. A weighted sum of the hid-
den layer's outputs, which is a Gaussian function (ᴪ), is 
included in the output layer and is shown below.

ᴪi = exp(-(X-Ci2)/(2σ2 )) (11)

here ci is the i-th neuron's centre vector and σ is a vec-
tor representing basis width. The output of the i-th RBF 
network can be computed using the following:

yi = ∑p
q=1 Wiq ᴪq (12)

where Wiq is the weight of the q-th hidden neuron to 
the i-th output. The performance graph based on the 
MSE of the train set of our suggested system is present-
ed in Figure 4.

Fig. 4. Performance graph of the RBF model

3.3.4. Ensemble Learning

One of the most advanced strategies for addressing 
the concerns on classification and prediction problems 
are ensemble learning methods. It works on the prin-
ciple that a combination of predictions could lead to 
better predictions [33]. Ensemble learning techniques 
provide benefits such as reduced overfitting, reduced 
finishing with local minimums, reduced impact of the 
curse of dimensionality, best-fit data, and improved 
class balances [34, 35].

There are different ways to form an ensemble learning 
mechanism and we have used the infamous boosting 
strategy to combine the results of previously mentioned 
learning methods.Boosting models carry out predic-
tions by placing weak learners in a sequential manner 

and they reduce overfitting by re-weighting misclassi-
fied data of classifiers. We have used a boosting algo-
rithm known as LogitBoost as a meta-learning classifier 
[13, 36, 37]. LogitBoost has proved better at handling 
noisy data by minimizing bias and variance. The main 
concept of the logitboost algorithm is described below: 

i. Set the initial weight to wi = 1 ⁄ N, for i = 1, 2, … N, 
and probability estimate p(xi)=1 ⁄ 2.

ii. Iterate for m = 1, 2, … M:

a. Calculate the responses and weights below: 
zi = (yi* - p(xi))/(p(xi)(1-p(xi)) 
wi= p(xi)(1-p(xi))

b. Compute the function fm (x) by a weighted least 
square regression of zi to xi using weights wi.
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c. Update F(x)←F(x)+1 ⁄ 2 fm (x) and p(x)←(eF(x)) 

⁄ (eF(x) +e-F(x)).

iii. Output the classifier sign[F(x)] =sign[∑M
m=1 fm(x)].

The flow of data in our ensemble learner is shown in Fig. 5.

Fig. 5. The overall structure of proposed ensemble learning architecture

4. EXPERIMENTS AND RESULTS

Here, the experiments and tests that were conducted 
to establish the performance superiority of the suggest-
ed CVD diagnostic model will be discussed.  This model 
has used MATLAB 2019 an environment to perform the 
system experiments with UCI-Cleveland heart disease 
datasets (discussed in Section 3.1). This technique has 
employed commonly used performance metrics like ac-
curacy, specificity, sensitivity, precision, and f-measure 
to scale the results [21, 38]. The analysis of these metrics 
is performed using a confusion matrix, which produces 
a total outcome of four measures; true positive (T_P), 
true negative (T_N), false positive (F_P), and false nega-
tive (F_N). We could analyze the needed measures from 
these parameters with the following equations:

Accuracy = (T_P+T_N) / (T_P+T_N+F_P+F_N)

Specificity = T_N / (T_N+F_P)

Sensitivity = T_P / (T_P+F_N)

Precision = T_P / (T_P+F_P)

F-measure = (2*T_P) / (2*T_P+F_N+F_P)

The results are validated by K-fold cross-validation 
with K = 10. Performance was assessed with the k=1 
data for training and the balance one for testing, k 
times, with different sets for training and testing each 
time. Initially, it was experimented without using any 
feature selection strategy on the pre-processed data. It 
was noted that the ensemble model performed pretty 
well even without any feature reduction techniques. 
Ensemble learning outperformed the use of singular 
learning techniques as well. The performance of ANFIS 
is also acceptable in certain cases. Then it progressed to 
use GA for feature elimination and found a huge rise in 
performance metrics, so as inferred from the literature, 
the use of feature selection is highly useful in the case 
of CVD diagnosis databases.

Here the number of iterations is used as the factor of 
generation approval and set the number of iterations is 
50. Additionally, the cross-over probability has set at 0.25 
and the mutation probability at 0.01. The convergence 
graph for our fitness value vs.the number of iterations is 
presented in Fig. 6. We have utilized the K-NN algorithm 
to estimate the cost of the attributes selected in the ge-
netic algorithm. The final set of features consisted of six 
attributes, numbered i, ix, x, xi, xiii, and xiv.

Fig. 6. Graph for Fitness Value VS. Number of Iterations in Genetic Algorithm
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The model has obtained a rise of about 10% in most 
of the techniques with the introduction of GA. The 
overall accuracy of the ensemble learning was 92.31%, 
which has shifted to 99.66% with the incorporation of 
GA. If we take individual techniques of classifications, 
ANFIS saw a rise from 86.35% to 92.15%, MP hiked 

from 73.03% to 83.65%, and RBF accuracy changed 
from 70.79% to 83.17%. The complete experimental 
results are shown in Table 2. Additionally, for better 
understanding, we have presented a graphical repre-
sentation of the comparative analysis of performances 
based on accuracy in Fig. 7.

Method Accuracy Specificity Sensitivity Precision F-Measure

Without GA

ANFIS 86.35 82.53 86.80 88.91 89.63

MLP 73.03 82.14 68.85 89.36 77.78

RBF 70.79 7.14 100 70.11 82.43

Ensemble 92.31 97.73 82.89 95.45 88.73

With GA

ANFIS 92.13 77.50 97.53 94.05 95.76

MLP 83.65 90.91 71.05 81.82 76.06

RBF 83.17 92.19 68.75 84.62 75.86

Ensemble 99.66 100 99.27 100 99.63

Table 2. Performance of the Proposed System with and without Genetic Algorithm for feature selection

Fig 7. The Comparative Analysis of the Different Algorithms Before and After GA, Based on Accuracy

Furthermore, we have compared the performance 
of the suggested system against previous literature on 
the subject of interest. Table 3 presents the compara-
tive analysis of the same. Here, it has included 10 recent 
works from the past few years in the literature on CVD 
prediction and diagnosis for comparison purposes.

In addition, some comparisons have been made with 
only those works that provided results on the Cleve-
land heart disease database to ensure the worthiness 
of comparison. The results exhibit the superiority of the 
proposed system over the others based on the accu-
racy of the system's performance. 

Author Feature Selection Classification Overall Accuracy

Gokulnath and Shantharajah [8] GA-SVM SVM 88.34%

Kanwal et al. [10] GA NN 89.00%

Durga Devi [12] GA RBF 85.48%

Kishore and Jayanthi [14] MCDM ANN 94.15%

Sharma and Parmar [15] Talos DNN 90.78%

Mohan et al. [16] Less Error Classifier HRFLM 88.70%

Ali et al. [17] Conditional probabilistic approach Ensemble deep learning model, and ontology- 
based recommendation 98.50%

Javeed et al. [18] FWAFE DNN 93.33%

Khourdifi and Bahaj [19] FCBF, PSO and ACO KNN 99.60%

Rani et al. [21] GA and Recursive Feature Elimination RF 86.60%

Proposed Method GA Ensemble Learning 99.63%

Table 3. The Comparison of the proposed system performance against the state-of-art techniques
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We could note that both [10] and [11] used a similar 
feature selection approach as ours, but the results proj-
ects differently, this can be due to the difference in the 
fitness functions used within the GA which has resulted 
in a different set of features selected in all the cases. 
Also, the choice of classifiers is another main reason for 
this disparity. The only system that comes close to the 
proposed model’s performance is [19], but they used a 
lot of optimization strategies that could add complexi-
ties to the system.

5. CONCLUSION

Presently, the cause of the highest mortality rate in the 
world is cardiovascular disease. Early detection of these 
diseases could have a high impact on reducing these es-
timations. Therefore, in this research project, it is aimed to 
propose a robust automated heart failure prediction sys-
tem. This method is not trying to replace doctors or heart 
specialists using the system, but to aid them with a quick 
diagnosis of the disease. Also, it is being sensed that these 
systems could be of great use in remote or rural areas 
where there is a lack of these specialists. In this research 
work, a GA-based ensemble learning technique that 
could predict the presence of heart diseases from com-
monly used clinical data is proposed. An overall accuracy 
of 99.6% was achieved with the proposed system. The 
proposed investigational out-turn reveals that the system 
surpasses some of the existing state-of-the-art works
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Abstract – Frosts reduce the ambient temperature to the freezing point of water, affecting the agricultural sector and the integrity 
of plant tissues, severely damaged by freezing, destroying plant cells. In addition, losses are generated in the economy due to the 
death of cattle due to cold, hunger, diseases, etc. Latin America is a region that depends, to a considerable extent, on its crops for 
its consumption and export, so frost represents an urgent problem to solve, considering that in Perú the area of agriculture is not 
technical. Among the methods most used by farmers is anticipated irrigation, through automatic learning techniques, which allows 
predicting the behavior of a variable based on previous historical data. In this paper, sprinkler irrigation is implemented in crops 
exposed to frost, using an automated system with machine learning techniques and prediction models. Therefore, three types of 
models are evaluated (linear regression, random forests, and decision trees) to predict the occurrence of frosts, reducing damage 
to plants. The results show that the protection activation indicator from 1.1°C to 1.7°C was updated to decrease the number of false 
positives. On the three models evaluated, it is determined that the most accurate method is the Random Forest Regression method, 
which has 80.91% reliability, absolute mean error, and mean square error close to zero.

Keywords: Frost, machine learning, sprinkler irrigation, random forests, linear regression, decision trees

1.  INTRODUCTION

Frosts generate a drop in ambient temperature to lev-
els below the freezing point of water, which a problem 
that affects the agricultural sector. When this phenome-
non occurs, the environmental condition becomes criti-
cal for the integrity of plant tissues, severely damaged by 
freezing, generating ice inside the tissues and destroy-
ing plant cells [1, 2]. This problem usually occurred all 
over the world seriously affecting the economy. In our 
country, this negatively affects agriculture and livestock, 
causing loss of crop areas, and death of livestock due 
to cold, hunger, diseases, etc. [3]. Likewise, it affects the 
health of families due to the low temperature seasons 
that occur every year [4]. It is for this reason that it is nec-
essary to implement a crop protection system against 
frost, especially due to climate change [5].

Latin America is a region that depends to a consider-
able extent on its crops for its consumption and export, 
so the frost problem represents a problem to be solved 
by the authorities currently, who have made little effort 
to mitigate this problem. Likewise, in Peru, agriculture 
is generally not technified, due to the lack of technical 
information and training from the state. It should be 
noted that the regions most affected in the country by 
frost are above 3000 meters above sea level [5, 6]. Like-
wise, despite the economic losses suffered by farmers 
in Peru, no government proposals have yet been put 
forward to solve this problem.

In the year 2022, the "Multisectoral Plan against 
Frost and Cold 2022-2024" was approved to reduce the 
vulnerability of the population to these phenomena 
recently. This plan seeks to reduce the damage, how-
ever, they leave aside the prevention policy to protect 
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the population and their crops [7]. In the same way, dif-
ferent government and state agencies have identified 
1,367 districts exposed to the occurrence of frost out of 
a total of 1,873 districts that exist in the country. To re-
duce the effect of frost, different techniques have been 
used (burning of weeds, use of hormonal products) [8] 
where early irrigation is the most used and with the best 
results. However, sprinkler irrigation is more efficient be-
cause it ensures frost protection down to -7°C [9]. Anoth-
er widely used technique is hereditary mechanisms of 
resistance to water stress due to drought and frost, but, 
in developing countries, these techniques are complex 
and little known by farmers [10]. There are also proposals 
for the development of natural fibers that help mitigate 
frost which functions as thermal insulation [11].

It is necessary to take advantage of the great ad-
vances in the field of automatic learning, to predict the 
behavior of a variable based on previous historical data 
[12]. For this there are techniques based on embed-
ded artificial intelligence using machine learning [13, 
14]. This contributes to the design of an intelligent sys-
tem to predict the occurrence of frosts. The model uses 
historical data of climatological input variables such 
as temperature, humidity, and pressure, which can be 
easily obtained from the SENAMHI website.

For all the above, this research proposes the follow-
ing research question: How is it possible to implement 
an automated system to support the reduction of the 
impact of frost on crops?

For this reason, sprinkler irrigation is implemented in 
crops exposed to frost, using an automated system that 
will work together with machine learning techniques 
to predict the occurrence of frost in crops and reduce 
damage to plants and crops, avoiding great economic 
losses. As a contribution to the care of crops in agricul-
ture, this system contributes to providing a solution to 
technical irrigation to improve efficiency in production 
and water savings [15, 16]. In addition, the application 
of the predictive system and irrigation by spraying will 
benefit the agricultural industry in Peru, by mitigating 
frost damage in crop fields.

This paper has several sections: Section 2 shows the 
related works. Section 3 describes the concepts and 
technologies used in automated sprinkler risk systems. 
Section 4 describes the implementation of the system. 
Finally, the results are shown in section 5, and the con-
clusions in section 6.

2. RELATED WORK

A flow of literature work was followed that started 
with the definition of the research objectives and then 
an exhaustive search of research papers using key-
words related to sprinkler irrigation, frost, and machine 
learning. Studies were evaluated to identify key find-
ings and gaps in the existing literature. Subsequently, 
the concepts, theories and results found were synthe-
sized in the literature review, which provided the ba-

sis for the choice of methodology. Finally, the selected 
studies were cited, and included in the bibliography to 
support the statements and conclusions of this paper.

Frosts are a major problem in the agricultural sector 
in Peru and the world currently because each year thou-
sands of hectares of crops are affected, which trans-
lates into millions of dollars in losses. However, there 
are different methods to mitigate this phenomenon, 
highlighting sprinkler irrigation. Vargas [17], shows the 
control of low temperatures in crops through sprinkler 
irrigation in the Bolivian altiplaNo. This research dem-
onstrates how water, applied by spraying, allows crops 
to be protected from frost, taking advantage of the 
latent heat from freezing water, protecting the plant 
down to -8 °C. Likewise, the article presents a mathe-
matical model to determine the value of the spray flow.

In the paper developed by Huayta [18] shows the ef-
ficiency of sprinkler irrigation is verified to reduce the 
effects of frost in two varieties of quinoa. The author 
used the Arduino platform to read the thermometer 
and turn on the electric pump. Likewise, parameters 
are considered to verify the protective effect, such 
as maximum leaf width, maximum leaf length, plant 
height, main stem diameter, panicle diameter, grain di-
ameter, seed yield per plant, and days of physiological 
maturity. The results show that when quinoa crops are 
under the protection of sprinkler irrigation, they grow 
more than others.

Regarding review papers for frost monitoring, Zho 
[19], described that frost damage to crops generates 
economic losses for producers, making it necessary 
to use a digital infrastructure for the development of 
agriculture. In some papers, like Hansen et al. [20] and 
Lu et al.[21], an intermittent control strategy is used us-
ing a modified model that included the start and stop 
time of the system and the adjustment of the water ap-
plication rate using a simulation with different values 
of airflow velocity, air temperature , air humidity and 
spray water temperature, being suitable for protection 
against frost, and automatically regulating the water 
application rate. 

Some technologies used in the papers focus on the In-
ternet of Things, cloud computing, Machine Learning, and 
the Soft Computing framework for designing sustainable 
agricultural systems. These technologies make it possible 
to obtain information in real time, process and analyze it, 
incorporate intelligence in decision-making, and use time 
series data as described in the Cadenas [22]. In addition, in 
Talsma [23], is used in machine learning techniques and 
deep neural network models for frost prediction. These 
technologies can be integrated to diagnose and quantify 
environmental stress in the winter wheat crop due to cli-
mate change through remote and proximal sensing, veg-
etation index analysis, and the use of statistical and ma-
chine learning techniques, to evaluate abiotic and biotic 
stress in winter wheat. They also allow for obtaining early 
and accurate information on the environmental impact 
on crops as described in the paper of Skendžić [24].
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Among these solutions are cyber-physical systems 
(CPS) that consist of sensors, intelligence (prediction), 
and actuators. In addition, prediction systems are men-
tioned in the paper of Zhou [25] and Kim [26], which 
describe how techniques with machine learning and 
neural networks contribute to the management, con-
trol, and prediction of frost. For integrated frost predic-
tion systems, it is necessary to integrate distinct types 
of sensors.

3. SPRINKLER AND FROST IRRIGATION

3.1. FROST IN AGRICULTURE

In meteorological terms, frosts occur when the air 
temperature drops to 0ºC or less. However, there is 
agrometeorological frost, which is the drop in air tem-
perature to critical levels of crops and kills plant tissues, 
with temperatures above 0ºC [27]. Frost causes dam-
age when ice forms inside the tissues of plants, destroy-
ing of their cells. The damage is due to ice crystals that 
form in the protoplasm of cells, while indirect damage 
occurs with ice formed in the extracellular space. In 
both cases, cell damage affects the plants completely 
or part of it, reducing the quality of the product [1].

According to this paper [28], it is described that there 
are two types of frosts: radiative and advective. Radia-
tive frosts are related to the leakage of heat accumulated 
during the day during the night. This happens when the 
night sky is clear, without wind and the air has a low 
temperature. This cooling generates thermal inversion 
due to height, depending on the local topography and 
weather conditions. Advective frosts occur due to the 
movement of cold air covering extensive areas of territo-
ry, which can last for several hours. These frosts are char-
acterized by having drier and colder air, causing greater 
damage to plants. Fig. 1 shows the difference between 
these two types of frost, observing their variation with 
respect to temperature and altitude for each case.

Fig. 1. Radiative and advective frost [28]

3.2. IRRIGATION BY ASPERSION

Sprinkler irrigation is an integral method to deliver 
pressurized water to the soil uniformly [15]. This meth-
od consists of applying intense and uniform rain on the 
crop, looking for a layer of water to cover each part of 
the plant. For this purpose, this system is made up of: 
the pumping group, pipes with hydrants, pipes carry-
ing emitters (irrigation branches), and emitters [29].

The efficiency of the sprinklers is related to their 
quality, and they are mostly made of plastic. Modern 
sprinkler irrigation technologies have an innovation-
oriented demand and are developing in the direction 
of high efficiency, energy saving, and enhanced intel-
ligence. New sprinkler irrigation technology is com-
bined with agricultural machinery today [15].

3.3. SENSORS

For the implementation of the irrigation system, it is 
necessary to add a series of sensor components.

•	 LM35. Analog sensor that measures temperature, is 
simple to use, economical, and has a small dimen-
sion. It is capable of measuring temperature in a 
range from -55 ºC to 150 ºC. [30] (Fig. 2).

•	 DHT11. It is a low-cost digital relative humidity and 
temperature sensor. It consists of a thermistor and 
a capacitive humidity sensor to measure the air. 
This component is used in applications related to 
monitoring in agriculture, etc.  [31].

•	 BMP180. The BMP 180 barometric pressure sensor 
combines a wide pressure measurement range, a 
wide temperature range, high accuracy, and  low 
power consumption [32] (Fig. 3).

Fig. 2.  
LM35 Sensor [30]

Fig. 3.  
Sensor BPM180

4. PROPOSED SYSTEM

The system performs the acquisition of the readings 
of the meteorological sensors and controls the perfor-
mance of the sprinklers. The hardware development 
stage was through a V-methodology while the CRISP 
methodology was used for the implementation and 
evaluation of the learning algorithms. Likewise, to have 
an easy monitoring of the crop and a reliable response of 
the system, it is proposed to divide the project into two 
parts: end-devices and base station as shown in Fig. 4:
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•	 End Devices. It is composed of weather sensors 
connected to the Arduino module with LoraWan 
data transmission, to send the information to the 
base station. In addition, it has a protection stage, 
for its deployment in a crop field. The power part of 
the system, it has a solar panel and a DC battery for 
24-hour operation.

•	 Base station. It is built based on a Raspberry micro-
computer with the Ubuntu operating system. The 
prediction algorithm will be implemented using 
three different machine learning techniques. These 
models will have data received by the base station 
as inputs and perform the frost prediction, deter-
mining the moment in which the protection sys-
tem will be deployed in the end-devices.

The proposed system is divided into two stages. The 
first stage is responsible for making the prediction and 
the second stage does the monitoring and activation. 

Each of these will be detailed below.

4.1. PREDICTIVE STAGES

In this stage, a series of steps are followed to develop 
the frost prediction algorithm as shown in Fig. 5, which 
are: Data cleaning, Training, input of variables, Model 
construction, and Evaluation. In the Training stage, a pre-
viously cleaned data set is used to use regression tech-
niques, decision trees, and random forests. During train-
ing, the models learn to recognize patterns and relation-
ships between input variables and frost occurrence using 
Python's Scikit-Learn tool. In the variable entry stage, the 
temperature data is provided, and the probability of frost 
occurrence is estimated. This involves calculating specific 
thresholds or limits to determine when a frost is consid-
ered likely. Finally, in the Evaluation stage, the model's pre-
dictions are analyzed using performance metrics, such as 
the hit rate. This allows you to evaluate the effectiveness 
of the prediction algorithm and adjust or improvements.

Fig. 4. Frost protection system design

Fig. 5. Predictive Stage Processes

4.2. MONITORING AND ACTIVATION STAGE

This section describes the process of transmission of 
weather variables to reach the Raspberry module and 
its input to the prediction models. For this, the follow-
ing steps are followed:

•	 The data of the climatological variables are ac-
quired through the sensors, and they are used for 
the frost and climate forecast.

•	 The variables are stored in the Arduino hardware 
for later transmission.

•	 The data is sent to the Raspberry PI to enter the 
predictive models.

•	 Subsequently, a drive stage is implemented, and 
the response of the frost predictive models is 
graphically displayed, to activate the actuators 
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controlled by the Arduino module (Fig. 6). The 
drive stage performs the following steps:

•	 Using the algorithm based on the trained predic-
tive models, frosts are predicted, sending data 
from the Raspberry to the Arduino module using a 
LoraWAN network.

•	 The Arduino drives the actuator to deploy the pro-
tection system.

•	 The electrovalve is activated so that it can allow the 
passage of water towards the sprinklers, starting 
the irrigation.

Finally, Fig. 7 shows the stages described above in-
tegrated into the system. The interaction between the 
base station and the end-devices is observed through 
a LoraWAN communication system, and the specific 
location of the prediction algorithm (base station) and 
actuators in the Arduino (end-device).

4.3. ALGORITHM DEVELOPMENT

Meteorological data were obtained from the NASA 
service (Data Access Viewer), which was subjected to a 
preparation process through filtering. In the first stage, 
the parameter values of the model are adjusted (num-
ber of epochs, number of layers, etc.) for training. Then a 
validation process is carried out with different data, en-
tering, for example, information for May and June 2022, 
and frosts are predicted in July. This result can be verified 
with the real data of the occurrence of frost, obtaining 
the precision of the prediction. After this, the algorithm 
is implemented in a Raspberry, which has a low com-
putational load, because it only performs the inference 
process. Fig. 8 shows the flowchart that indicates the 
conditions to be met to display the predicted data.

Fig. 6. Drive Stage Steps

Fig. 7. Integrated system

Fig. 8. Inference Process Flowchart

5. RESULTS

The end-devices need more protection because the 
red lights, the solar panel and the pressure, tempera-
ture, and humidity sensors are exposed, as well as the 
Arduino module and the power stage of the system. In 
this prototype, a heat-resistant, hermetic-sealable plas-
tic box is used as the casing as shown in Fig. 9.

To obtain the temperature history in the region, the 
NASA tool that offers historical temperature data for a 
large part of the planet Earth was used. In this case, a 
marker was placed in the town of Ataura, where clima-
tological variables were analyzed for their subsequent 
treatment. Fig. 10 shows the NASA tool used to obtain 
historical climate data (maximum temperature, mini-
mum temperature, humidity, precipitation, pressure, 
and wind speed).
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With the support of computational tools, such as Py-
thon and its sklearn library, the algorithm necessary to 
predict temperatures was developed. This temperature 
prediction system is related to frost, establishing that 
if the temperature drops below 1.1°C, the protection 
system is activated.

Fig. 9. End Device Prototype

Fig. 10. Meteorological data (1981-2022)

The results compare the behavior of the three types of 
machine learning algorithms (linear regression, Decision 
Tree Regression, and Random Forest Regression). The 
first evaluation is conducted with the linear regression 
method to predict the temperature values as observed 
in Table 1, where there are date values, environmental 
variables, and the activation of the frost control system.

Table 1. Linear Regression Temperature Data

DATE
TEMP.  
Real  
(oC)

TEMP. 
Forecast 

(oC)
Difference Activate

2022-06-16 -2.31 -1.88 -0.43 YES

2022-06-24 -2.47 -0.65 -1.82 YES

2022-06-27 -1.59 -2.41 0.82 YES

2022-07-08 -1.81 -0.93 -0.88 YES

2022-07-18 -0.64 0.74 -1.38 YES

2022-07-27 1.1 1.59 -0.49 NO

2022-07-29 -2.92 -1.58 -1.34 YES

2022-08-02 1.26 1.5 -0.24 NO

2022-08-10 -1.01 0.72 -1.73 YES

2022-08-14 -1.35 0.92 -2.27 YES

2022-08-24 0.23 1.22 -0.99 NO

2022-08-25 -1.57 0.22 -1.79 YES

2022-08-28 0.36 0.44 -0.08 YES

2022-09-01 -1.63 0.67 -2.3 YES

2022-09-08 0.54 0.7 -0.16 YES

2022-09-17 -0.27 0.85 -1.12 YES

2022-09-19 1.6 0.3 1.3 YES

2022-09-27 1.58 2.36 -0.78 NO

2022-10-03 0.6 1.63 -1.03 NO

2022-10-06 1.2 2.23 -1.03 NO

2022-10-12 1.62 2.15 -0.53 NO

2022-10-20 -0.6 0.98 -1.58 YES

2022-10-25 1.87 2.64 -0.77 NO

For the evaluation of the models, the average value 
of the absolute error (MAE) is used, which is a measure 
of the average discrepancy between the predicted val-
ues and the real values in a data set. This evaluation 
metric is efficient in regression problems through the 
following equation, where the calculation for "n" real 
and predicted values is observed:

(1)

While the MAE calculates the mean of the absolute 
differences, the ECM Mean Squared Error calculates 
the mean of the squared differences and penalizes the 
largest errors more, as observed in equation 2:

(2)

The absolute error value and square error are calcu-
lated for three types of algorithms. Subsequently, these 
values are averaged, obtaining the results in Table 2. Of 
the three methods used, the Decision Tree Regression 
method is the most accurate since its mean absolute 
error and its mean square error are closer to zero.

Table 2. Mean absolute error and mean square error

Lineal 
regression

Decision Tree 
Regression

Random Forest 
Regression

Mean absolute  
error 1.08 1.12 0.87

Root mean square 
error 4.55 2.08 1.09

Furthermore, we can use the mathematical indicators 
to obtain the experimental results based on the param-
eters of the confusion matrix using false positives (FP) 
where the model incorrectly classifies an instance as 
positive when it is negative. False negatives (FN) cor-
respond to an erroneous classification of an instance as 
negative when it is positive. From this we can calculate 
the Total False Positives (FPR) using the Total Negatives 
(TN) parameter with the following relationship: FPR = 
FP/(FP+TN). And on the other hand, we can have the 
false negative rate (FNR) using the true positives (TP) to 
obtain the relationship: FNR = FN/(TP+FN).

The number of false positives and false negatives 
activates the frost protection system. (The critical tem-
perature for ignition is 1.1°C). As can be seen in Table 3, 
there are four protection failures in linear regression, 7 
in the Decision Tree Regression method, and 4 in the 
Random Forest Regression method.
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False positives are less harmful than false negatives 
since in the case of false negatives they do not activate 
the protection against frost, therefore the crop would 
be damaged. For this reason, the value of the protec-
tion activation indicator was increased to 1.7°C, reduc-
ing the prediction errors (Table 4).

Table 3. False positives and false negatives with 
1.1°C indicator

false positive false negative

Regression lineal 1 3

Decision tree 
regression 2 5

Random forest 
regression 2 2

Table 4. False positives and false negatives with 
1.7°C indicator

false positive false negative

Regression lineal 1 0

Decision tree 
regression 2 2

Random forest 
regression 1 0

Fig. 11 shows the difference between the actual 
value and the predicted value with the Random Forest 
Regression method. Finally, to monitor the operation of 
the system, the efficiency of the prediction algorithm, 
and the predictions of frost occurrence, an Android ap-
plication was developed. This application allows you to 
display updated data in real time (Fig. 12).

Fig. 11. Comparison between actual 
and predicted value.

Fig. 12. WARU application (frost monitoring)

6. CONCLUSIONS

The automation of the deployment of the frost pro-
tection system was successfully implemented, start-
ing with the reading of the sensors in end-devices and 
then analyzing the data in the base station. This station 
issues an order to activate the solenoid valve to acti-
vate sprinkler irrigation. In addition, the deployment 
of the protection system is conducted by turning on a 
led, to indicate the activation of the opening of the so-
lenoid valve that allows the passage of water towards 
the sprinklers.

The results of this research provide a specific ap-
proach for the deployment of the frost protection sys-
tem, describing the sensor reading process until the 
activation of the solenoid valve, while researchers such 
as Skendžić [24] only broadly describe the impact of cli-
mate change on crops and offers a more general vision 
of monitoring techniques in agriculture. In addition, 
this paper focuses on practical and technical aspects, 
unlike works such as Talsma [23], which only show pre-
diction models and algorithms without practical inte-
gration in the field or an overview of the benefits of 
sprinkler irrigation in the case of Yan [15]. 

The frost detection algorithm was successfully devel-
oped, entering historical meteorological data which in-
fluences the accuracy of the different models, for which 
a greater amount of meteorological data is needed 
to improve the prediction system. The results of the 
prediction algorithm have an acceptable error range, 
where the protection activation indicator is increased 
from 1.1°C to 1.7°C to reduce it. These changes turn out 
to be positive, as they decrease false negatives from 3 
to 0 in the linear regression method, from 5 to 2 in the 
Decision Tree Regression method, and from 3 to 0 in 
the Random Forest Regression method.

On the three models evaluated, the Random Forest 
Regression method has better reliability with 80.91% ac-
curacy and mean absolute error and mean square error 
close to zero. In addition, it has zero incidences of false 
negatives, avoiding damaging crops in the event of a frost.
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