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Research Trend Topic Area on Mobile Anchor 
Localization: A Systematic Mapping Study

959

Review Paper

Abstract – Localization in a dynamic environment is one of the challenges in WSN localization involving dynamic sensor nodes 
or anchor nodes. Mobile anchors can be an efficient solution for the number of anchors in a 3-dimensional environment requiring 
more local anchors. The reliability of a localization system using mobile anchors is determined by various parameters such as energy 
efficiency, coverage, computational complexity, and cost. Various methods have been proposed by researchers to build a reliable 
mobile anchor localization system. This certainly shows the many research opportunities that can be carried out in mobile anchor 
localization. The many opportunities in this topic will be very confusing for researchers who want to research in this field in choosing 
a topic area early. However, until now there is still no paper that discusses systematic mapping studies that can provide information 
on topic areas and trends in the field of mobile anchor localization.   A systematic Mapping Study (SMS) was conducted to determine 
the topic area and its trends, influential authors, and produce modeling topics and trends from the resulting modeling topics. This 
SMS can be a solution for researchers who are interested in research in the field of mobile anchor localization in determining the 
research topics they are interested in for further research. This paper gives information on the mobile anchor research area, the author 
who has influenced mobile anchor localization research, and the topic modeling and trend that potentially promissing research in 
the future. The SMS includes a chronology of publications from 2017-2022, bibliometric co-occurrence, co-author analysis, topic 
modeling, and trends. The results show that the development of mobile anchor localization publications is still developing until 2022. 
There are 10 topic models with 6 of them included in the promising topic. The results of this SMS can be used as preliminary research 
from the literacy stage, namely Systematic Literature Review (SLR).

Keywords: Mobile anchor, Localization, Systematic Mapping Study, Trend Topic Area

1.  INTRODUCTION

Wireless sensor network (WSN) localization is still be-
ing developed by researchers recently. WSN is one of the 
low-cost solutions to build smart environments such as 
smart manufacturing, smart cities, transportation, com-
prehensive, and real-time health monitoring [1].  In addi-
tion, localization in WSN is an important aspect in deter-
mining network coverage, routes in location-based rout-
ing protocols, sending messages to neighboring nodes, 
and playing a role in increasing energy efficiency [2].  

Some WSN implementations must include location/
position information (localization) so that the mea-
sured data will be meaningless if it is not accompanied 
by accurate location/position data. Examples of WSN 
localization implementations are environmental moni-

toring systems, monitoring of animal habitats [3], forest 
fire surveillance [4], monitoring of natural disasters [5], 
tracking and navigation of robots [6],  and underwater 
wireless sensor network/ UWSN [7].

The localization technique in WSN estimates the loca-
tion of the unknown node/sensor node on the network 
using position knowledge from several sensors on the 
network which is called the Anchor Node. An anchor 
Node is a node that knows its position by installing a po-
sition sensor such as a GPS sensor or installing position 
knowledge on the node. Recently localization research 
on WSN refers to improving accuracy, minimizing com-
putation, reducing the number of anchors, reducing 
costs, overcoming obstacles from unusual landscapes, 
and network security [8]. In the case of a large-scale WSN 
involving many sensor nodes, a very large number of an-

Volume 14, Number 9, 2023

Gita Indah Hapsari
Telkom university, Faculty of Informatics, 
Department of Cyber-Physical System 
Telekomunikasi Street, Bandung, Indonesia
gitaindahhapsari@telkomuniversity.ac.id

Rendy Munadi
Telkom university, Faculty of Informatics,  
Department of Cyber-Physical System 
Telekomunikasi Street, Bandung, Indonesia
rendymunadi@telkomuniversity.ac.id

Bayu Erfianto
Telkom university, Faculty of Informatics,  
Department of Cyber Physical System 
Telekomunikasi Street, Bandung, Indonesia
erfianto@telkomuniversity.ac.id

Indrarini Dyah Irawati
Telkom university, Faculty of Informatics,  
Department of Cyber Physical System 
Telekomunikasi Street, Bandung, Indonesia
indrarini@telkomuniversity.ac.id



960 International Journal of Electrical and Computer Engineering Systems

chors is required as well, this is certainly against the cost 
and energy performance. The localization technique 
from 2-dimensional to 3-dimensional coordinates is also 
a challenge for researchers because it requires more an-
chors to determine the position of the sensor node. 

Mobile anchors are one solution to reduce the num-
ber of anchors [9], but this is also a challenge for re-
searchers to produce accurate localization involving 
moving anchors. The dynamic environment involves 
moving objects (mobile sensor node/mobile anchor 
node) and it becomes a challenge for researchers to 
find the right method solution to produce accurate po-
sition calculations. One of the challenges in the dynam-
ic environment localization technique is the calculation 
of distance and positioning which is influenced by the 
relative position of the anchor (doppler shift).

Another challenge is the trajectory of the mobile 
anchor to the sensor nodes and the coverage area ad-
justed to the deployment of sensor nodes in each case. 
Until now, the challenge in mobile anchor localization 
is to propose a localization with high accuracy, high en-
ergy efficiency, computation, communication with low 
cost, and the minimum number of anchors [10]. The 
challenge in localization using moving anchors is to 
produce a path planning algorithm for mobile anchors' 
movement to optimize minimum error localization, en-
ergy efficiency, and coverage.

This shows that the field of mobile anchor localization 
in WSN still has a lot of opportunities to be researched. 
It is very important to have a helicopter view of the lat-
est research areas and topic areas in that field through 
a literature review of many papers. Researchers often 
have difficulty in collecting papers, conducting literacy, 
mapping them into research topic areas, and classify-
ing them based on trends. In addition, researchers also 
sometimes have difficulty determining topics that are 
promising and have great research potential.

Systematic Literature Study (SMS) is a literature review 
methodology quantitatively and systematically to iden-
tify the appropriate research topic areas to be researched 
based on the classification and calculation of the contribu-
tion of the classified categories [11]. SMS is used by many 
researchers in several research areas to map the research 
area of the research field that they will research. SMS is a 
solution for researchers to identify the right research area 
and find research potential and its trends. The goal of this 
study is to classify, identify, and evaluate the domain of 
mobile anchor localization research and extract informa-
tion about the topic area, the latest method, author con-
tribution, topic modeling, and its trend.  

The main contribution of this paper is given:

1. The information of the anchor localization research 
area in a global view of WSN through bibliometrics, 
so we can know the position of mobile anchor re-
search in the field of WSN. This paper also presents 
the helicopter view of the current state of mobile 
anchor localization research.

2. The information on the authors who contributed 
and influenced the research topic of mobile anchor 
localization can direct the new researcher to follow 
or discuss this topic.

3. The topic modeling and trend of mobile anchor 
localization indicate the promising topic research 
that has the potential to be promising research to 
be further developed.

SMS methodology is applied which aims to provide 
an objective and systematic approach that answers a 
series of research questions about the state of the art 
of the topic. The PRISMA protocol is used to search pa-
pers, study selections, and data extraction. We involved 
511 papers to map and analyze. VOS Viewer is used as 
a tool to get the domain of the topic area and the lat-
est research on mobile anchor localization. Meanwhile, 
Orange Data Mining is a tool for processing LDA data 
mining that produces research domains and trends in 
mobile anchor localization.

This paper presented the introduction to section 
one. Section 2 is focused on materials and methods 
which are explained starting from designing the meth-
odology, conducting, and documenting the study as 
well as presenting the demographics of the paper. In 
section 3, the results of SMS are presented by present-
ing bibliometrics, research domains, and trends of each 
domain. This section also explains which domains have 
the potential to be further developed.

2. RELATED WORK

Before doing SMS, it would be better to do research 
first on paper reviews and surveys that have been done 
by other researchers regarding mobile anchor localiza-
tion. This is done to provide appropriate contributions 
and insights from systematic mapping studies so that 
they can be a guide for other researchers, especially in 
the field of mobile anchor localization. When research-
ers explore a topic, they must carry out literacy papers 
with a large enough number of papers so that there is 
rarely a literacy process that is less focused on the prob-
lem to be solved. The literacy system that is carried out 
is limited in time and cost, so it is necessary to use the 
right method to explore knowledge in a field so that 
the process becomes more efficient.

The SLR method is applied systematically and explicitly 
to collect, select, and analyze research literature [12, 13]. 
Qualitative and quantitative observations were made on 
the subjects to be studied to answer research questions. 
Meanwhile, SMS is a method that tends to be more quanti-
tative in organizing research areas. SMS is carried out using 
the same protocol as SLR to search and find the required 
literature. However, the SMS method focuses on identify-
ing and classifying sub-fields in the research area based on 
author, keyword, publication type, publication date, and 
publication source [14]. SMS can be used as preliminary re-
search as an initial stage to map the topic area so that it can 
produce a more valuable method design [15, 16]. 
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Table 1. The methodology used in the mobile anchor localization review paper

Methodology 2015 2016 2017 2018 2019 2020 2021 2022

Review/survey [17] [18] [19] - - [20] [21] - [22] [23]

Systematic Mapping Study (SMS) - - - - - - - -

Systematic Literature Review (SLR) - - - - - - - -

A comparison of paper reviews is carried out to get 
a maximum understanding of the published paper re-
views and the SMS paper that will be produced more 
precisely and can be used as a guide to proceed to the 
SLR paper review. The paper review search was carried 
out from 2012 to 2022. The search was carried out by 
searching for papers using the query 'Mobile Anchor Lo-
calization review' and 'Mobile Anchor Localization Sur-
vey from the Scopus, IEEE, and Science Direct databases. 
The search results obtained as many papers as possible 
with the composition of the paper shown in Table 1.

The data in Table 1 shows paper reviews and survey 
papers on mobile anchor localization from 2015-2022. 
A survey paper by Liang Yue et al [17] in 2015 directly 
explained the path-planning method on mobile an-
chors that had been carried out by researchers. Guang 
Jie Han [18] describes localization theory in general in-
cluding path planning in it. However, these two papers 
do not explain the process of collecting and classifying 
paper sources. Direct presentation is carried out based 
on the analysis of papers related to the topic. Both pa-
pers also do not explain the opportunities for research 
trends, topic models, and related researchers who have 
contributed to research topics in this field.

Likewise, the papers proposed by Subir Halder [19] 
Hala Abukhalaf [20] Yuxuan Long [21] and Ketan Sa-
bale[22, 23] explained mobile anchor localization and 
path planning with a very brief review. In these five pa-
pers, there is no information about how the helicopter 
view is related to this topic with other fields. These pa-
pers also did not explain the relation among existing 
methods which can give insight and have opportuni-
ties for other solutions more broadly. In addition, ob-
jective information is not given on whether this topic is 
promising research or a good trend.

Of all the existing paper reviews, there is still no pa-
per that explains the research area, modeling topics, 
and researchers and investigates the promising topic 
of mobile anchor localization research. No one has yet 
explored using the SMS method in the process of col-
lecting, mapping, and classifying their papers to dig 
deeper into information about trends of topics, influ-
ential researchers, and research areas.

Weaknesses in existing paper reviews can make new 
researchers unable to see whether the topic still has an 
increasing trend and whether there are still many re-
searchers who are interested in research in that field. 
Researchers also cannot know the latest methods that 
are being or are being proposed by many researchers 

related to mobile anchor localization, so there is a risk 
that it is difficult to get updated methods.

Mapping papers using SMS is a new thing in mobile 
anchor localization. With topic mapping in this paper, re-
searchers can focus more on getting the intended paper, 
knowing the trend of the topic, and having knowledge 
about contributing and influential researchers to make 
it easier to find papers and do correspondence. Topic 
mapping using the SLR can also be used as a starting 
point for conducting SLR to conduct paper literacy more 
precisely on target to get the right research gap in SLR.

3. METHODOLOGY

This process was conducted by combining quanti-
tative and qualitative approaches. The method is de-
scribed in Fig. 1. The initial stage is determining the 
subject of interest and then identifying research ques-
tions that lead to the research objectives and review-
ing the scope, identifying sources of research literature, 
conducting literature selection, collecting literature, 
and extracting data according to the RQ as shown in Ta-
ble 2. Bibliometric analysis is conducted to answer RQ2 
and 3 while paper distribution analysis is conducted to 
answer RQ1. Research topic analysis is making model-
ing topics from the collected papers and then analyz-
ing trends from each modeling topic to answer RQ4.

Fig. 1. Methodology of systematic mapping study



962 International Journal of Electrical and Computer Engineering Systems

The PRISMA protocol is paper searching related to 
the research topic to be analyzed. The research data-
base resources that will be used to search the paper are 
Scopus, Science Direct, and IEEE research databases as 
shown in Fig. 2. Study selection is the stage of select-
ing a paper based on the query keywords used and 
the year of publication. The keyword queries from each 
research database are shown in Table 3. Meanwhile, 
the selected year is the publication of the last 5 years, 
namely 2017 to 2022.

As shown in Fig. 2, 479 papers were obtained from Sco-
pus, 317 papers from IEEE, and 29 papers from Science 
Direct in the process of searching and gathering papers. 
After all the papers are combined, the total number of pa-
pers becomes 825 papers. Study selection is continued by 
excluding empty keywords and duplicate papers by title. 
From the excluded process, there are 511 papers left. The 
next stage is the data extraction of 511 papers to answer 
the research questions such as bibliometric analysis, pa-
per distribution analysis, and research topic analysis. 

Table 2. Research Question of SMS

Research 
Question (RQ) Question

RQ1 What is the population of publications on mobile 
anchor localization research in 2017-2022?

RQ2 What is included in the research topic areas of mobile 
anchor localization?

RQ3
Who are the most influential and contributing 
researchers on the topic of mobile anchor 
localization research?

RQ4 What are topic modeling and the trend of each 
modeling topic in mobile anchor localization?

Bibliometric analysis determines the progress of studies 
that have been carried out related to the topic of mobile 
anchor localization research. Bibliometric mapping helps 
researchers to get a visualization of publication metadata 
so that it is easier to manage and analyze to identify re-
search topics and clusters in certain disciplines, map au-
thors, and map author collaboration as part of a frame-
work to identify emerging technologies [24].

Bibliometric analysis was performed using the Vos 
Viewer tool. Vos Viewer is an open-source tool created 
by Nees Jan van Eck and Ludo Waltman at The Center 
for Science and Technology Studies (CWTS), Leiden 
University, The Netherlands. Vos Viewer features co-au-
thorship mapping, keyword-based co-occurrence, and 
citation mapping [25]. 

As shown in Fig. 3, the bibliometric analysis covers 
topic areas based on keywords related to the topic and 
its trends, author collaboration, and author based on 
the number of publications and citations. The type of 
analysis and calculation method used in VOS Viewer is 
co-occurrence analysis based on author keywords and 
co-authorship analysis. Both are carried out using the 
full counting method, all have the same weight [14]. 
From all the documents obtained from all research da-
tabases, they are combined in a Scopus template with 

CSV (merged document) format then filtering the doc-
ument and extracting data using Vos Viewer to obtain 
bibliometric visualization.

Research topic analysis which consists of corpus de-
velopment and text processing, topic modeling, and 
research trend of topic modeling. The tool used is Or-
ange Data Mining with the process structure as shown 
in Fig. 4. The data mining process is carried out using a 
corpus consisting of keywords and years. Corpus uses 
the Scopus template because of the merge document 
which only consists of the year and keywords. 

The corpus is processed using preprocess text which 
will separate the text into smaller units (tokens) then 
filter and normalize (stemming, lemmatization), cre-
ate n-grams, and tag tokens with part of speech la-
bels. The text will house everything first to lowercase 
and remove the URL if there is a URL in the text. The 
tokenization selected is Regexp which will separate the 
text with the provided regex and remove punctuation. 
Filtering is done to delete or save word choices. A stop 
word is selected to remove stop words from words such 
as or, and, and in. Regex removes words that match the 
regular expression set to remove punctuation.

Fig. 2. PRISMA process

Fig. 3. Bibliometric analysis
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Database Research Query

Scopus

TITLE-ABS-KEY ( mobile  AND anchor  AND localization )  AND  ( LIMIT-TO ( PUBYEAR ,  2023 )  OR  LIMIT-TO 
 ( PUBYEAR ,  2022 )  OR  LIMIT-TO ( PUBYEAR ,  2021 )  OR  LIMIT-TO ( PUBYEAR ,  2020 )  OR  LIMIT-TO  

( PUBYEAR ,  2019 )  OR  LIMIT-TO ( PUBYEAR ,  2018 )  OR  LIMIT-TO ( PUBYEAR ,  2017 ) )  AND   
( LIMIT-TO  ( DOCTYPE ,  "cp" )  OR  LIMIT-TO ( DOCTYPE ,  "ar" )  OR  LIMIT-TO ( DOCTYPE ,  "cr" )   

OR  LIMIT-TO  ( DOCTYPE ,  "ch" )  OR  LIMIT-TO ( DOCTYPE ,  "re" ) )  AND  ( LIMIT-TO ( SUBJAREA ,  "COMP" )   
OR  LIMIT-TO ( SUBJAREA ,  "ENGI" ) ) 

Science 
Direct

Title-abstract-keyword : Mobile Anchor Localization 
Year : 2017-2022 

Subject Area : Computer Science and Engineering

IEEE Xplore
Keyword : Mobile Anchor Localization 

Year 2017-2022 
Article Tipe : Research Article

Table 3. Database research and query

Fig. 4. Research topic analysis framework

The word cloud displays tokens in the corpus, the size 
of which represents the frequency of occurrence in the 
corpus or the average word count. Words will be listed 
based on weights that represent frequencies. We can 
find out what keywords are contained in the topic of 
mobile anchor localization and which keywords are of-
ten used in research from this word cloud. Fig. 5 shows 
the word cloud of keywords generated on the topic of 
mobile anchor localization. Some keywords that have 
a high-frequency weight of emergence from the topic 
of mobile anchor localization are localization, wireless, 
sensor, network, mobile, node, indoor, path planning, 
positioning, algorithm, and optimization.

Fig. 5. Word cloud of mobile anchor localization

The function of topic modeling is to find abstract top-
ics in the corpus based on the word groups found in each 
document and their respective frequencies. A document 

Fig. 6. Publication of mobile anchor  
localization per year

usually contains several topics in different proportions, 
so the widget also reports topic weights per document. 
LDA (Latent Dirichlet Allocation) is a probabilistic gen-
erative model of a corpus where the document is rep-
resented as a random mixture of latent subjects, each 
of which is defined by the word distribution as its core 
premise [26]. LDA is used to analyze text/word patterns 
and their interrelationships. LDA is an effective topic 
modeling technique that can be used for classification, 
feature selection, and information retrieval [27].

4. RESULT AND DISCUSSION

4.1. PAPER DISTRIBUTION ANALYSIS

RQ1 refers to the number of publications per year by 
article type. Data collection was carried out on 511 pa-
pers from filtering results based on the type of publica-
tion of articles, conferences, book chapters, and reviews 
every year. Fig. 6 shows a graph of publications on the 
topic of mobile anchor localization per year based on 
the type of publication. As previously explained, there 
are still few paper reviews and surveys in the field of mo-
bile anchor localization. The graph shows that the topic 
of mobile anchor localization is mostly documented in 
the form of journals, followed by conferences.

4.2. KEYWORD CO-OCCURRENCE AND  
 CO-AUTHOR ANALYSIS

RQ2 refers to the topic area of mobile anchor localiza-
tion. Bibliometric analysis was performed to answer RQ 2. 
Related keywords are analyzed to find mobile anchor 
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localization topic areas based on keywords. The results 
of the bibliometric visualization of the co-occurrence 
analysis based on author keywords in the Mobile An-
chor Localization topic area are shown in Fig. 7. As a 
result, there are 50 keywords identified as meeting the 
threshold by the Vos Viewer. The link thickness in the 
figure shows the weight of each link, while the size of 
the nodes shows the accuracy of the related keyword, 
and the color shows the clusters on each node and link.

In bibliometrics, 9 clusters are formed with each clus-
ter consisting of several keywords. As shown in Table 
4, the cluster contains keyword data.  The keyword of 
Cluster 1 consists of Angle of Arrival (AOA), coopera-
tive localization, fingerprinting, GPS, indoor localization, 
machine learning, Receive Signal Strength (RSS), Time 
Difference of Arrival (TDoA), Time of Arrival (ToA), and 
ultra-wideband. This cluster represents the application 
of machine learning to indoor localization using several 
ranging techniques such as TDoA, ToA, RSS, and AOA. 
Implementation can use ultra-wideband (UWB) to be 
applied indoors as proposed by the following papers 
[28-31]. Cluster 2 represents the keywords localization 
error, mobile wireless sensor network, optimization, po-
sitioning, PSO, range free, received signal strength, and 
trilateration. The conclusions from cluster 2 are related 
to the research area for optimizing WSN dynamic en-
vironments using PSO with ranging range-free or RSS 
techniques in the positioning process using trilateration. 
Several papers describe research on this cluster [32, 33].

Keywords in cluster 3 are anchor, DV hop, IoT, local-
ization, mobile beacon, mobile node RSSI, and wins. 
Research related to these keywords is the localization 
of mobile nodes using mobile anchors and emitting 
beacons on a WSN/IoT with RSSI or DV-hop ranging 
techniques. Paper [34] applies RSSI to the ranging tech-
nique and paper [35] uses RSSI which is converted into 
distance using machine learning. RSSI was also used in 
a paper on [7] underwater localization.

Cluster 4 is a topic of interest discussed in this paper, 
which is related to localization using mobile anchors in 
wireless sensor networks. Path planning is one part of 

the method for estimating the location of a sensor us-
ing a mobile anchor. One of which is proposing a local-
ization algorithm based on ELPMA path planning [22]. 
A survey paper on path planning was also put forward 
by Sabale which discussed various path-planning tech-
niques for mobile anchor localization [21]. Path plan-
ning is also applied to disaster management [36].

The keywords in the 5th cluster are also related to the 
mobile localization algorithm on the wireless sensor 
network using the Kalman filter or particle filter. The 
filter on the mobile anchor localization is used to over-
come measurement noise. As in the paper [36], EKF (Ex-
tended Kalman Filter) is used to obtain accurate sensor 
node locations around the mobile anchor. Paper [34] 
proposes a Kalman Filter based on the Bounding Box 
Localization Algorithm to minimize energy, hardware 
costs, and computational complexity. The 6th cluster is 
related to location awareness in IoT, and position esti-
mation using UAV anchors [34]. The 7th and 8th clus-
ters are related to the WSN dynamic environment and 
accuracy [18, 19, 32, 37].

We try to highlight the nodes on the mobile anchor 
in cluster 4 to get a more focused keyword area. Figure 
8 shows the topic of mobile anchor localization by av-
erage year which shows that many publications regard-
ing mobile anchors were made in 2019. Meanwhile, the 
latest issues on mobile anchors are estimation and lo-
cation awareness. Research on path planning and the 
use of UAVs to bring moving anchors was also widely 
used around 2019-2020.

The results in Figure 9 show that studies related to 
mobile anchor nodes are localization, wireless sensor 
network, localization algorithm, path planning, Re-
ceive Signal Strength Indicator (RSSI), range free, TDoA, 
connectivity, machine learning, mobile beacons, and 
anchor nodes. Bibliometric visualization shows that 
the closer the distance, the stronger the relationship 
between the keywords. In addition, the larger the node 
formed, the more often these keywords are used on 
the topic of mobile anchor localization.

Fig. 7. Visualisasi Bibliometric
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Fig. 8. Mobile anchor localization topic by an 
average year

The visualization results also show that the nodes 
most often associated with mobile anchor nodes are lo-
calization and wireless sensor networks. This shows that 
most of the mobile anchor publications are used for lo-
calization schemes related to wireless sensor networks. 
Another node is path planning, which is one of the key-
words that often appears in localization publications. 
This shows that path planning is one part of the mobile 
anchor localization topic studied by researchers.

The trend topic area based on keywords can be seen 
in the bibliometric visualization in Fig. 9. Based on the 
color, we can see that machine learning is one of the 
methods proposed to solve the localization problem in 
the latest research on mobile anchor localization. UAV 
is also a node that is still in the current year and shows 

that UAV is one of the tools used as a mobile anchor in 
the current study.

RQ3 refers to the author’s collaboration and the re-
searchers who have most contributed to and influ-
enced the research on mobile anchor localization. RQ3 
can be answered by conducting a bibliometric analysis 
of the author’s collaboration. The results of the biblio-
metric visualization of author collaboration using net-
work visualization, overlay visualization, and density 
visualization where each node represents the author 
are shown in Fig. 10.

There are 6 research clusters formed in Fig. 10(a). 
Researchers with nodes close to each other have a 
stronger relationship based on bibliographic coupling. 
Researchers who are close together tend to cite the 
same publication or collaborate, whereas researchers 
with nodes that are far apart usually do not cite or col-
laborate on the same publication. For example, Liu Y 
collaborated with Yang C in research on the dynamic 
path planning method on mobile anchors[37]. Liu Y 
also collaborated with Shen Y in his research on single 
anchor passive localization[38]. From this co-author's 
bibliometrics, we can search for journals further based 
on the research clusters formed and the research area 
of each research cluster. In addition, we can also find 
out the author by our research topic area. 

Fig. 9. The bibliometric trend of mobile anchor node topic area based on a related keyword.
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(a) Network Visualization

(b) Overlay Visualization

Fig. 10. Bibliometric co-author based on network 
and overlay visualization

In Fig. 10 (b) Liu B., Yang C., and Wan J., have yellow 
nodes so that they are the authors who are researching 
in the latest year, 2021. Liu B and Wan J proposed re-
search on node localization algorithms in 3D environ-
ments using mobile anchors. While Yang C researched 
node localization using dynamic path planning in a 3D 
environment [37]. 

In Fig. 11 (a) with weights based on documents, Liu Y 
and Zhang Y is the author who has the most research on 
the topic of Mobile Anchor Localization. While Liu Y is 
the initials of several researchers including Yuan Liu, Liu 
Ying, Yan Liu, and Yiwen Liu who all researched mobile 
anchor localization. Yuan Liu conducted research on lo-
calization algorithms with collaborative and predictive 
algorithms, Liu Ying proposed localization using mov-
ing anchors based on network connectivity, and Yiwen 
Liu researched error analysis on positioning nodes on 
underwater acoustic sensors. Yan Liu proposed 2 stud-
ies consisting of node localization in a 3-dimensional 
environment using intelligent dynamic path planning 
and proposing the use of a single anchor. [38-40].

Zhang Y is the initials of several researchers who con-
ducted research in localization including Yijin Zhang, 
Yuan Zhang, Yueyue Zhang, Yunzhou Zhang, Yuexia 
Zhang, Yuli Zhang, Yu Zhang, and Ying Zhang. Howev-
er, from the listed paper, only Yuli Zhang who conduct-
ed the research on mobile anchors proposed a sensor 
node localization method, namely real-time localiza-
tion based on neighbor nodes and real-time position-
ing based on mobile anchor nodes. 

Fig. 11 (b) shows the initials of the researcher whose 
paper was cited by other researchers. The figure shows 
that papers from researchers with the initials Zhang Y 
were cited the most by other researchers, reaching a 
total of 58 citations. Furthermore, the researcher with 
the initials Luo J represents the researcher Juan Luo 
with 29 citations and Luo Junhai with 28 citations. 

(a) Density document weight-based

(b) density citation web-based

Fig. 11. Bibliometric of influential and contribute 
co-author

Juan Luo produced 3 papers proposing the ELPMA 
(Efficient Localization Algorithm based Path Planning 
for Mobile Anchor) method [41], GTMA (Group Tri-Mo-
bile Anchor) [42], and indoor localization based on ex-
tracting trusted fingerprints [43]. Meanwhile, Luo Jun-
hai produced a paper on a localization algorithm using 
a two-phase time synchronization-free for the localiza-
tion of underwater sensor networks [44].

4.3. TOPIC MODELLING AND TREND

Topic modeling will be generated using Orange Data 
Mining. Fig. 11 shows the 10 topic modeling results 
generated from the year and keyword databases from 
511 papers. The topic area on the ten topics of model-
ing orange data mining shows compatibility with the 
topic area generated using the Vos Viewer. As in topic 3, 
which relates to the keywords localization, positioning, 
RFID, indoor, UWB, ultra, wideband, system, particle, and 
range which are related to cluster 1 on Vos Viewer. Like-
wise, the 9th topic model related to cluster 4 on the Vos 
Viewer. 

A Trend analysis is created after generating the topic 
modeling. Trend analysis is performed by calculating the 
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average weight value of each keyword on each topic 
model based on the year. The results of the trend graph 
for each modeling topic are shown in Fig. 13. The results 
show that several topics experienced a decreasing trend, 
and several other topics experienced an increasing 

trend. If the topic model has an upward trend line, then 
the topic is included in the promising topic. From Fig. 11, 
an increase in the topic models 2, 3, 7, 8, 9, and 10. The 
2nd topic model relates to the topic of sensor node local-
ization using a 3-dimensional environment.

Fig. 12. Topic Modelling

Several studies have implemented mobile anchors in 
3-dimensional environments such as underwater WSN 
(UWSN) [35, 45, 46]. and aerial anchors [47, 48]. Model 
topic 3 relates to UWB, indoor, localization, positioning, 
RFID, ultra-wideband, particle, and system. Research with 
mobile anchors related to UWB among them is [29-31].

Furthermore, the topic of the 7th model is related to 
the keyword’s localization, mapping, simultaneous, po-
sitioning, anchor, slam, optimization, channel, and mul-
tipath. WSN is one of the infrastructures used to produce 
SLAM (Simultaneous Localization and Mapping). Opti-
mization is also carried out to produce reliable mapping 
and localization such as the use of filters and computa-
tional intelligence [49]. Another topic model that has an 
increasing trend is the 8th topic model which relates to 
localization, network, time, location, cooperative, arrival, 
underwater, strength, signal, and difference and is relat-
ed to mobile anchor research underwater [30, 40].

The 9th topic model has an upward trend and re-
lates to localization, mobile, sensors, wireless, path, al-
gorithm, planning, anchor, and network. So, this topic 
relates to path planning algorithms and localization al-
gorithms which propose various static or dynamic path 
planning algorithms to optimize accuracy, energy, and 
coverage [22, 36, 41, 51]. The last topic is the 10th topic 
model related to the keywords indoor, localization, aer-
ial, positioning, vehicles, navigation, UWB, arrival, and 
unmanned. UWB is used to position the robot which 
can be a UAV that is carried out indoors as a navigation 
function as proposed in papers [52-55].

4.4 MOBILE ANCHOR LOCALIzATION PAPER 
 IN 2023

The search for papers in 2023 was carried out to find 
the latest research information on mobile anchor local-
ization and obtained 4 journals and 2 conferences. 

A paper at the end of 2022 was put forward by Fei 
Tong et. al. [56] who proposed the single anchor mobile 
localization (TSAL) method. In 2023 Huimin Chen et al 
[57] proposed a mobile anchor using LORA to reduce 
deployment costs. Gauss Markov-based mobile anchor 
localization (GM-MAL) was proposed by Song Xinchao 
et al which can improve localization precision [58].

Vaishali R Kulkarni [59] conducted a comparative anal-
ysis of the use of static and mobile anchors on localiza-
tion sensors. Rinkesh Mittal et al [60] proposed a study 
aimed at reducing localization errors by developing 
moving paths and anchors. Oumaima Liouane proposed 
an analytical probabilistic model for estimating the 
multi-hop distance between the mobile anchor and the 
unknown nodes. The relationship between hop count 
and distance estimation is represented as a nonlinear 
function and using the recursive least square algorithm 
can present new formulas from the DV-Hop localization 
algorithm on mobile anchor localization [61].

5. CONCLUSION

A systematic SMS process can enable us to dig up in-
formation about a broad topic area regarding mobile 
anchor localization and the position of the research 
focus aimed at that topic area. Bibliometrics can show 
influential research topic areas, and recent methods are 
based on keywords to provide a helicopter view of mo-
bile anchor localization. Research topic analysis allows 
us to get topic modeling and see the current trends. 
Previous paper reviews have not applied the SMS 
method in the classification process and are still fo-
cused on explaining the method from existing papers. 

SMS using the PRISMA method is recommended to use 
the right keywords according to the terms used in related 
papers. By using the right keywords, the collected paper 
will focus on the intended field. We also find out the chro-
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nology of published papers from 2017 to 2022. This can 
assure us that research in this field is still being carried out 
so that it is still possible to conduct research in this field.

Bibliometric analysis of the topic area provides a he-
licopter perspective on the research area and provides 
insight for other researchers to determine more specif-
ic research topic areas and novelty opportunities. 

The results show that the mobile anchor localiza-
tion field is related to localization, wireless sensor net-
works, and indoor localization research areas. Focusing 
on mobile anchors, we can find out more specifically 
what is related to mobile anchors like path planning, 
machine learning, localization algorithms, and others. 
The bibliometric results also show machine learning as 
the latest method such as in path planning. 

Fig. 13. The trend of each topic modeling
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Co-author bibliometric analysis can find out which 
authors have an influence on the research field from 
the number of citations to their papers, find out which 
authors cite each other, and the contributor which al-
lows the same topic area. It can be continued by look-
ing for a community of these researchers. Joining the 
community is one solution to find a solution by holding 
discussions or correspondence with other researchers. 
Topic modeling is a way to find out the topics we can 
take as research. From the results of topic modeling, 
6 topic models are included in the promising topic, 
which means that these 6 topics still have the potential 
to be investigated further. For example, in the 9th topic 
related to path planning, the trend tends to rise so that 
it can be chosen as the research topic to be studied.
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Abstract – Speech enhancement aims to eliminate or reduce undesirable noises and distortions, this processing should keep features 
of the speech to enhance the quality and intelligibility of degraded speech signals. In this study, we investigated a combined approach 
using single-frequency filtering (SFF) and a modified spectral subtraction method to enhance single-channel speech. The SFF method 
involves dividing the speech signal into uniform subband envelopes, and then performing spectral over-subtraction on each envelope. A 
smoothing parameter, determined by the a-posteriori signal-to-noise ratio (SNR), is used to estimate and update the noise without the need 
for explicitly detecting silence. To evaluate the performance of our algorithm, we employed objective measures such as segmental SNR 
(segSNR), extended short-term objective intelligibility (ESTOI), and perceptual evaluation of speech quality (PESQ). We tested our algorithm 
with various types of noise at different SNR levels and achieved results ranging from 4.24 to 15.41 for segSNR, 0.57 to 0.97 for ESTOI, and 
2.18 to 4.45 for PESQ. Compared to other standard and existing speech enhancement methods, our algorithm produces better results and 
performs well in reducing undesirable noises.

Keywords: speech enhancement, single frequency filtering, spectral subtraction, envelopes

1.  INTRODUCTION

Speech enhancement is an active area of research 
that aims to improve the quality of degraded speech 
and preferably its intelligibility. One of the most sig-
nificant tasks of speech enhancement is to reduce or 
remove noise that has degraded speech quality, and 
this is an active area of research [1-3]. Noise reduction 
techniques are used in many applications such as mo-
bile phones [4], speech recognition [5], teleconferenc-
ing systems [6], voice over internet protocol (VoIP) [7], 
and hearing aids. Most speech enhancement systems 
use a single microphone for economic reasons, even 
though better results can be obtained using multiple 
microphones [8]. The field of single-channel speech 
enhancement continues to be a significant area of 
research due to its simplicity and computational ef-
ficiency. These systems, which are based on a single 

microphone, employ adaptive filtering techniques to 
reduce the impact of noisy regions in speech signals 
that have a low SNR while preserving those with a high 
SNR. Within this context, the short-term spectral ampli-
tude plays a crucial role in preserving speech quality 
and intelligibility, compared to phase information [9]. 
Furthermore, the speech enhancement algorithms can 
be classified as follows [10]: i) spectral subtraction al-
gorithms, ii) statistical model algorithms, iii) subspace 
algorithms, and iv) machine learning algorithms.

Spectral subtraction algorithms, developed in the 
late 1970s, are effective and widely used in the spectral 
domain [11]. This technique involves subtracting the 
estimated noise from the noisy speech, assuming that 
the noise is additive and uncorrelated with the clean 
speech signal. However, this approach is susceptible to 
generating musical noise, which can be bothersome to 
listeners. To reduce this side effect, several techniques 
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have been proposed, including applying a half-wave 
rectifier and setting all negative values to zero [12-14]. 
Another approach is to use an over-reduction factor 
and a spectral floor factor, but speech may be distorted 
and consequently lead to a loss of intelligibility [15, 16]. 
Due to the varying spectral distribution of the signal 
and noise across different frequency ranges, research-
ers have directed their attention toward subband pro-
cessing methods. A widely recognized technique in 
the field of audio signal enhancement is the multiband 
spectral subtraction (MBSS) method [17]. This approach 
involves decomposing the signal into subbands to ex-
ploit the spectral information and apply different noise 
treatments in each subband, considering the varying 
impact of noise on the speech spectrum. To further 
enhance the performance  of the multiband spectral 
subtraction approach, the authors in [18] propose a 
technique called MBSS_CBRS (multiband spectral sub-
traction with critical band rate scaling). This technique 
is designed to align with the characteristics of the au-
ditory system, aiming to approximate the benefits of 
human perception and to improve the effectiveness of 
speech enhancement algorithms. Other studies con-
centrate on speech production features. In the study 
described in [19], the authors specifically investigate 
the harmonic properties of vowels (SS_HP) and utilize 
the sigmoid function to empirically determine the val-
ues for over-subtraction and the spectral reservation 
factor. Furthermore, researchers have recognized that 
speech can be considered as an amplitude-modulated 
signal, leading them to explore speech enhancement 
techniques in the modulation domain. In [20]  the au-
thors specifically employed the coherent harmonic 
demodulation technique (SE_CHD) to get the subband 
signals. This approach relies on a prior signal-to-noise 
ratio (SNR) and utilizes a gain function derived using 
the minimum mean square error (MMSE) approach.

Traditionally, speech enhancement algorithms com-
monly rely on the short-term Fourier transform (STFT) 
to estimate the short-term spectrum of a signal [17, 19]. 
This involves dividing the signal into subband signals 
through consecutive windowing or filter bank opera-
tions [18, 20]. A novel approach known as single-fre-
quency filtering (SFF) has recently been introduced. 
[21]. This technique offers high spectral and temporal 
resolution and eliminates the effects of windowing 
through filtering. By employing filtering at the maxi-
mum frequency of fs/2, SFF can capture both amplitude 
and phase information at each frequency. SFF has been 
explored in various applications, including voice activ-
ity detection [21], epoch extraction [22], hyper-nasality 
assessment [23], and dysarthria evaluation [24, 25]. This 
approach is gaining popularity for segmenting speech 
into multiple frequency bands due to its exceptional 
time-frequency resolution.

In this work, our contribution includes the develop-
ment of a new algorithm combining the recent ap-
proach called SFF and the modified spectral subtrac-

tion method to enhance the quality and intelligibility 
of degraded speech signals. The integration of the SFF 
approach with noise estimation using the SNR is based 
on the identification of segments with high SNRs. In 
practice, the power of the noise tends to be lower near 
zero-bandwidth resonator of the single frequency, 
while the power of the speech signal, particularly if 
present, is relatively high. As a result, windows exhibit-
ing high SNR will appear at different times for various 
frequencies. Therefore, we used the SFF for calculat-
ing the envelopes which help to reduce or eliminate 
unwanted noise concentrated around one or more 
specific frequencies. For each envelope, we estimated 
the noise from previous speech frames and applied a 
smoothing parameter to balance noise reduction and 
speech quality preservation. The experiments were 
conducted on various types of real-world noise, includ-
ing car, train, restaurant, airport, and street noises, as 
well as machine-generated white Gaussian noise, to 
evaluate the performance of our proposed algorithm. 
The results demonstrate that our method outperforms 
the previously mentioned existing methods [17-20].

The paper is organized into three main sections. In 
Section 2, an analysis and synthesis of the single-fre-
quency approach, envelope manipulation, modified 
spectral subtraction, and noise estimation are covered. 
Section 3 provides detailed outcomes of the conduct-
ed experiments, highlighting the performance of the 
proposed method. Finally, Section 4 serves as the con-
clusion, summarizing the key findings and implications 
of the research.

2. PROPOSED SPEECh ENhANCEMENT MODEl

This section aims to explore the potential of employ-
ing the single-frequency filtering (SFF) approach and 
modified spectral subtraction to enhance the degraded 
speech. The proposed method involves three main steps 
(Fig.1). First, the SFF analysis is performed to generate 
spectral envelopes at specific frequencies of interest. 
Then, the modified spectral subtraction is applied at each 
frame for each envelope. Finally, the SFF synthesis com-
bines the processed envelopes to reconstruct the original 
speech. Our objective is to develop an algorithm that uti-
lizes validated blocks to ensure the high quality and intel-
ligibility of the speech signal. In order to achieve this, we 
have verified that the SFF analysis-synthesis method does 
not have any negative impact on the quality and/or intel-
ligibility of the speech signal. This step aims to ensure that 
the SFF processing does not introduce any undesired ef-
fects or degradation to the processed signal.  The second 
step involves determining whether the enhancement 
should be focused on the envelope or the phase of the 
signal. Choosing the optimal element is important for im-
proving the quality and intelligibility of the speech signal. 
Finally, it is essential to define the suitable parameters for 
the spectral subtraction method to reduce the noise in 
the speech signal and achieve the best results in terms of 
improving its quality and intelligibility.
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Fig. 1. Block diagram of the proposed speech enhancement algorithm

2.1. SFF ANAlYSIS-SYNThESIS APPROACh

The SFF approach is employed to achieve subband 
decomposition of the speech signal, allowing us to 
obtain the amplitude of the envelopes at a selected 
frequency for each instant. This technique helps to 
eliminate the block processing effect which can re-
duce the performance of the algorithms when using 
the Short-Time Fourier Transform (STFT) for speech 
enhancement. The analysis and synthesis blocks of the 
SFF technique are represented in Fig. 2. The amplitude 
envelope of the signal at any desired frequency is ob-
tained by:

•	 shifting the frequency signal of the signal x[n] at fre-
quency fk using Eq. (1) for n=1.2...N and k=0.1…. K-1, 
where N and K represent the number of samples 
and the number of frequencies, respectively.

(1)

•	 The shifted signal is then passed through a single 
pole resonator at the highest frequency fs/2 , where 
fs is the sampling frequency. The filter function trans-
fer is given by Eq. (2) and the filtered output is given 
by Eq. (3) where y[k, n] is a complex number that can 
be expressed in polar form as given by Eq. (4).

(2)

(4)

(3)

where the amplitude envelope v[k, n] and the phase  
ϕ[k, n] of the subband signal y[k, n] are defined by Eq. 
(5) and (6), respectively.

(5)

(6)

•	 The subband signal y[k, n] can be reconstructed 
from the amplitude envelope v[k, n] and phase ϕ[k, 
n] by applying Eq. (4) for the single frequency fil-

(7)

•	 The reconstructed signal is obtained by summing 
the outputs z[k, n] and dividing by the number of 
frequencies K using Eq. (8).

(8)

•	 The reconstructed signal and the original signal are 
combined using the following equation [26]:

(9)

Where K=(fs⁄2)/∆f , and r is less than 1 to ensure the 
stability of the filter.

The performance of the proposed algorithm is influ-
enced by the two major parameters r and K. The pri-
mary objective of this research is to enhance degraded 
speech. To achieve this goal, a value of r=0.99 was select-
ed, which offers higher temporal and spectral resolution. 
This resolution property enables a more precise and ac-
curate analysis of the degraded speech, facilitating ef-
fective application of enhancement techniques [26]. 
Additionally, the impact of the number of frequencies K 
on speech quality and intelligibility was evaluated in this 
study. Clean speech signals were analyzed and synthe-
sized at different K values while maintaining a sampling 
rate of 16 kHz. The resulting speech was then assessed 
using PESQ and ESTOI metrics. The findings presented 
in Table 1 show that reducing the frequency step size 
significantly improves speech quality and intelligibility. 
However, when using a frequency interval (∆f ) of 50 Hz, 
we obtain 160 envelopes, whereas using a smaller ∆f of 
20 Hz results in 400 envelopes. Therefore, reducing ∆f 
to 20 Hz can lead to improved quality and intelligibility 
of the processed speech. However, this reduction also 
increases the value of K and the number of envelopes, 
resulting in longer computation times. It is worth noting 
that utilizing the SFF method with ∆f=20 Hz allows for 
enhancing speech without introducing any distortion.

tering synthesis. The shifted output y[k, n] is shifted 
back to the original frequency using Eq. (7):

Volume 14, Number 9, 2023
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(a) (b)

Fig. 2. (a) SFF analysis, and (b) SFF synthesis

Fig. 3. Concept block diagram for the combinations of the clean and noisy temporal envelope with noisy 
and clean phase

Table 1. ESTOI and PESQ between original and SFF 
synthesized signals for different values of ∆f.

∆f 100 50 20 10 5

ESTOI 0.987 0.999 1 1 1

PESQ 4.17 4.359 4.64 4.64 4.64

The following step is to determine whether the SFF 
amplitude envelope or the SFF phase should be en-
hanced to improve speech quality and intelligibility.

2.2. ThE TEMPORAl ENvElOPE 

The significance of the temporal envelope and its ap-
plication in speech enhancement has been extensively 
explored in various studies [27-29]. The objective of 
this step is to verify and validate the hypothesis that 
"enhancing the temporal envelope of noisy speech can 
considerably enhance speech quality". To achieve this, 
we combined the clean envelope with the noisy phase 
and vice versa using samples from the TIMIT database, 

at 10 dB for white noise, with the envelope and phase 
calculated using the SFF technique. Fig.3 presents the 
adopted scheme for constructing all the combinations, 
while Table 2 presents the corresponding values of ES-
TOI and PESQ. The results indicate that the envelope 
plays a significant role in improving the quality and in-
telligibility of speech. Therefore, we recommend modi-
fying the amplitude of the SFF envelope to enhance 
speech in noisy environments.

Table 2. The average PESQ and ESTOI values were 
computed for all combinations of TIMIT speech 
degraded by 10 dB white noise with ∆f=20 Hz.

Combinations ESTOI PESQ

Clean envelopes - Clean phases 1 4,64

Clean envelopes - Noisy phases 0.91 1.89

Noisy envelopes - Clean phases 0.86 1.76

Noisy envelopes - Noisy phases 0.85 1.25
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2.3. MODIFIED ENvElOPE SPECTRAl 
 SUBTRACTION

Based on the results obtained from PESQ and ESTOI, 
we have evaluated the effectiveness of SFF analysis-
synthesis and its associated envelope in enhancing 
speech quality and intelligibility. The findings indicate 
also that enhancing the temporal envelope, which is 
calculated using the SFF approach, can be utilized for 
speech enhancement, as the phase component has a 
negligible impact on human intelligibility. Considering 
its favorable performance across different noise condi-
tions and its low computational complexity, we pro-
pose implementing the spectral subtraction method 
for each frame of each envelope to improve both qual-
ity and intelligibility of the speech signal. The noise is 
estimated using an adaptive technique, and the over-
reduction factor is adjusted for each frame of each en-
velope Eq. (5). The equation provided below illustrates 
the spectrum of the enhanced kth envelope.

(10)

Where vk (m, n), dk̂ (m, n), and ŝk (m, n) represent the 
noisy envelope, estimated noise, and estimated en-
hanced envelope, respectively, for the nth FFT transform 
of the mth frame in the kth envelope. The parameter β is 
the spectral floor factor that typically ranges between 
0 and 1, and it is used to prevent the estimated nega-
tive speech spectrum in each envelope. To determine 
the over-reduction factor η(m, n) for the envelope k at 
frame m, we use the segmental signal-to-noise ratio 
(segSNR) as follows:

(11)

The segSNR is calculated using the formula:

(12)

where Nk represents the number of frames of the kth 
envelope. The over-reduction parameter η(m, n) is de-
termined based on η0 which represents the value of 
segSNR at 0 dB and controls the noise subtraction level 
for each envelope at every frame.

Accurate noise estimation is crucial for improving 
speech, as an incorrect estimate can result in residual 
noise or distorted speech. Traditional methods use voice 
activity detection (VAD) to estimate and adapt the noise 
spectra during speech silent periods, but this approach 
is not effective in real-time and noisy environments [30, 
31]. A common technique for estimating noise is recur-
sive averaging, where the noise spectrum is calculated 
by taking a weighted average of previous noise esti-
mates and the present noisy envelope spectrum, as de-
scribed in [32, 33]. The weight assigned to each estimate 
varies based on the a-posteriori signal-to-noise ratio 
(SNR) of each frequency. In our proposed technique, we 
independently estimate and update the noise spectrum 
for each frame in each envelope. Therefore, the noise 
spectrum estimation for each envelope is given by,

(13)

(14)

where δ is the smoothing parameter. In the recursive 
averaging technique, δ is chosen as a sigmoid function 
that depends on the a-posteriori SNR:

In this case, the variation of the noise is determined by 
the parameter "a" in the sigmoid function Eq. (14). The val-
ue of "a" ranges from 1 to 6 while keeping the parameter 
"T" constant. The parameter "T" in Eq. (14) represents the 
center offset of the transition curve in the sigmoid func-
tion, typically falling within the range of 3 to 5.

Fig. 4. Speech spectrograms for: (a) clean speech; (b-d) speech degraded by white and car noises, 
respectively, at 5 dB SNR; (c-e) the associated enhanced speech

(a)

(e)(d)

(c)(b)
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3. ExPERIMENTAl RESUlTS

In this section, we will present the results and per-
formance evaluation of our proposed speech enhance-
ment algorithm. Additionally, we will compare the re-
sults obtained using MATLAB software with other ex-
isting methods [17-20]. The evaluation was conducted 
on various types of noise, including real-world noises 
commonly encountered in daily life such as car, train, 
restaurant, airport, and street noises, as well as ma-
chine-generated white Gaussian noise. It is important 
to note that each type of noise exhibits a unique time-
frequency distribution in speech. 

To evaluate the performance of our speech enhance-
ment algorithm, the noisy speech was obtained from 
the TIMIT corpus and downsampled to 8 kHz. The en-
velopes were calculated using the SFF with an enve-
lope spacing of ∆f=20 Hz, which provided good perfor-
mance of speech quality and intelligibility as shown in 
Table 1. For each envelope, we applied a hamming win-
dow with a frame duration of 20 ms and a 70% overlap. 
The noise was estimated continuously and adaptively 
using Eq. (13) and the sigmoid function Eq. (14), with 
values of 'a' and 'T' set to 4 and 5, respectively. The 
over-subtraction factor η(m, n) was computed for each 
envelope. Moreover, we fixed the spectral floor param-
eter β at a value of 0.03 [17, 18].

3.1. CORPUS

The TIMIT database, developed by the Massachusetts 
Institute of Technology with support from the US gov-
ernment, is a valuable resource for automatic speech 
recognition and other speech processing applications 
[34]. It comprises a vast collection of speech sounds 
and associated data. This extensive database includes 
recordings from 630 speakers representing different 
regions of the United States, each uttering 10 different 
phrases. It also provides transcriptions and annotations 
corresponding to the recorded speech. TIMIT has be-
come a fundamental tool in the study of speech rec-
ognition and other related technologies, contributing 
significantly to the advancement of the field of speech 
processing.

3.2. PERFORMANCE EvAlUATION

To assess the effectiveness of our proposed speech en-
hancement algorithm, we utilized objective quality and 
intelligibility measurement tests, including segmental 
signal-to-noise ratio (segSNR), extended short-term ob-
jective intelligibility (ESTOI) [35], and perceptual evalua-
tion of speech quality (PESQ) [36]. segSNR is frequently 
used to detect speech distortion, as it is more precise in 
identifying speech distortion compared to overall SNR. 
Higher values for segSNR indicate lower levels of speech 
distortion. ESTOI is a measure of speech intelligibility 
that considers the accuracy and timing of phoneme rec-
ognition. PESQ is a commonly used objective measure 
of speech quality that compares and predicts the per-

ceived quality of speech signals using a reference signal. 
Higher scores for both PESQ and ESTOI typically suggest 
better speech quality and intelligibility. These measures 
have strong correlations with subjective listening tests, 
making them valuable tools for assessing speech en-
hancement algorithms.

3.3. RESUlTS AND DISCUSSIONS

We evaluated the performance of our proposed 
method (PM) on degraded speech corrupted by differ-
ent types of noise such as white Gaussian, car, restau-
rant, train, street, and airport noises. We tested the PM 
at various SNR levels including -5, 0, 5, and 10 dB. To as-
sess the effectiveness of the PM, we measured three pa-
rameters: segSNR, ESTOI, and PESQ. The average segSNR 
values obtained by the PM for different types of noise 
and SNR levels are presented in Table 3. For the -5 dB, 0 
dB, 5 dB, and 10 dB SNR levels, the segSNR values were 
5.30, 8.76, 10.07, and 13.64, respectively. It is worth not-
ing that these segSNR values are consistently positive 
and exhibit an increasing trend as the SNR improves. 
These findings demonstrate that the proposed method 
performs well in terms of distortion across various noise 
types. In terms of intelligibility, the PM achieved aver-
age ESTOI values of 0.66, 0.76, 0.86, and 0.93 for -5 dB, 
0 dB, 5 dB, and 10 dB SNR levels, respectively (Table 4). 
Specifically, ESTOI ranges from 0.57 to 0.74 for negative 
SNR values and from 0.65 to 0.97 for positive SNR values. 
These results provide that the PM algorithm significantly 
enhances the intelligibility of speech. To evaluate the 
speech quality, we calculated the average PESQ values, 
which ranged from 2.18 to 4.45 across all SNR levels (Ta-
ble 5). These results confirm that our PM performs well 
in terms of speech quality. Fig. 4, 5, and 6 illustrate the 
speech spectrograms of the noisy speech at 5 dB SNR 
alongside the enhanced speech obtained using the PM. 
These figures provide a visual representation of the im-
provements achieved by our method.

The results of the score comparison in terms of seg-
SNR, ESTOI, and PESQ for various types of noise at dif-
ferent levels of SNR, between our PM and MBSS [17], 
MBSS_CBRS [18], SS_HP [19], and SS_CHD [20], are pre-
sented in Tables 3, 4, and 5, respectively. The findings 
clearly demonstrate that our PM outperforms the other 
methods in terms of segSNR, indicating its effective-
ness in removing background noise while preserving 
speech components, regardless of whether the SNR is 
negative or positive. The PM achieves also higher ESTOI 
scores, indicating improved speech intelligibility across 
all SNR levels. Furthermore, the PM obtains the highest 
PESQ score in all conditions, indicating the preserva-
tion of speech quality.

Based on these results, it can be concluded that our 
PM significantly enhances speech quality and intelligi-
bility with minimal distortion compared to the meth-
ods defined previously. The effectiveness of the PM is 
supported by the utilization of the SFF to calculate the 
temporal envelopes with high-frequency resolution at 
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20 Hz, guided by PESQ and ESTOI scores. Moreover, our 
proposed method estimates the noise recursively from 
previous speech frames for each envelope and applies 
a smoothing parameter to achieve a balance between 
noise reduction and preservation of speech quality.

Furthermore, our PM algorithm was compared to re-
cent algorithms that utilize deep learning techniques 
for tasks such as estimating parameters (e.g., tuning fac-
tor of the Wiener filter [37] ) or extracting features (e.g., 
multi-frequency cepstral coefficients [38]).The compara-
tive analysis revealed that our PM algorithm outper-
forms these approaches in terms of both speech quality 
and intelligibility, as depicted in Fig. 7 and 8. Moreover, 
an added advantage of our PM algorithm is that it does 
not necessitate training data. This characteristic reduces 
its complexity and simplifies its implementation, making 
it a more practical and accessible solution for noise re-
duction and speech enhancement tasks.

(a)

(d)(c)

(b)

(a)

(d)

(c)

(b)

Fig. 5. Speech spectrograms for: (a-c) speech 
degraded by restaurant and train noises, 

respectively, at 5 dB SNR; (b-d) the associated 
enhanced speech

Fig. 6. Speech spectrograms for: (a-c) speech 
degraded by street and airport noises, respectively, 
at 5 dB SNR; (b-d) the associated enhanced speech

Table 3. Average segmental signal-to-noise ratio 
(segSNR) of enhanced speech signals from the TIMIT 

database at -5,0, 5, 10 dB

Noise type Enhancement 
methods

segSNR

-5 0 5 10

White

Noisy -7.59 -5.16 -1.92 1.72

MBSS 1.64 4.07 10 13.40

MBSS_CBRS 2.83 5.9 8.63 11.77

SS_HP 4.57 7.66 5.97 4.31

SE_CHD 0.90 1.09 1.59 1.81

PM 6.58 9.67 12.01 15.41

Car

Noisy -7.50 -5.02 -1.78 1.80

MBSS 0.64 2.68 6.86 9.39

MBSS_CBRS 2.72 4.23 9.05 12.05

SS_HP 3.90 6.45 4.86 3.73

SE_CHD 0.26 0.58 1.01 1.90

PM 5.91 8.46 11.06 14.06

Restaurant

Noisy -7.09 -4.63 -1.43 2.2

MBSS 0.43 2.52 5.84 9.29

MBSS_CBRS 1.79 2.14 7.25 9.96

SS_HP 3.69 6.17 4.86 3.48

SE_CHD 0.37 0.60 0.83 2.29

PM 5.70 8.18 9.26 11.97

Train

Noisy -7.46 -5.06 -1.77 1.85

MBSS 0.21 3.88 5.53 9.35

MBSS_CBRS 2.38 5.12 7.6 11.59

SS_HP 1.69 3.92 2.96 2.16

SE_CHD 0.28 0.41 0.53 2.10

PM 4.39 7.13 9.61 13.6

Street

Noisy -6.51 -3.9 -0.73 2.86

MBSS 0.43 1.71 5.39 9.22

MBSS_CBRS 2.27 9.81 7.02 11.36

SS_HP 1.98 6.98 4.65 3.29

SE_CHD 0.19 0.31 0.43 2.9

PM 4.28 11.82 9.03 13.37

Airport

Noisy -7.45 -5.02 -1.81 1.8

MBSS 1.49 3.78 6.53 8.81

MBSS_CBRS 2.91 5.26 7.43 11.44

SS_HP 2.08 3.75 3.04 2.64

SE_CHD 0.31 0.64 0.8 1.8

PM 4.92 7.27 9.44 13.45

Volume 14, Number 9, 2023
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Table 4. Average extended short-term objective 
intelligibility (ESTOI) results of enhanced speech 
signals from the TIMIT database at -5,0, 5, 10 dB

Table 5. Average perceptual evaluation of speech 
quality (PESQ) results of enhanced speech signals 

from the TIMIT database at -5,0, 5, 10 dB

Noise type Enhancement 
methods

ESTOI

-5 0 5 10

White

Noisy 0.25 0.39 0.55 0.68

MBSS 0.39 0.45 0.6 0.68

MBSS_CBRS 0.4 0.58 0.69 0.71

SS_HP 0.49 0.6 0.7 0.75

SE_CHD 0.18 0.15 0.21 0.24

PM 0.57 0.65 0.79 0.8

Car

Noisy 0.2 0.39 0.52 0.64

MBSS 0.39 0.48 0.57 0.71

MBSS_CBRS 0.43 0.51 0.62 0.78

SS_HP 0.59 0.63 0.79 0.82

SE_CHD 0.18 0.12 0.15 0.21

PM 0.69 0.73 0.89 0.92

Restaurant

Noisy 0.21 0.37 0.53 0.67

MBSS 0.38 0.53 0.69 0.71

MBSS_CBRS 0.43 0.67 0.72 0.77

SS_HP 0.59 0.74 0.78 0.86

SE_CHD 0.11 0.12 0.15 0.23

PM 0.69 0.84 0.88 0.96

Train

Noisy 0.34 0.46 0.57 0.66

MBSS 0.49 0.53 0.61 0.78

MBSS_CBRS 0.56 0.61 0.69 0.83

SS_HP 0.66 0.71 0.76 0.89

SE_CHD 0.13 0.15 0.17 0.28

PM 0.74 0.79 0.84 0.97

Street

Noisy 0.27 0.4 0.54 0.66

MBSS 0.35 0.49 0.67 0.75

MBSS_CBRS 0.41 0.54 0.73 0.79

SS_HP 0.52 0.69 0.79 0.86

SE_CHD 0.14 0.15 0.16 0.27

PM 0.6 0.77 0.87 0.94

Airport

Noisy 0.24 0.38 0.52 0.64

MBSS 0.36 0.47 0.61 0.73

MBSS_CBRS 0.41 0.59 0.75 0.81

SS_HP 0.59 0.68 0.8 0.89

SE_CHD 0.18 0.2 0.24 0.28

PM 0.67 0.76 0.88 0.97

Noise type Enhancement 
methods

PESQ

-5 0 5 10

White

Noisy 1.11 1.21 1.39 1.67

MBSS 1.31 1.53 1.82 2.22

MBSS_CBRS 1.49 1.65 1.97 2.3

SS_HP 1.87 2.19 2.58 2.95

SE_CHD 0.45 0.49 0.59 0.68

PM 2.18 3.69 4.08 4.45

Car

Noisy 1.1 1.18 1.32 1.55

MBSS 1.31 1.49 1.98 2.25

MBSS_CBRS 1.29 1.43 1.62 2.43

SS_HP 2.19 2.33 2.72 3.1

SE_CHD 0.47 0.59 0.7 0.7

PM 2.35 3.34 4.73 4.11

Restaurant

Noisy 1.12 1.19 1.3 1.5

MBSS 1.61 1.84 2.06 2.32

MBSS_CBRS 1.47 1.63 1.95 2.32

SS_HP 2.34 2.25 2.64 3.21

SE_CHD 0.56 0.67 0.69 0.7

PM 2.94 3.85 4.02 4.18

Train

Noisy 1.15 1.27 1.47 1.77

MBSS 1.31 1.51 1.69 2.14

MBSS_CBRS 1.4 1.52 1.61 2.14

SS_HP 1.98 2.05 2.43 2.82

SE_CHD 0.51 0.5 0.65 0.42

PM 2.58 3.65 4.03 4.42

Street

Noisy 1.17 1.27 1.45 1.72

MBSS 1.321 1.59 1.93 2.24

MBSS_CBRS 1.227 1.4 2.01 2.3

SS_HP 2.314 2.56 2.46 3.62

SE_CHD 0.47 0.48 0.52 0.61

PM 3.09 3.76 4.06 4.22

Airport

Noisy 1.12 1.2 1.34 1.57

MBSS 1.31 1.79 2.1 2.42

MBSS_CBRS 1.21 1.46 2.11 2.42

SS_HP 2.09 2.34 2.83 3.68

SE_CHD 0.4 0.35 0.5 0.63

PM 2.89 3.94 3.43 4.28
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Fig. 7. Average performance comparison between 
the proposed method and methods used in [37] 

and [38] for all noises using PESQ.

Fig. 8. Average performance comparison between 
the proposed method and methods used in [37] 

and [38] for all noises using ESTOI.

4. CONClUSION

The proposed method aims to enhance the quality and 
intelligibility of speech degraded by noises. It utilizes the 
single-frequency filtering approach and modified spec-
tral subtraction to effectively eliminate unwanted noise 
while minimizing distortion and preserving essential 
speech characteristics. The research demonstrates the ef-
fectiveness of this approach in improving speech quality 
and intelligibility under various noise types and different 
signal-to-noise ratio (SNR) levels. The performance of our 
algorithm is encouraging, and it can be suitable to meet 
the requirements and challenges of complex environ-
ments, by adjusting only the over-subtraction factor. It is 
important to note that our proposed method has a limi-
tation related to the over-subtraction process. This aspect 
highlights an area for improvement in our approach. In 
our future work, we will primarily concentrate on address-
ing this limitation by incorporating voice characteristics 
into the algorithm. By considering the specific features 
of the speech segments (voiced or unvoiced), we aim to 
enhance the noise reduction's accuracy and effectiveness, 
thereby improving our method's overall performance.
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Abstract – Due to the immense availability of Closed-Circuit Television surveillance, it is quite difficult for crime investigation due 
to its huge storage and complex background. Content-based video retrieval is an excellent method to identify the best Keyframes 
from these surveillance videos. As the crime surveillance reports numerous action scenes, the existing keyframe extraction is not 
exemplary. At this point, the Spatio-temporal Histogram of Oriented Gradients - Support Vector Machine feature method with the 
combination of Background Subtraction is appended over the recovered crime video to highlight the human presence in surveillance 
frames. Additionally, the Visual Geometry Group trains these frames for the classification report of human-detected frames. These 
detected frames are processed to extract the keyframe by manipulating an inter-frame difference with its threshold value to favor the 
requisite human-detected keyframes. Thus, the experimental results of HOG-SVM illustrate a compression ratio of 98.54%, which is 
preferable to the proposed work's compression ratio of 98.71%, which supports the criminal investigation.

Keywords: Histogram of Oriented Gradients-Support Vector Machine, Keyframe Extraction, Spatio-temporal feature Extraction, Content-
Based Video Retrieval

1.  INTRODUCTION

The use of Closed-circuit television (CCTV) surveil-
lance for specific safety measures has increased incre-
mentally in the majority of public areas in recent years. 
Surveillance plays an essential part in crime scene inves-
tigation by actively monitoring the circumstances inside 
a specific, stationary region. In the field of investigation, 
many investigators still struggle to identify the victim in 
the cases. Here are some of the most common issues, 
such as (1). Videos of poor quality (2) Videos with low 
frame rates lose detail between frames. (3). Analyzing 
and evaluating larger datasets in videos requires a sig-
nificant amount of time and effort by the investigators.

Content-Based Video Retrieval (CBVR) is widely re-
garded as a crucial step in video analysis and Key frame 
extraction. It retrieves the desired video from a mas-
sive video storage database. Keyframe Extraction is the 
process of extracting a significant segment of a video 
by exploring its content to generate a condensed and 
semantically rich summary.

Moreover, if these keyframes for crime investigation 
reports are highlighted with humans, it is easier to 
suspect those responsible for the crime. To efficiently 
quote the sequences, it is necessary to determine an 
algorithm for human-detected keyframes in particular. 

The Histogram of Gradients-Support Vector Machine 
(HOG-SVM) approach can identify people in the sur-
veillance footage, although it occasionally fails in cer-
tain frames. As a result, the suggested work uses HOG-
SVM with background subtraction to report human 
detection in all pertinent frames. Additionally, a Visual 
Geometry Graph (VGG-16) pre-trained these frames for 
the categorization report of human-detected frames. 
Finally, the frames (images) are pre-processed with the 
Canny-Edge detection method for enhanced struc-
tural information, and the desired Keyframes are ex-
tracted using the inter-frame difference method with 
its threshold value. These Keyframes play a crucial role 
in the investigation of crimes by substantially reducing 
the temporal and spatial complexities of the process.
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The documentation is systematically structured as 
outlined below: Section 2 provides a concise summary 
of the current study on CBVR with human motion rec-
ognition and keyframe extraction techniques. In Section 
3, the recommended approach of employing the HOG-
SVM technique along with background subtraction is 
discussed in detail. The details regarding the implemen-
tation and the experimental findings can be found in 
Section 4, while the conclusion is provided in Section 5.

2. RELATED WORK

This literature probes the study of detecting humans 
through various algorithms. Consigning humans to 
other existing objects is very complicated in CCTV sur-
veillance. Also, a person prolongs a long or short stay in 
a place to represent a certain action [1]. 

In most instances, humans are identified by their 
motion. Currently, the frame subtraction method, the 
background subtraction method, and the optical flow 
method are the most frequently utilized techniques for 
motion detection. 

Optical Flow: This method observes the moving ob-
ject based on its maximal frame-to-frame deviation. 
Identifying human motion in a video stream using the 
optical flow method requires a great deal of computa-
tional time [2].

Background Subtraction: This method attempts to 
encapsulate information regarding background scene 
changes concerning the video frame sequence [3]. 
There are various methods for performing background 
subtraction. The most common approaches are (a) 
Adaptive Gaussian mixture, which uses motion analysis 
to distinguish the foreground from the complex back-
ground [4], (b) Kalman filter, which is used to enhance 
image quality through background elimination [5], (c) 
Temporal differencing, which uses pixels to calibrate 
the motion detection on the foreground [6], and (d) 
Clustering techniques, which look at groups of pixels 
that are similar [7]. This method merits high accuracy 
but demerits to have a static background. Frame Dif-
ference: The moving object is identified efficiently at a 
complex background by taking the difference between 
the two frames [8, 9] but reports with less accuracy. 

The motion detection phase in the video can also be 
detected using combination approaches such as back-
ground subtraction with the optical flow. This reduces 
the noise effect and eliminates the shadow present 
in the frames [10, 11]. Another combination is back-
ground subtraction with the frame difference method. 
This combination's main advantage results in the fast 
elimination of shadows [12] and inexpensive detection 
of frames [13]. Thus, this combination supports specu-
lating the appropriate motion detection phase to ex-
tract keyframes from the surveillance video.

Keyframe Extraction refers to the video's summary 
because it removes redundant frames and provides 

only the video's essential content. It is a probabilistic 
task to extract keyframes from video footage contain-
ing massive amounts of data [8]. Many scholars have 
classified keyframe extraction techniques using Shot 
boundary, Motion Analysis, Visually Segmented, and 
cluster-based analysis as depicted in Table 1

Table 1. Existing Methods & Techniques for 
Keyframe Extraction

METHODS & 
TECHNIQUES

ACCURACY & 
MERITS DEMERITS

Shot-boundary Detection

SIFT-point distribution 
Histogram [14]

94.36% accuracy with 
less computation

Selecting only the 
Salient segment from 
each segmented shot

Middle Range Binary 
Local Pattern (MRLBP) 

[15]

96.34% with high 
entropy measures

Only Abrupt shot 
boundary detection is 

performed

Adaptive Threshold 
[16]

91.93% with less 
computation

Less performance due 
to blurred frames.

SVD Pattern Matching 
[17]

85.5% with high 
detection speed

Less precision value 
for gradual detection

Hadamard Transform 
[18]

88.7% based on 
significant feature

Less accuracy level at 
gradual transition

Genetic Algorithm 
and fuzzy logic [19]

86.8% with increased 
iterations

Time Complexity is 
high when iteration 

increases

Multimodal 
techniques [20]

88.7% with the 
selection of candidate 

segment

Speed is not detected 
and gradual detection 

has to be improved

Motion-Analysis
Discrete cosine 

coefficients and rough 
sets theory [21]

82% for visual 
representation

Enormous Space 
Complexity

Thresholding 
technique [22]

81% based on 
threshold value

Using Key-object 
to analyze with less 

precision

Color and Structure 
Based [23]

86% with high 
computation

Poor performance on 
complex transitions

Perceived Motion 
Energy Mode [24]

80% with motion and 
color based

Requires 
improvement in color 

variation

Convolutional Neural 
Network [25]

92% with improved 
frame difference 

method

High computation 
time

Visually Segmented

Region of Interest- 
KNN, SVM [26]

90% of motion 
detection by pixel 

change

Concentrated more 
on noise reduction

Multiple Feature 
Analysis [27]

80% of motion 
detection by pixel-
level classification

Performance at the 
static background

Region Of Interest-
FCN with CNN [28]

97% of detecting 
multiple objects

Less Performance in 
crowded areas

Cluster-Based
Weighted Multi-View 

Cluster [29]
81.53% for medoid 

frames
Fails to report the 

number of clusters

Dynamic Spatio- 
Temporal Slice 
Clustering [30]

92.68% with high 
accuracy

Proposed only on 
human action video 

dataset

The primary result of these methodologies clarifies 
the applicability of distinguishing objects and identi-
fying events in keyframes with an appropriate level of 
complexity. This research proposes a faster, more ac-
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|Framei-Backgroundi |>Threshold (1)

|Framei-1-Framei |>Threshold

Whereas the frame difference method (Equation 2) 
calibrates the difference between the two frames by 
the pixel variation.

(2)

Table 2. Merits and Demerits of  
Combination Factors

METHODS ADVANTAGES DISADVANTAGES

Background subtraction 
with frame difference 

using Running Gaussian 
Average [13]

Shadows are more 
efficiently removed

Once motionless, 
the whole part 
is considered 
background

Background with frame 
difference [33]

Eliminate the noise 
efficiently

Represent video with 
static background

Background and 
consecutive frame 

difference method [34]

Efficient method 
for surveillance 

datasets

The Dynamic 
background is not 

supported

Background subtraction 
with frame difference 

[11]

Rectangular 
contour for moving 
objects with noise 

elimination

Too many detections 
of moving objects

Background subtraction 
and frame difference 

using correlation 
coefficient [35]

Highly correlated 
with background 
image for speed 

and detection 
accuracy

The Shape and edge 
on each frame have 
to be concentrated 

more.

Background subtraction 
using pixel intensity [36]

Deduction of the 
person by pixel 

change

The speed of the 
process is slightly 

slow
The background subtraction and frame difference 

algorithms’ discrete performance are subject to false 

Fig. 1. The Overall Framework of Proposed Approach

3.3. SPATIO-TEMPORAL FEATURE 
 ExTRACTION

3.3.1.  Histogram Of Oriented Gradients

The Spatio-temporal feature extraction method sup-
ports human detection techniques using HOG, which 
was developed by Dalal and Trigg [31]. HOG represents 
the human shape and regional appearance based on 
the local histograms of image gradients in a dense grid. 

Here, the selected frame is partitioned into a small, 
connected area called cells. These cells contain several 
pixels, which unite to make a histogram of gradients. 
The computed gradients from the detector window are 
tiled like a grid of overlapped blocks, in which the HOG 
is extracted with normalized cells. The normalized cells 
give better accuracy on the variation through illumina-
tion and intensity.

curate, and computationally efficient strategy for Video 
Keyframe Extraction.

3. PROPOSED METHODOLOGY

The proposed approach's general framework (Figure 
1) consists of four sequential steps: (1) Pre-processing 
the video. (2) Human motion detection using Back-
ground Subtraction and Frame Difference method. 
(3) Spatio-temporal feature extraction - HOG-SVM. (4) 
VGG-16 pre-trained CNN and (5) the Keyframe extrac-
tion using Threshold value along with Canny Edge De-
tection Method.

3.1. VIDEO PRE-PROCESSING

The recorded CCTV surveillance footage is in the 
initial stage of pre-processing. In this phase, the video 
footage endures a conversion to gray scale and is also 
resized to 640*480 for faster detection.

3.2. BACKGROUND SUBTRACTION TECHNIQUE

Background subtraction (Equation 1) is widely used 
for motion (Human) detection in video surveillance of 
static cameras. The detection of motion is achieved by 
calculating the disparity between the present frame 
and the reference frame [32].

detection. To overcome it, the combination of back-
ground subtraction and frame difference assists sur-
veillance video to detect motion more accurately.

Converting the video to gray scale frames simplifies the 
background subtraction process and facilitates the detec-
tion of humans. Calibration is performed by capturing the 
non-moving pixel specks in the first frame. If the pixel has 
changed in the subsequent frame, motion is detected. 
Then, these frames are subjected to the frame difference 
method, which identifies differencing structures to eradi-
cate redundant frames. Still, the researchers have some 
limitations, as mentioned in Table 2.
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3.3.2. Support Vector Machine

Support Vector Machine (SVM), is a supervised Ma-
chine Learning Algorithm that represents the most 
accurate image classification. Here, the resultant de-
scriptors are fed into the linear SVM [37] for human/
non-human classification.

3.4. VGG-16 CONVOLUTIONAL 
 NEURAL NETWORK

In this proposal, the human-detected frames are 
trained by the VGG-16 pre-trained CNN (convolutional 

neural network) [38] model. Using a multi-class classi-
fication problem, the frames are categorized into three 
classes: 0 for False human predicted (FHP), 1 for True 
human predicted (THP), and 2 for Without human iden-
tification (WH) frames. All of these frames are resized so 
that the input image has dimensions of 224*224*3 and 
then sent to the input layer. The concealed layer is then 
convoluted three times with a dropout of 0.5, and the 
output layer is established using Softmax. By compiling 
the model with Adam optimizer, the accuracy reported 
for human-detected HOG-SVM in Table 3 and for the 
proposed work in Table 4 is significantly improved.

Table 3. VGG-16 trained HOG-SVM Human 
Detected Frames

Human detection using HOG-SVM

Surveillance 
dataset

D
et

ec
tio

n

To
ta

l 
fr

am
es

Pr
ec

is
io

n

Re
ca

ll

F1
-s

co
re

Ac
cu

ra
cy

CCTV1

FHP

520

0.94 0.94 0.94

98.33THP 0.99 0.99 0.99

WH 1.00 1.00 1.00

CCTV2

FHP

579

1.00 0.53 0.69

97.38THP 0.95 1.00 0.97

WH 0.00 0.00 0.00

CCTV3

FHP

643

1.00 0.79 0.88

98.50THP 0.98 0.99 0.99

WH 0.98 1.00 0.99

CCTV4

FHP

629

0.58 0.54 0.56

98.08THP 0.97 0.97 0.97

WH 0.00 0.00 0.00

CCTV5

FHP

584

0.91 1.00 0.95

99.18THP 1.00 0.93 0.96

WH 0.99 1.00 1.00

Human detection using HOG-SVM

Surveillance 
dataset

D
et

ec
tio

n

To
ta

l 
fr

am
es

Pr
ec

is
io

n

Re
ca

ll

F1
-s

co
re

Ac
cu

ra
cy

CCTV1

FHP

435

0.95 0.83 0.88

98.33THP 0.99 0.99 0.99

WH 0.73 1.00 0.84

CCTV2

FHP

537

0.83 0.56 0.67

98.80THP 0.97 0.99 0.98

WH 0.00 0.00 0.00

CCTV3

FHP

580

0.96 1.00 0.98

98.61THP 1.00 0.98 0.99

WH 1.00 1.00 1.00

CCTV4

FHP

629

0.58 0.54 0.56

98.08THP 0.97 0.97 0.97

WH 0.00 0.00 0.00

CCTV5

FHP

534

0.95 0.95 0.95

99.21THP 0.97 0.97 0.97

WH 1.00 1.00 1.00

Table 4. VGG-16 trained Human Detected Frames 
for Proposed Work

3.5. KEYFRAME ExTRACTION

After the preceding stages have been completed, the 
frames are fine-tuned using a Canny-edge detector to 
obtain a clear image. Now, the keyframe must be ex-
tracted from frames that differ significantly from one 
another. The average inter-frame difference greater 

|Average Inter - frame difference|=0.6 (3)

Here, the proposed method is combined with the 
threshold range to identify the ideal human-detected 
keyframes, as shown in Fig. 2.

than the threshold value, as calculated by equation (3), 
yields the keyframes. 

Fig. 2. Performance Analysis of Keyframe Extraction
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For instance, the first CCTV1 surveillance system pro-
posal included 435 video frames, from which 6 key-
frames were extracted. The keyframes keyframe_99, 
keyframe_144, keyframe_178, keyframe_284, key-
frame-336, and keyframe_375 are chosen based on their 
abrupt pixel change and difference from the overall 
frames. As depicted in Fig. 2, the performance evalua-
tion of HOG-SVM with background subtraction reveals 
a reduction from 8 to 6 keyframes. The proposed task, 
in contrast, extracts only the required keyframes with 
perfect human detection. Consequently, the proposed 
result of HOG- SVM, along with background subtraction 
and inter-frame differences with the necessary thresh-
old values, demonstrates the most accurate detection.

4. RESULTS AND DISCUSSION

The proposed task is carried out using Python Open 
CV image processing. The performance measurement 
derived from the obtained frames resulting in the key-
frames is processed for the evaluation of metrics such 
as average frame per second (Equation 4) and frame 
per second (Equation 5).

4.1. AVERAGE FRAME PER SECOND

Avg FPS= (Total frames per second)/(Current frame) (4)

The average frame per second is determined by 
comparing the total frames per second to the current 
frame's frame rate. The frames per second are the unit 
of measurement for the video's performance.

4.2. FRAMES PER SECOND

FPS=1/((end time-start time)) (5)

The frame rate is the number of frames displayed every 
second. In this instance, the average frame rate of CCTV 
4 and CCTV 5 in the study under consideration exhibits 
an increase in Table 6 relative to Table 5. This may be at-
tributed to the utilization of densely annotated surveil-
lance footage, which facilitates the discovery of optimal 
keyframes that accurately show human activity.

4.3. COMPRESSION RATIO

This is used to determine the compression level 
achieved by the keyframes depicted in the video se-
quence. (Equation 6).

CR=1-{Nk / Nf }*100 (6)

Where Nk represents the number of extracted key-
frames and Nf represents the total number of frames 
obtained.

4.4. PRECISION

This reveals the extraction accuracy, which is used to 
analyze the actual keyframe extracted (Equation 7).

Precision=Nc /(Nc +Nf )*100% (7)

Here Nc refers number of human-detected frames 
and Nf  with total frames obtained.

4.5. RECALL

A sensitivity producer reveals the relationship be-
tween the obtained keyframe extractions to that of the 
actual number of required keyframes (Equation 8).

Recall=Nc /(Nc+ Nm)*100% (8)

Here Nc  is the number of human-detected frames, 
and Nm is the number of human-detected frames that 
were not detected.

Table 5. Accuracy Determination for Human 
Detected Keyframes using HOG-SVM

Surveillance 
dataset

Avg. 
Fps

Fr
am

es HOG- SVM 
key frame 
extraction Pr

ec
is

io
n

Re
ca

ll

CR

CCTV1 6.892 520 8 85.61 87.50 98.462

CCTV2 6.806 579 7 99.36 93.83 98.791

CCTV3 7.043 643 10 77.02 90.78 98.445

CCTV4 6.718 629 9 100 93.12 98.569

CCTV5 6.473 583 9 77.74 68.25 98.456

Average 98.54

Table 6. Accuracy Determination for Human 
Detected Keyframes Using Proposed Method

Surveillance 
dataset

Avg. 
Fps

Fr
am

es HOG- SVM 
key frame 
extraction Pr

ec
is

io
n

Re
ca

ll

CR

CCTV1 6.809 435 6 92.60 78.13 98.621

CCTV2 6.698 537 5 100 90.17 98.883

CCTV3 6.922 580 7 77.06 72.94 98.793

CCTV4 6.918 629 9 100 93.12 98.569

CCTV5 6.749 534 5 77.46 67.24 98.699

Average 98.71

Therefore, reports of average frames per second with 
a smaller time deduction achieve the demonstration of 
time complexity. Additionally, the attainment of space 
complexity is determined by comparing the keyframe 
obtained in Table 6 to that of Table 5, where the former 
is found to be superior.

Fig. 3. Accuracy Metrics of Human Detected 
Keyframes using HOG-SVM
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Fig. 4. Accuracy Metrics of Human Detected 
Keyframes using the proposed method

Figs. 3 and 4 illustrate the precision and recall calibra-
tions, demonstrating that the proposed work obtains 
the highest level of differentiation in comparison to pri-
or work. The accuracy metrics of the proposed method 
yield an average compression ratio of 98.71%, which is 
superior to the prior method's maximum compression 
ratio of 98.54%, as shown in Tables 5 and 6 for human-
detected keyframes. Consequently, the complexity of 
performance analysis reports is reduced in terms of 
both time and space.

5. CONCLUSION AND FUTURE WORK

Human-detected keyframes are categorized in this 
paper based on the progression of research in content-
based video retrieval of surveillance video. The back-
ground subtraction method and frame difference facili-
tate the classification of human motion via pixel change. 
The human is highlighted as a rectangular segment by 
the Spatio-temporal feature extraction using HOG-SVM. 
Experiments utilizing the aforementioned combination 
algorithm demonstrate that the proposed work enhanc-
es the human detection accuracy of keyframe extrac-
tion, thereby reducing the time complexity of criminal 
investigations. The proposed method eliminates the 
maximal redundancy of frames and demonstrates the 
space complexity. In future work, the video footage will 
be fine-tuned under all circumstances to explicitly re-
port human detection at crime scenes.
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A combined method based on CNN architecture 
for variation-resistant facial recognition
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Abstract – Identifying individuals from a facial image is a technique that forms part of computer vision and is used in various fields 
such as security, digital biometrics, smartphones, and banking. However, it can prove difficult due to the complexity of facial structure 
and the presence of variations that can affect the results. To overcome this difficulty, in this paper, we propose a combined approach 
that aims to improve the accuracy and robustness of facial recognition in the presence of variations. To this end, two datasets (ORL 
and UMIST) are used to train our model. We then began with the image pre-processing phase, which consists in applying a histogram 
equalization operation to adjust the gray levels over the entire image surface to improve quality and enhance the detection of features 
in each image. Next, the least important features are eliminated from the images using the Principal Component Analysis (PCA) 
method. Finally, the pre-processed images are subjected to a neural network architecture (CNN) consisting of multiple convolution 
layers and fully connected layers. Our simulation results show a high performance of our approach, with accuracy rates of up to 
99.50% for the ORL dataset and 100% for the UMIST dataset.

Keywords: Histogram equalization, PCA, CNN, facial recognition, variations

1.  INTRODUCTION

Facial recognition is a technology that allows the 
identification of a person by analyzing and comparing 
unique features of the face, such as the shape of the 
nose, the distance between the eyes, or the facial lines. 
This technology is increasingly used in various fields 
such as security [1, 2], Human face recognition and age 
estimation [3], video surveillance [4], gender identifica-
tion from an image [5], biometric identification [6] or 
individual identification [7-9]. However, the presence 
of variance that can occur in several forms (lighting, 
orientation, pose, accessories, etc.) in an image can 
affect facial recognition, since facial recognition algo-

rithms need a clear, sharp image of the face to identify 
unique features and compare them with a database of 
recorded faces [10]. This is why it is important to take 
variance into account when designing and evaluating 
facial recognition algorithms, and to ensure that they 
are capable of handling a wide variety of situations and 
image conditions to guarantee accurate and reliable 
identification.

Recently convolutional neural networks (CNN) have 
been very successful in many computer vision applica-
tions such as medicine [11, 12], agriculture [13], and en-
vironment [14, 15]. And also, among these applications, 
several works dealing with facial recognition are based 
on the use of CNNs due to their robustness in feature 
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extraction and classification such as [16-18]. CNNs are 
a category of deep neural networks used mainly in 
the field of computer vision. Inspired by the structure 
and functioning of the human visual system, CNNs are 
mainly used for classification tasks. Their architecture 
consists of several layers including convolution layers 
which are responsible for extracting features from the 
image using convolution filters applied on different 
parts of the image, then pooling layers which are used 
to reduce the dimensionality of the dataset by select-
ing the most important features and finally fully con-
nected layers which are responsible for the final classi-
fication. Thanks to these layers the CNNs can automati-
cally learn the discriminating features of a facial image.

In this paper, we propose a combined approach to 
improve the accuracy and robustness of our facial rec-
ognition model when multiple variance shapes are 
present in an image. This approach first uses histogram 
equalization technique pre-processing to improve 
the quality of the images as it adjusts the distribution 
of gray levels in an image to improve the visibility of 
details and increase the contrast this is beneficial as it 
enhances the contours and details of the face, thus fa-
cilitating the detection and identification of the unique 
facial features. Then the principal component analysis 
(PCA) method [19] is applied to extract the most im-
portant features from the images by reducing the di-
mensionality of the data set. PCA also simplifies and 
reduces the complexity of the face data by extracting 
the most important and discriminating features. And at 
the end, the set of processed images is transmitted to a 
CNN architecture for training our model. Our approach 
has been evaluated using two image databases which 
are ORL [20] and UMIST [21] which represent multiple 
variations in pose and lighting and accessories such 
as glasses, scarf, and beard... The performance of our 
model is evaluated using an accuracy metric.

The results of our simulations show that our method 
performed satisfactorily, with accuracy rates of up to 
99.50% for the ENT dataset and 100% for the UMIST da-
taset. These results are competitive with those of other 
research studies in the same field.

2. RELATED WORK

Facial recognition is a fast-growing research area 
that presents many challenges, including variation 
under different types such as occlusion, pose, and 
the presence of accessories (glasses, cap, scarf ...). To 
remedy this problem several relevant works have ad-
dressed this problem. The authors in [22] proposed an 
efficient face recognition system incorporating genet-
ic algorithms.  Their model is based on two steps: the 
first one consists in extracting the face features and 
the second one consists in matching the face mod-
els. The results of the simulations have allowed us to 
obtain quality results with an accuracy that reaches 
a value of 88.9%. In [23] the authors proposed a face 
recognition algorithm based on depth map transfer 

learning to efficiently recognize face images taken in 
an unrestricted environment. This method was able 
to record an accuracy rate that reached a value of 
98.31%. On the other hand, another model based on 
transfer learning has been designed [24]. Its goal is to 
design a facial recognition model invariant to the ac-
tivated age. For this a preprocessing is performed on 
the facial images to improve their quality, then a BES-
DTL-AIFR model which is based on the Inception V3 
model is also used to learn deep features and at the 
end, the features are passed to the optimal deep be-
lief network model DBN. The model recorded an accu-
racy rate of a value of 99.14%. The authors in [25] pro-
posed penalized competitive deep rival learning RPCL 
for deep face recognition in a low-resolution image. 
Their model achieved an accuracy value of 95.13%. 
Another hybrid biometric system for face recognition 
considering uncontrollable environmental conditions 
was developed in [26]. The proposed system uses two 
features which are discrete wavelet transform based 
on the Gaussian Laplace filter and Log Gabor filter. 
Both features were used by a multi-class support vec-
tor machine. The system was able to achieve an accu-
racy rate of a value of 94.68%.

3. METHODOLOGY

The figure below presents the steps of our approach. 
It consists of four steps which are:

•	 Application of histogram equalization on the set 
of images used

•	 Application of dimension reduction by the PCA 
method

•	 Labeling and data preparation

•	 Feature extraction and classification by CNN ar-
chitecture

Fig. 1. Graphic representation of the different steps 
of our method
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3.1. HISTOGRAM EqUALIzATION

The equalization of the histogram is a technique of 
image processing made by Gonzalez and Woods in ref 
which allows the uniform adjustment of the distribu-
tion of gray levels on the entire surface of an image. For 
this, we begin by calculating the histogram of an image 
(X) which is a graphical representation of the distribu-
tion of gray levels (L) in the form of a curve that indi-
cates the number of pixels that have a particular level 
of gray in an image. Then the cumulative distribution 
function CDF of the histogram is calculated to deter-
mine the transformation to be applied to the image to 
equalize its histogram. We define the number NK which 
is the number of occurrences of the level XK it gives 
that the probability of occurrence of a pixel of level XK 
in an image is presented by the following equation

(1)

With: n presents the total number of pixels of an im-
age and px presents the histogram normalized on [0,1].

Finally, an equalization transformation (T) is applied 
to the image using the CDF. It aims to replace each gray 
level of the image by its equivalent value in the CDF. For 
this we associate a new value SK=T(Xk) has this trans-
formation T on each pixel of value XK as shown in the 
following equation:

(2)

With  showing the cumulative histogram 
of an image.

The resulting image will have a uniform histogram 
which will allow the increase of contrast and brightness 
of the image. Fig. 2 below shows an example of the use of 
this technique on an image belonging to the ORL dataset 
and as can be seen the cumulative histogram distributed 
over the entire surface so that it becomes uniform.

Fig. 2. Application of histogram equalization on an 
image belonging to the ORL database

3.2. PRINCIPAL COMPONENT ANALYSIS

Principal Component Analysis PCA [19] is a dimen-
sionality reduction technique that decomposes a data 
matrix into principal components while retaining the 
maximum amount of information contained in the 
data. It aims to improve the performance of Deep 
Learning algorithms because it keeps just the uncorre-
lated variables and eliminates the correlated ones that 
do not contribute to a decision.

For this purpose, each image is represented by a vec-
tor Ii containing pixels, which will later be treated as a 
one-dimensional array were

(3)

where 1 ≤ aij ≤ 255
a represents the pixels of an image

Then the matrix will be converted to a one-dimen-
sional array as follows:

(4)

Where τi is an array that will contain many pixels.

By the soot, the average of all the images is deter-
mined by the elimination of all that is in common with 
the individuals, as shown by the following equation:

(5)

Where  is the sum of the values for each image.

Then the matrix ∅i constructed by performing a sub-
traction between the one-dimensional array of pixels τi 
the average ψmoy as shown in the equation below:

(6)

Then another modified image matrix this time of cova-
riance representing the interaction between the images 
of a single individual as shown in equation (7) Below:

(7)

where A=(∅1, ∅2,....,∅M)(N2×M)
Where C is the covariance matrix, M is a set of vectors 

and ∅n ∅n
T represents the tensor product of the feature 

vectors ∅n and ∅n
T.

Subsequently, the eigenvectors Ui, are calculated from 
the covariance matrix C, then a sorting of these vector ver-
ticals is formed based on their eigenvalue where ‖Ui‖=1 
which corresponds to the importance of the direction of 
the data set. A selection of the first K eigenvectors that 
contain the most information for the projected of the da-
taset on the selected K eigenvectors to reduce the dimen-
sionality of the dataset. At the end a reconstruction of the 
image using the K-selected eigenvectors.

As shown in Fig. 3 below, even if we apply the PCA 
method, we can see that the appearance of the image 
is preserved, but the dimensions are reduced.
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Fig. 3. Application of PCA on images belonging to 
the ORL database

3.3. DATA PREPARATION

Once the dataset is processed a preparation is per-
formed on it aiming to unify the size of the images 
(48x48) then all the images will be labeled where each 
image will be labeled by the class that corresponds to 
it, then we proceed to the formation of two subsets of 
data. Each of these two will be used in a learning phase 
the first part will be used in the training phase of our 
model will contain 80% of the images is will be called 
TRAIN, while the second subset called TEST will con-
tain 20% of the images is will be used in the validation 
phase of our model.

Fig. 4. Labeling of the ORL data set

3.4. CONvOLUTIONAL NEURAL NETWORK 
 ARCHITECTURE CNN

The final phase aims at building an architecture of 
convolutional neural networks (CNN) which are a class 
of deep neural networks mainly used in the field of 
computer vision. Their structure and operation are in-
spired by the human visual system. They are used for 
classification tasks as they are designed for automatic 
extraction of image features. Their complex architec-
ture consists of several layers in our case we used con-
volution layers that are responsible for the extraction 
of features from an image by applying convolution 
filters on different parts of the image. Also, the POOL-

ING layer’s role is to reduce the dimensionality of the 
dataset by selecting the most important features, so a 
FLATTEN layer has a very important role in our architec-
ture because it allows us to convert the output of the 
last convolution layer into a 1D vector so that they can 
be used as input data by the layer of fully connected 
neurons DENSE to perform classification based on the 
extracted features. The DENSE layer consists of neurons 
that are connected to all the neurons of the previous 
layers which will allow us to learn complex relations 
between the features extracted by the previous convo-
lution layers by applying linear and non-linear opera-
tions to transform the input vector into an output that 
can be interpreted as a prediction with the help of an 
activation function. In our case, we used the Rectified 
Linear Unit (RELU) activation function which is one of 
the most popular activation functions used in CNN. Its 
role is to introduce nonlinearity into the neural net-
work because the convolution layers perform linear 
operations, which means that the output of the layer is 
a linear combination of the inputs. Adding a nonlinear 
function will allow the neural networks to learn more 
complex nonlinear representations of the input data. 
This is done using the following equation:

(8)

x represents the output of the layer.

One of the advantages of using this activation func-
tion is that it allows us to deal with complex input data 
because it avoids the disappearance of gradients and 
also it helps in a good regularization of our model. Also, 
we used the SOFTMAX optimization algorithm in the 
output layer to perform a multi-class classification to 
classify the data into several categories. Its main role 
is to normalize the scores of each output class into a 
probability distribution that represents the probability 
of each class being the correct prediction using the fol-
lowing equation:

(9)

Z is a vector of real numbers that represents a score 
for a particular class j and k is the class number.

Fig. 5 below summarizes our adopted architecture. It is 
composed of three convolution layers, three pooling lay-
ers, and a flattened layer. All these layers will be respon-
sible for the extraction of features from the images. Then 
a fully connected layer is used to perform a classification.

Our model was compiled using a categorical_cros-
sentropy loss function which is widely used in machine 
learning and in particular to solve multi-class classifica-
tion problems. Its role is to measure the divergence be-
tween the probability distribution predicted by a mod-
el and the actual distribution of classes by computing 
the output probability of a model and the labels that 
correspond to the classes. This operation is performed 
using the following equation:



997Volume 14, Number 9, 2023

(10)

Where j(θ) presents the total loss calculated from the 
predictions of the model, yi represents the true value 
of class i(0 or 1) and yî represents the probability pre-
dicted for class i by a model.

Fig. 5. CNN architecture adopted for our approach

The main objective of using this loss function is to 
minimize the value of the loss by adjusting the weights 
and biases of our model to obtain predictions that are 
as close as possible to the actual labels.

The classification performance evaluation of our 
model is performed using an accuracy metric which 
has as its main objective to measure the proportion 
of correct predictions about the set of predictions re-
sulting from our model. This measure represented in 
percentage (%) is performed by comparing the predic-
tions of our model with the real labels belonging to the 
data set used as shown in the following formula:

(11)

Where Nc represents the correct number of predic-
tions predicted by our model and Nt is the total num-
ber of items in the data set used.

We also note the use of the Adam optimization algo-
rithm. Its role is to update the weights of our model by cal-
culating the gradients of our model for a training batch of 
data, then updates the first-moment (Mt) and the second 
moment (Vt) using the following two formulas:

(12)

(13)

Where g represents the gradients, β1 and β2 repre-
sents the exponential decay parameters.

Then the moment biases Mt and Vt are corrected us-
ing the following two formulas:

(14)

(15)

Namely, t is the iteration number.

And finally, the Adam algorithm will update all the 
weights of our model using the following formula:

In the formula, θ represents the weights of our model, 
α corresponds to the learning rate and ε is a small value 
added to avoid division by 0 (in our case we used 10-8).

All these operations will allow our model to adjust 
the learning rates adaptively based on the estimates of 
the first and second moments, which guarantees rapid 
convergence and stability during the training phase of 
our model.

4. RESULT AND DISCUSSION

Our model was trained using two databases ORL and 
UMIST which each represent the presence of variations 
of different types, over a total of 150 epochs, where each 
epoch corresponds to an iteration on the TRAIN train-
ing data set. Also, the batch_Size parameter was set to 8 
which means that the model is trained using mini-batch-
es of a sample of 8 mages at a time. We also note that the 
TEST dataset is used for the validation of our model dur-
ing the training phase. The loss function and evaluation 
metrics are calculated for this dataset after each epoch. 

(16)
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The results of our simulations shown in Table 1 below 
have demonstrated a remarkable performance recorded 
in both cases (ORL and UMIST) as shown in Table 1 be-
low. In the case of the ORL database which represents the 
presence of variations in contrast, lighting, and occlusion 
(glasses, sling ...) our approach recorded an accuracy rate 
of up to 99.50% which is the best score recorded among 
the other techniques while a value of 0.07 was recorded 
by our model as the precision of the loss function which 
indicates that our model has succeeded in minimizing the 
value of the loss function. In the case of the UMIST data-
base which represents a variation at the pose level (from 
profile to front view), our model was able to achieve 100% 
value in accuracy and a value of 0.0000093 was recorded 
by our model as the accuracy of the loss function.

Table 1. Simulation results on both databases

Database ORL UMIST

Technique Accuracy Loss Accuracy Loss

CNN 93,75% 0.25 99,13% 0.15

ACP 93,75% 0.15 100% 0.00065

Equalization + CNN 92,50% 0.31 99,13% 0.081

Method 99,50% 0.07 100% 0.0000093

In the case of the ORL database, as illustrated in Fig-
ure 6 below, the analysis of the graph representing the 
evolution of the two values Accuracy and Loss during 
the two training and validation phases shows that the 
accuracy value increases constantly and that the loss 
value also decreases constantly, which indicates that 
our model is gradually improving until it reaches opti-
mal values (99.50% for accuracy and 0.07 for loss value) 
on the two data sets Train and Test.  On the other hand, 
in the case of using the histogram equalization tech-
nique combined with the CNN, the two values (preci-
sion and loss) do not reach interesting values (92.50% 
as the maximum precision value and 0.31 as the mini-
mum loss value) which makes the model resulting from 
this technique weak compared to our method.
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Fig. 6. Graph representing the evolution of precision and loss values a: in the case of our approach and b: in 
the case of using histogram equalization + CNN

In the case of the UMIST database as illustrated in 
Fig. 7 below the analysis of the graph representing the 
evolution of the two values Accuracy and Loss during 

the two phases Training and Validation we note the sta-
bility of the curves over the periods and also that the 
value of accuracy increases in a constant way and that 
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the value of loss also decreases constantly until reach-
ing a final value of accuracy of 100% and 0.0000093 as 
the final value of a loss on the two sets of data Train 
and Test. It is also noted that in the case of using the 

PCA technique combined with the CNN, the model also 
reaches a final accuracy value of 100% but the final val-
ue recorded by this model 0.00065 shows that it is not 
effective as the case of our method.
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Fig. 7. Graph representing the evolution of the precision and loss values a: in the case of our approach and 
b: in the case of using the PCA + CNN method

A comparison aimed at evaluating our approach with 
other research works using the same databases (ORL 
and UMIST) has been carried out as illustrated in Table 
2 below. The analysis of this comparison shows that our 
approach is competitive with other results of various re-
search works done in the same direction and achieves 
convincing results in terms of the accuracy rate of facial 
recognition with the presence of variations and occlu-
sion of different types.

Table 2. Comparison of the accuracy rates of others 
research works with our approach

ORL UMIST

Method Accuracy Method Accuracy

LBP+CNN [8] 100% Genetic algorithm [27] 100 %

HSL [28] 96.67 % SESRC&LDF [29] 99.13 %

GABOR [30] 100% Fusion Local& Glob [31] 99.4 %

Modified PSO [32] 99 % CRHM [33] 99.51%

LTP-Deep CNN [34] 98.75 % SIFT+SVM [35] 99.44%

Method 99.50 % Method 100%

5. CONCLUSION

Facial recognition, part of the artificial intelligence 
sector, is a technique that aims to identify an individual 
from an image. This identification can be ineffective in 
the presence of variation or occlusion. In this paper, we 
propose a new approach aimed at improving the per-
formance of face recognition in the presence of differ-
ent types of variation or occlusion. To this end, we have 
used two image datasets (ENT and UMIST) that present 
the presence of several variations and occlusions. Our 
method begins with a pre-processing phase performed 
on the images used, which consists in applying histo-
gram equalization to increase the contrast and visibility 
of facial image details, thereby improving recognition 
accuracy. Next, the PCA method was also applied to all 
the images used, reducing the dimensionality of all the 
facial image data while retaining the most important 
information. The second phase consists of passing all 
the pre-processed images from the first phase to our 
own CNN architecture, which consists of several convo-
lution layers for extracting image features and also fully 
connected layers for image classification. The results of 
our simulations demonstrated the effectiveness of our 



1000 International Journal of Electrical and Computer Engineering Systems

approach, recording an accuracy value of 100% when 
using the UMIST dataset and 99.50% when using the 
ENT dataset. These results make our approach compet-
itive with others developed by other researchers. This 
combination can be used in biometric face recognition 
systems, as it has demonstrated high performance. It 
should also be noted that in the future, we plan to use 
other techniques to improve the performance of our 
model in face recognition in the presence of variance 
or occlusion, such as the use of reinforcement learning 
techniques to improve CNN efficiency and reduce de-
pendence on training data, as well as exploring other 
deeper and more complex CNN architectures.
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Abstract – Early detection of patient deterioration in the Intensive Care Unit (ICU) can play a crucial role in improving patient 
outcomes. Conventional severity scales currently used to predict patient deterioration are based on a number of factors, the majority 
of which consist of multiple investigations. Recent advancements in machine learning (ML) within the healthcare domain offer the 
potential to alleviate the burden of continuous patient monitoring. In this study, we propose an optimized ML model designed to 
leverage variations in vital signs observed during the final 24 hours of an ICU stay for outcome predictions. Further, we elucidate 
the relative contributions of distinct vital parameters to these outcomes The dataset compiled in real-time encompasses six pivotal 
vital parameters: systolic (0) and diastolic (1) blood pressure, pulse rate (2), respiratory rate (3), oxygen saturation (SpO2) (4), and 
temperature (5). Of these vital parameters, systolic blood pressure emerges as the most significant predictor associated with mortality 
prediction. Using a fivefold cross-validation method, several ML classifiers are used to categorize the last 24 hours of time series data 
after ICU admission into three groups: recovery, death, and intubation. Notably, the optimized Gradient Boosting classifier exhibited 
the highest performance in detecting mortality, achieving an area under the receiver-operator curve (AUC) of 0.95. Through the 
integration of electronic health records with this ML software, there is the promise of early notifications regarding adverse outcomes, 
potentially several hours before the onset of hemodynamic instability.

Keywords: Mortality Prediction, Clinical Decision Support Systems, Healthcare Informatics

1.  INTRODUCTION

In critical care applications, the process of taking prac-
tical decisions on managing the care of intensive care 
patients can help augment the efficiency of caregivers, 
through the use of predictive data analysis on the large 
amounts of data generated while monitoring these pa-
tients. The most important aspect of a clinical decision 
support system (CDSS) in the ICU is, undoubtedly, its abil-
ity to accurately predict in advance the mortality or sever-
ity risk of a patient so that doctors and other healthcare 
personnel can be prepared to intervene in time with the 
resources available in the ICU. Apart from measuring the 
severity of illness, mortality prediction can also play a cru-
cial role in the assessment of treatment and critical care 

policies in a hospital. Hence, ICU mortality prediction has 
remained a well-researched problem over the years. De-
tecting the deterioration of patients in the ICU at an early 
stage has the potential to enhance patient outcomes. In 
ICUs, conventional severity scores, including the Acute 
Physiology and Chronic Health Evaluation (APACHE) score 
and the Simplified Acute Physiology Score [1], have be-
come essential tools for assessing mortality risk. Globally, 
APACHE-II, SAPS-II, SOFA [2-6] remain the most widely 
utilized techniques for gauging mortality risk. However, 
the factors considered and the severity level assigned can 
vary significantly based on the chosen severity scale. The 
computation of severity scores relies on laboratory find-
ings and a patient’s medical history, and this process is 
both time-consuming and complex.
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Given the limitations of traditional scoring systems, 
there is a growing interest among researchers in le-
veraging machine learning (ML) techniques to predict 
mortality [7]. Various studies, such as those conducted 
by Wong et al. [8], Johnson et al. [9], and Schuetz et al. 
[10], have demonstrated the superior performance of 
ML models compared to conventional severity scores. 
The mortality prediction algorithm put forth by Pir-
racchio et al. [11] utilized a set of 17 variables that are 
present in the SAPS- II score. In their study, Nemati et al. 
[12] utilized a set of 65 variables computed on an hourly 
basis and subsequently given to a ML algorithm to fore-
cast the initiation of sepsis. In a different study, Zahid 
et al. [13] employed a self-normalizing neural network, 
leveraging over 20 parameters, to foresee the mortality 
outcomes for patients within the ICU. Another recent 
investigation by Camacho-Cogollo et al. [14] adopted a 
distinct approach by employing 31 medically relevant 
features (MRF) to predict sepsis. These features were me-
ticulously chosen from a pool of 145 potential features, 
guided by the expert medical insights of a proficient 
physician. Subsequently, a variety of ML models were 
tested using this refined set of features. Weissman et al. 
[15] found that the inclusion of clinical notes along with 
structured clinical data dramatically improved the abil-
ity of ML models to predict ICU mortality. Payrovnaziri 
et al. [16] used both unstructured (discharge summaries) 
and structured patient data for performing myocardial 
infarction based mortality prediction. In a recent study 
by Huang et al. [17], a novel stacking ensemble model 
was devised to address the challenge of mortality risk 
assessment in patients with cerebrovascular conditions. 
This innovative model made use of multimodal data, in-
tegrating various sources, including laboratory test data, 
structured information, and textual radiology reports. 
However, the incorporation of these predictive systems 
into the healthcare realm encounters noteworthy chal-
lenges. This is primarily due to the need for a substantial 
number of features, including intricate laboratory find-
ings, measurements of urine output, evaluations based 
on the Glasgow Coma Scale (GCS), and even clinical 
notes. These intricacies create impediments for the prac-
tical implementation of these systems, as they necessi-
tate medical personnel to manually input a multitude of 
parameters to ensure the precision of predictions. Often, 
this process demands repeated investigations, further 
contributing to the intricacy and potentially hindering 
the effective application of these predictive models.

Conducting statistical analysis through bivariable 
trend models, Churpek et al. [18] determined that vital 
sign trends play a pivotal role in the detection of criti-
cal illness. In the study conducted by Bloch et al. [19], 
the authors manually selected four important features. 
These features were determined by analyzing their sig-
nificance across a range of tested models. The select-
ed features include the median change in heart rate, 
the number of trend changes in respiratory rate, the 
minimal change in respiratory rate, and arterial pres-
sure. Recent studies by Baker et al. [20] emphasize the 

significance of vital signs as influential factors. In their 
work, they fused convolutional (CNN) layers with bidi-
rectional long short-term memory (BiLSTM) networks 
to anticipate mortality using statistics characterizing 
variations in heart rate, blood pressure, respiratory rate, 
blood oxygen levels, and temperature. They derived a 
total of 49 statistical features for each of the seven vital 
signs. It’s apparent from the study that prior to employ-
ing ML models, it’s imperative to compute the statistical 
properties of the vital signs. The need to perform these 
computations prior to implementing the ML models in-
troduces complexities that could hinder the seamless 
application of this approach in a clinical setting.

A substantial amount of time and effort is dedicated to 
recording vital signs in the ICU. However, there is a scar-
city of studies focused solely on recognizing trends de-
rived from these fundamental and straightforward pa-
rameters. The importance of vial sign trends in relation 
to patient outcomes remains relatively underexplored. 
The primary objective of this study is to identify discern-
ible patterns within essential vital signs, namely blood 
pressure, respiratory rate, pulse rate, and SpO2. These vi-
tal signs have been observed to display correlations with 
the eventual outcomes of patients in the ICU. This inves-
tigation employs optimized ML techniques to achieve 
this objective and further examines the individual con-
tributions of each vital parameter to these outcomes.

The rest of the paper is organized as follows: Sec-
tion 2 provides a comprehensive review of the most 
relevant and effective mortality prediction systems re-
ported in the literature. Section 3 details the data col-
lation process and the methodology used for patients’ 
pattern recognition and correlation identification of vi-
tal parameters. Section 4 documents the evaluation of 
the ML models and details the extensive experiments 
conducted using ML models trained under different 
timelines and hyperparameter optimization. Section 5 
concludes the proposed experimental study and pres-
ents future work.

2. LITERATURE REVIEW

Mortality prediction plays a crucial role in assessing 
the severity of an illness and aiding in the enhancement 
of patients’ prognoses. In recent years, researchers have 
focused on designing non-parametric CDSSs built using 
data mining, ML, and deep learning (DL) techniques to 
enable higher accuracy for ICU mortality prediction. The 
majority of these studies have made use of publicly ac-
cessible datasets such as the multiparameter intelligent 
monitoring in intensive care (MIMIC) dataset [21-23], the 
PhysioNet computing in cardiology challenge dataset 
[24], the high time-resolution ICU dataset (HiRID) [25], 
and the women in data science (WiDS) challenge data-
set [26]. Through these studies, the versatility and effec-
tiveness of ML in the critical care domain have been con-
vincingly demonstrated. Nevertheless, a notable chal-
lenge arises from the complexity of these datasets, each 
containing more than 20 parameters. This complexity 
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poses a hindrance to the practical implementation of 
these ML systems, as it requires medical personnel to 
manually input a multitude of parameters to ensure the 
accuracy and precision of the predictions. This manual 
input process can be time-consuming and prone to er-
rors, potentially undermining the overall utility of these 
predictive systems.

As the field of ML continues to evolve, addressing 
this challenge is pivotal for achieving seamless integra-
tion of these predictive models into real-world clinical 
settings. Streamlining the data input process, reduc-
ing the number of required parameters, or developing 
automated methods for data extraction could all con-
tribute to enhancing the feasibility and effectiveness of 
ML applications in critical care scenarios. This ongoing 
effort to bridge the gap between complex datasets and 
practical implementation holds the potential to revolu-
tionize the way critical care is managed and optimized. 
Recent studies utilized automated feature selection 
[27-30] and reduction [31, 32] techniques to select the 
important parameters from the recorded ICU datasets. 
As the number of ICU patients increases, accumulating 
a large number of parameters becomes increasingly 
difficult. In this investigation, we conducted a pilot 
study with only six vital signs that are routinely moni-
tored during ICU stays. According to recent studies, ML 
models were found to have superior predictive capa-
bilities with structured data input than DL models [17]. 

Therefore, this study focuses on optimizing ML models 
for predicting mortality using crucial vital signs.

3. MATERIALS AND METHODS

3.1. PARTICIPANTS AND DATA

The study was conducted in ICUs attached to Kasturba 
Medical College, Mangalore, and Manipal Academy of 
Higher Education, Manipal, India. Patients with an age 
greater than 18 years who are admitted to the ICU from 
August 2019 to November 2020 and who provide their 
consent in a written informed form are included in this 
study. Patients who stayed less than 24 hours in the ICU 
or who were admitted before August 2019 and those 
who denied consent are excluded from the study. A total 
of 285 patients’ data were considered for the study. Each 
patient record includes age, gender, length of ICU stay, 
outcome (recovered, death, intubated), and the last 24 
hours of time series data. Time series data includes six 
vital parameters: systolic (0), diastolic (1), pulse rate (2), 
respiratory rate (3), SpO2 (4), and temperature (5). Fig. 
1 illustrates the comprehensive procedure employed 
during data collection, with the utilization of the Philips 
mp20 monitor for recording vital signs. The distribution 
of the ICU patient data is depicted in Fig. 2. It can be ob-
served that the data is highly imbalanced in terms of re-
corded patient outcomes.

Fig 1. Structure of the Proposed CVD Prediction System

Fig 2. Patient Data Analysis: (a)Gender-wise distribution (b)Age-wise distribution (c)Outcome
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3.2.  METHODOLOGY

Due to the fact that a subset of rows (about 250) were 
marked as ”not recorded” (NR), these cases were imput-
ed using the ”backward filling” method, which used the 
set of recorded patient data that came before it. The 
dataset encompassed a total of 285 patient records, 
each encompassing six vital parameters, and spanned 
a continuous 24-hour period. This data was organized 
in a structured format (285, 24, 6). Because ML models 
work best with one-dimensional (1D) data, the data for 
each patient record, which was a sequence of 24 values 
for each of six vitals, was put into a linear  format with a 
row major layout, which led to 144 features. As a result 
of this reformatting, a distinct 1D dataset was generat-
ed for each individual patient, facilitating compatibility 
with the ML algorithms.

Ten different ML classifiers, including K-Nearest 
Neighbours (KNN), Support Vector Machine (SVM), 
Multi-Layer Perceptron (MLP), AdaBoost, RUSBoost, 
Random Forest (RF), Decision Tree (DT), Gradient Boost-
ing (GB), XGBoost classifier, and textRNN, were put 
through a thorough evaluation and fine-tuning pro-
cess. KNN is a simple and intuitive algorithm that clas-
sifies data records based on the majority class among 
their k-nearest neighbours in the feature space. It mea-
sures distances between data points and assigns labels 
based on the neighbours' labels. SVM seeks to find a 
hyperplane that best separates different classes of 
data. SVM aims to maximize the margin between class-
es and can handle both linear and non-linear separa-
tion. MLP consists of multiple layers of interconnected 
nodes (neurons). It is capable of learning complex rela-
tionships in data through forward and backward prop-
agation of signals, making it suitable for a wide range 
of tasks. AdaBoost (Adaptive Boosting) is an ensemble 
learning technique that combines the outputs of mul-
tiple weak classifiers to create a stronger overall classi-
fier. It assigns higher weights to misclassified instances 
in each iteration to improve classification performance. 
RUSBoost (Random Under- Sampling Boosting) is a 
variant of AdaBoost that incorporates random under-
sampling of the majority class. This helps address the 
class imbalance in the dataset, making it particularly 
useful for imbalanced data scenarios. RF is an ensemble 
method that constructs multiple DTs during training 
and combines their outputs to make predictions. It im-
proves accuracy and reduces overfitting by introduc-
ing randomness in the tree-building process. A DT is 
a hierarchical structure that recursively splits data into 
subsets based on the values of input features. It makes 
decisions by traversing the tree from the root node to a 
leaf node, where the final classification is determined. 
Gradient Boosting is another ensemble method that 
builds a strong model by sequentially adding weak 
learners (usually DTs) and focusing on instances that 
were previously misclassified. It aims to minimize the 
prediction error iteratively. XG Boost (Extreme GB) is an 
optimized and highly efficient implementation of GB. 

It includes regularization techniques, handling miss-
ing values, and parallel processing to enhance perfor-
mance and predictive accuracy. In order to configure 
the TextRNN model’s hyperparameters, a combination 
of empirical observations and systematic experimenta-
tion was utilized. Through careful calibration of mul-
tiple variables, it was determined that implementing 
GRU (Gated Recurrent Unit) units in a two-layer con-
figuration produced significantly enhanced outcomes.

The primary objective was to effectively categorize 
the input ICU time series dataset into 3 discrete classes: 
recovery, mortality, and intubation. Initially, each indi-
vidual vital parameter is used to predict the outcomes. 
Further, all possible combinations of vital signs were 
experimented to determine the most crucial vital pa-
rameters. Since the data is highly imbalanced, com-
bining the weak classifiers would improve the perfor-
mance of the model. So the experiment was conducted 
using boosting classifiers.

3.3.  ExPERIMENTS AND RESULTS

We evaluated the ML classifiers using a five-fold 
cross-validation method. Within this approach, a single 
fold was dedicated to testing, while the remaining folds 
were employed for training the classification model. 
This process was reiterated across all folds to ensure 
a uniform and stable performance evaluation. The Py-
thon open-source ML packages [33] were used for car-
rying out the experiments. Initially, the default values 
as set by the Python packages were set for network 
parameters. The results obtained are listed in Table 1. In 
our efforts to enhance performance, we endeavored to 
ensemble the top three performing ML models (RF, Ad-
aBoost, and Gradient Boost) using voting and stacking 
algorithms. However, the process of ensembling did 
not yield a substantial improvement in overall perfor-
mance. This could potentially indicate that the inherent 
ensembling nature of GB already integrated the advan-
tages offered by ensembling with different classifiers.

Classifier Precision Recall F1-score

TextCNN 0.51 0.57 0.54

RUSBoost 0.61 0.64 0.62

MLP 0.68 0.67 0.67

KNN 0.68 0.73 0.66

DT 0.68 0.69 0.69

AdaBoost 0.69 0.72 0.70

RF 0.73 0.75 0.73

XGBoost 0.74 0.76 0.74

SVM 0.65 0.74 0.68

GB 0.75 0.77 0.75

Table 1. Mortality prediction results
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Given the superior performance of tree-based al-
gorithms in comparison to other ML models, we me-
ticulously refined their hyperparameters through the 
utilization of the particle swarm optimizaiton (PSO) 
algorithm [34–36]. Notably, we observed that certain 
hyperparameters—namely, n_estimators, max_depth, 
min_samples_leaf, max_features, and min_samples_
split held significant importance across the spectrum 
of tree-based ML models. After achieving refined pa-
rameters using the PSO algorithm for the RF model, 
these fine-tuned hyperparameters were applied as ini-
tializations for the remaining ML models. Remarkably, 
it was discerned that the optimized hyperparameters 
from the initial RF tuning yielded the best performance 
across the other ML models as well. The hyperparam-
eter ranges and the corresponding optimal values de-
termined by the PSO approach have been detailed in 
Table 2. The outcomes achieved through this optimiza-
tion process, encompassing the refined hyperparam-
eters, have been documented in Table 3. Notably, to 
ensure a fair comparison, the same random state was 
upheld throughout the experiments. Evidently, the 
proposed optimization methodology led to a signifi-
cant performance enhancement, with improvements 
of up to 10%.

Table 2. Hyper-parameters Range

Hyperparameter Lower bound Upper bound PSO chosen 
value

n_estimators 10 200 168

max_features 1 20 8

max_depth 2 20 10

min_samples_split 2 20 10

min_samples_leaf 1 20 1

Table 3. Optimized classifiers adopted for mortality 
prediction

Classifier Precision Recall F1-score

RUSBoost 0.68 0.68 0.68

DT 0.69 0.71 0.70

AdaBoost 0.76 0.78 0.77

RF 0.80 0.81 0.79

XGBoost 0.75 0.77 0.76

GB 0.81 0.82 0.80

Due to the minimal variance observed in body tem-
perature among the studied cases within the last 24 
hours after admission, its contribution to predictive 
modelling was limited. Consequently, the focus shifted 
to the remaining vital parameters for subsequent ex-
perimentation, aimed at comprehending the individual 
significance of each parameter on performance. In this 
context, a minimum of three vital parameters were se-
lected at a time for classification using the GB classifier. A 
comprehensive set of 16 combinations was tested, and 
the corresponding accuracies for each combination are 
detailed in Table 4. Notably, the optimized models show-
cased enhancements in the classifier’s performance. 
While the combination of systolic blood pressure, pulse 
rate, and SpO2 demonstrated potential for achieving 
higher accuracy on its own, it was observed that incor-
porating all vital parameters led to improvements not 
only in accuracy but also in precision.

Table 4. Mortality prediction with Adaboost 
classifier using combinations of vitals

Combination of vitals Accuracy Precision Recall F1-score

systolic(0) 0.72 0.67 0.72 0.68

diastolic(1) 0.68 0.61 0.68 0.63

pulse rate(2) 0.71 0.66 0.71 0.68

respiratory rate(3) 0.69 0.64 0.69 0.65

SpO2(4) 0.71 0.67 0.71 0.68

(0,1,2) 0.74 0.67 0.74 0.69

(0,1,3) 0.74 0.69 0.74 0.70

(0,1,4) 0.76 0.73 0.76 0.74

(0,2,3) 0.75 0.70 0.75 0.71

(0,2,4) 0.82 0.80 0.80 0.80

(0,3,4) 0.78 0.75 0.78 0.76

(1,2,3) 0.74 0.69 0.74 0.70

(1,2,4) 0.78 0.76 0.78 0.77

(1,3,4) 0.75 0.72 0.75 0.73

(2,3,4) 0.79 0.77 0.79 0.77

(0,1,2,3) 0.75 0.71 0.75 0.71

(0,1,2,4) 0.79 0.77 0.79 0.78

(0,1,3,4) 0.76 0.73 0.76 0.74

(0,2,3,4) 0.82 0.80 0.81 0.80

(1,2,3,4) 0.79 0.77 0.79 0.77

(0,1,2,3,4) 0.82 0.81 0.82 0.80
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Fig. 3(a) illustrates the confusion matrix derived from 
the predictions generated by employing the combina-
tion of all vital parameters with the optimized GB clas-
sifier. Notably, the model demonstrates a substantial 
capacity to accurately distinguish between recovered 
patients and those at risk of mortality. However, due to 
the study’s limited inclusion of only 13% of intubated 
patients, the model struggled to discern the intricate 
patterns necessary for precise classification. To address 
this limitation, further analysis was undertaken with a 
focus on binary classification into two distinct catego-
ries: the possibility of death or survival. In pursuit of 
this, all data pertaining to intubated patients was ex-
cluded. The outcome of this refined classification strat-
egy is depicted in Fig. 3(b), showcasing an impressive 
90% accuracy achieved through the utilization of the 
proposed optimized GB classifier.

The study achieved remarkable results in binary clas-
sification using an optimized GB classifier. Precision, 
recall, accuracy, and F1 score were all recorded at 0.90, 
indicating a high level of performance. In the context 
of tree-based ML models, the process of identifying 
mortality instances can be understood by examining 
the DTs employed. The visualization of these DTs can 
be seen in Fig. 4. The data for each individual record, 
denoted as X in Fig. 4, is organized in a specific order: 
systolic blood pressure (0), diastolic blood pressure (1), 

pulse rate (2), respiratory rate (3), and SpO2 (4). Each 
parameter has associated data collected over a 24-hour 
period. By analyzing the DTs, it is possible to pinpoint 
the exact hour and parameter that contributed to a 
specific decision. This provides valuable insights into 
the factors influencing the classification outcome. 

The ROC curve, presented in Fig. 5(a), showcases the 
performance of the optimized GB binary classifier. This 
curve is constructed by plotting the true positive rate 
(TPR) against the false positive rate (FPR), with TPR rep-
resented on the y-axis and FPR on the x-axis. Remark-
ably, the area under the ROC curve, which amounts to 
0.95, signifies the model’s ability to make  accurate pre-
dictions approximately 95% of the time based on the 
last 24 hours of vital sign data. 

For a more detailed analysis, we conducted an as-
sessment by excluding vital sign data from the 12 hours 
immediately preceding the outcome within the last 24 
hours. Fig. 3(c) represents the confusion matrix derived 
from predictions made by the optimized GB binary 
classifier utilizing combinations of all vital parameters. 
Impressively, the model continues to exhibit substan-
tial accuracy in distinguishing between recovered pa-
tients and those potentially facing mortality. Illustrated 
in Fig. 5(b), the area under the ROC curve is presented, 
plotting the TPR against the FPR. 

(a) (c)(b)

Fig. 3. Confusion matrix obtained for (a)all classes (b)two classes (c)two classes for 12 hours data

Fig. 4. The decision tree for mortality detection
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(a)

(b)

Fig. 5. ROC curve obtained for mortality detection (a) for 24 hours input 
 (b) for 12 hours input

The performance mirrors the outcomes achieved with 
the 24-hour data window, showcasing the classifier’s 
consistency and ability to predict mortality effectively. In 
Table 5, a comprehensive summary of precision, recall, F1 
score, and accuracy for the initial 12-hour window preced-
ing the actual outcome is provided. The average preci-
sion, recall, and F1 score are detailed in the same table, re-
flecting the model’s performance. Notably, the optimized 

GB classifier achieves 87% accuracy in predicting mortal-
ity, even when utilizing data collected during the first 12 
hours before the actual outcome. This result underscores 
the classifier’s robust performance across this critical early 
time frame. In essence, the proposed optimized GB clas-
sifier showcases commendable performance across both 
12-hour and 24-hour time windows, attesting to its profi-
ciency in forecasting outcomes.

Micro-averaged One-vs-Rest 
Reciver Operating Characteristic

Micro-averaged One-vs-Rest 
Reciver Operating Characteristic
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dataset. Additionally, our study did not encompass 
data from post-intubated patients. Furthermore, pa-
tients who were recovered and discharged from the 
ICU were not monitored until their discharge, poten-
tially impacting the model’s predictive capability. The 
low variance in temperature observed within the last 
24 hours may have hindered its contribution to pre-
diction, and a more frequent temperature monitor-
ing interval would be necessary for a comprehensive 
generalization of findings. Notably, within our study, 
systolic blood pressure emerged as the most influen-
tial vital parameter for mortality prediction. However, 
it’s important to acknowledge that blood pressure 
fluctuations are often evident in patients facing ter-
minal cardiovascular collapse. The unique attribution 
of critical parameters by the ML model to each feature 
might be specific to our institution. Despite account-
ing for patient variability in our hospital and study, ex-
ternal and independent evaluations are imperative to 
validate the findings. It’s crucial to underscore that our 
results are reflective of a single hospital population, 
whereas other studies have drawn insights from pa-
tient data collected across multiple hospitals. There-
fore, external validation using data from a distinct 
institution is pivotal before broad conclusions can 
be drawn. Our research employed a smaller database 
compared to previous studies that aimed to make ex-
tensive population-level generalizations. Being retro-
spective in nature, our data gathering process could 
benefit from oversight post-results. While our dataset 
primarily captures the last 24 hours of a patient’s ICU 
stay, an approach involving data collected through-
out the entire ICU stay and analyzed across different 
time windows could enhance model accuracy. The 
exploration of DL techniques [38, 39], often deemed 
superior to supervised learning techniques, is an av-
enue worth exploring in future studies. However, de-
spite experimenting with state-of-the-art DL models, 
the limitations posed by our data’s scope led to rela-
tively lower performance with DL models. To realize 
practical applicability, the developed ML model must 
undergo testing in a real-world environment.

5. CONCLUSIONS

Among the vital parameters studied, systolic blood 
pressure emerged as the most significant predictor 
linked to mortality prediction, underscoring its piv-
otal role. Additionally, SpO2 and pulse rate exhibited 
notable associations with predictive outcomes. Con-
versely, temperature variance exhibited a limited con-
tribution to predicting outcomes in this study, poten-
tially due to its low variability. An intriguing observa-
tion is the potential of a combination of systolic blood 
pressure, pulse rate, and SpO2 to yield enhanced ac-
curacy. Moreover, incorporating all vital parameters 
not only enhances accuracy but also improves preci-
sion. To further refine the model’s accuracy in predict-
ing intubated patients, additional training with larger 
databases is essential.

Metric Recovered Death Weighted 
average

Precision 0.90 0.76 0.87

Recall 0.93 0.68 0.87

F1 Score 0.92 0.72 0.87

Accuracy - - 0.87

Table 5. Performance obtained for 12 hours data

4.  DISCUSSION 

In this work, we have proposed an optimized model 
for predicting hospital mortality in ICU patients, de-
signed to be especially applicable and beneficial in 
low- and middle-income countries. Our approach 
centers on utilizing a streamlined set of variables that 
are both readily accessible and straightforward to col-
lect. Notably, the model that exhibited the highest 
performance in our investigation was a GB classifier, 
which harnesses the strength of an ensemble of weak 
classifiers, requiring solely vital sign data. These are 
routinely measured and effortlessly acquired within 
an ICU setting. Significantly, these variables do not 
necessitate knowledge of the patient’s diagnosis or 
laboratory results.

Our findings closely align with those of a study con-
ducted by Alistair et al. [37]. In their work, Alistair et al. 
[37] developed a model relying on a staggering 148 
distinct variables, the majority of which emanate from 
intricate laboratory results, urine output, and Glasgow 
Coma Scale (GCS) measurements—a collection of vi-
tal parameters. This approach, however, introduces 
complexities that can hinder the model’s practical 
utility. Medical practitioners would need to measure 
and input an extensive array of factors for an accurate 
prognosis, which not only consumes time but also 
necessitates repeated investigations. In contrast, our 
study offers a user-friendly solution devoid of labour-
intensive data entry or cumbersome investigations 
during the ICU admission process. The optimized GB 
classifier showcased notable performance even when 
using vital sign data gathered 12 and 24 hours before 
the outcome. While our findings are encouraging, 
further research is required to explore the impact of 
more frequent intervals for vital sign data collection, 
aiming to enhance the accuracy of ML models in pre-
dicting outcomes.

4.1. LIMITATIONS

The performance of the ML model in identifying in-
tubation outcomes among patients in our study was 
limited, possibly due to inadequate training on a large 
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Remarkably, the proposed optimized GB classifier 
achieves 90% accuracy in predicting recovery or mor-
tality, utilizing a mere six recorded vital parameters. 
These findings suggest the viability of employing ML 
techniques for routine monitoring of ICU patients. This 
presents an opportunity to evolve beyond traditional 
prognostic scores like APACHE, SAPS, and SOFA and 
integrate more accessible and less intricate ML tech-
niques that rely solely on essential vital parameters. 
Regular implementation of such techniques can serve 
as a valuable supplement to conventional ICU scoring 
systems. As ICU technologies progress towards greater 
automation, integrating central monitors with ML soft-
ware could provide an early warning system, preemp-
tively alerting healthcare providers to potential ad-
verse outcomes hours before hemodynamic instability 
manifests.
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Abstract – Wireless Sensor Network (WSN) is a network area that includes a large number of nodes and the ability of wireless 
transmission. WSNs are frequently employed for vital applications in which security and dependability are of utmost concern. The main 
objective of the proposed method is to design a WSN to maximize network longevity while minimizing power usage. In a WSN, trust 
management is employed to encourage node collaboration, which is crucial for achieving dependable transmission. In this research, a 
novel Trust and Energy Aware Routing Protocol (TEARP) in wireless sensors networks is proposed, which use blockchain technology to 
maintain the identity of the Sensor Nodes (SNs) and Aggregator Nodes (ANs). The proposed TEARP technique provides a thorough trust 
value for nodes based on their direct trust values and the filtering mechanisms generate the indirect trust values. Further, an enhanced 
threshold technique is employed to identify the most appropriate clustering heads based on dynamic changes in the extensive trust values 
and residual energy of the networks. Lastly, cluster heads should be routed in a secure manner using a Sand Cat Swarm Optimization 
Algorithm (SCSOA). The proposed method has been evaluated using specific parameters such as Network Lifetime, Residual Energy, 
Throughpu,t Packet Delivery Ratio, and Detection Accuracy respectively. The proposed TEARP method improves the network lifetime 
by 39.64%, 33.05%, and 27.16%, compared with Energy-efficient and Secure Routing (ESR), Multi-Objective nature-inspired algorithm 
based on Shuffled frog-leaping algorithm and Firefly Algorithm (MOSFA) , and Optimal Support Vector Machine (OSVM).

Keywords: Wireless Sensor Network, Routing, Sensor Nodes, Aggregator Nodes, sand cat swarm optimization algorithm

1.  INTRODUCTION

Wireless Sensor Network (WSN) consists of a few co-
operative sensor nodes that are spread out geographi-
cally. As a result of technological advances in wireless 
networking techniques and the availability of inexpen-
sive, intelligent, and small-sized sensors, ubiquitous 
computing has been made possible [1].  The goal of a 
WSN implementation is to gather data about objects 
found in the monitoring area, transform that data into 

electrical signals, and transmit those signals to the base 
station through wireless multi-channel communication 
[2]. The sensor nodes join together to create a network 
in order to gather information from their immediate sur-
roundings and then communicate with one another to 
carry out specific tasks [3]. During Mobility Wireless Sen-
sor Networks (MWSN), sensors are mobile and can link to 
a variety of providers, such as robotic systems and intelli-
gent modes of transportation, to detect and collect data 
that can then be transmitted to the BS via direct or multi-
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hop communication models [4]. Unstructured WSNs 
consist of ad-hoc deployments of dense sensor nodes. 
The network is called a structured WSN, depending on 
the other extreme, when all nodes are placed simulta-
neously [5]. In Sensor nodes' the computing capacity, 
power, and the battery life are all constrained in WSN. 
The topology of the network changes when certain net-
work nodes lose power. The network may even become 
paralyzed and cease to operate correctly if there are too 
many dead nodes. Due to the inability to detect mali-
cious sites, attacks and energy usage are two issues wire-
less sensor networks face. They use a particular routing 
method, they use effort effectively, they choose cluster 
heads, and the technology they use to create a wireless 
sensor network are all important considerations.  

WSN is one of the most contemporary communica-
tion-related technologies. Due to its open architecture 
and limited resource availability, WSN is challenging to 
secure and utilize energy effectively. Routing and clus-
tering are just two of the many technologies that have 
been introduced to secure WSNs. Many reasons, includ-
ing shortened sensor node usage time, increased pow-
er consumption due to larger number of hops, distribu-
tion fewer packet distribution, and decreased through-
put, may result in improper data transmission from one 
node to another. This research proposes a novel Trust 
and Energy Aware Routing Protocol (TEARP) technique, 
which enhances the security of routes using wireless 
sensor networks. The major contributions of the pro-
posed TEARP techniques are given as follows.

•	 Initialization, registration, and authentication are ac-
complished during the authentication of ANs and 
SNs on public and private blockchains, respectively. 

•	 The proposed technique provides a thorough trust 
value for nodes based on their direct trust values 
while taking volatility and adaptable penalty ele-
ments into concern. Filtering mechanisms also 
generate indirect trust values. 

•	 Further, an enhanced threshold technique is em-
ployed to identify the most appropriate clustering 
heads based on dynamic changes in the extensive 
trust values and residual energy of the networks. 

•	 Lastly, cluster heads should be routed in a secure 
manner is determined using a sand cat swarm op-
timization algorithm. 

The remainder of the research is organized as follows. 
In Section II, a summary of the literature is provided. In 
Section III, the proposed TEARP methodology is thor-
oughly explained. The experimental findings are pre-
sented in Section IV, and conclusions and future scope 
is presented in Section V.

1.1.  BACKGROUND STUDy

An improved Artificial Bee Colony (iABC) metaheuristic 
is presented in [6] to maintain a solid balance between 
mining and exploration abilities while using the least 

amount of RAM possible. The suggested metadata's abili-
ties to produce ideal cluster heads and increase WSN en-
ergy efficiency are inherited by an energy-efficient bee 
clustering algorithm based on iABC information.

An improved version of the firefly algorithm is pre-
sented in [7] which is applied to improve the network 
lifetimeWhen LEACH, the basic Firefly set of rules, and 
particle swarm optimization are applied to the same 
community infrastructure model, the performance of 
the improved Firefly set of rules is compared to them. 
In terms of performance and stability, the enhanced 
Firefly approach is superior than existing algorithms.

A Whale Moth Flame Optimization (WMFO) and Im-
proved African Buffalo Optimization (IABO) is presented 
in [8] which is applied for effective clustering and rout-
ing. The WMFO method can be utilized for effective 
clustering by employing a fitness function connected 
to the distance within the cluster, the distance between 
clusters, the energy, and the equilibrium coefficient. The 
WMFO algorithm creates a tuning function that contains 
certain factors like residual energy and distance coeffi-
cient in order to choose the best routes in the WSN.

A Particle Distance Updated Sea Lion Optimization 
(PDU-SLnO) is presented in [9] which is developed to 
consume less energy consumption and increases the 
network lifetime. For the WSN, a new hierarchical rout-
ing energy-sensitive CH selection architecture is pro-
vided using the hybrid optimization technique. When 
selecting a CH, capacity, distance, latency, and quality 
of service (QoS) are taken into account. To choose the 
optimal CH, the Sea Lion Optimization (SLnO) and Par-
ticle Swarm Optimization (PSO) algorithm principles 
are integrated in the new matching method known as 
the PDU-SLnO algorithm.

2. LITERATURE SURVEy:

The WSN performance, including energy use, net-
work lifetime, etc., has been the subject of many re-
searches. One of the most important characteristics 
of WSNs is secure routing. Among those, some of the 
techniques have been reviewed in this section.

In 2019, Haseeb K., et al [10] presenting an energy-effi-
cient and secure routing (ESR) protocol for intrusion de-
fence in IoT based on wireless sensor networks. The pro-
posed solution utilized greedy algorithms to construct 
routing paths and overlooked intrusions in an infrastruc-
ture-less and unattended environment. As a result, there 
are a great No. of route discovery and re-transmissions, 
especially when there are attacker networks present and 
there is a great deal of internet traffic.

In 2020, Barzin et al. [11] Presented a Multi-objective 
nature-inspired algorithm (MOSFA) is developed from 
fireflies and shuffling frog-leaping algorithms and is 
a successful protocol for WSNs. Using this technique, 
both fireflies and shuffled frog-leaping algorithms are 
utilized simultaneously. SIF, ERA, FSFLA, and LEACH 
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have common lifespan development of 68%, 82%, 30%, 
and 28%, respectively, according to simulation data.

In 2021, Amaran S., et al [12] presented a novel op-
timal Support Vector Machine (OSVM) based IDS in 
WSN. The suggested technique's OSVM model has an 
accuracy of more than 94.09% and a detection rate 
of 95.02%.In 2021, Reddy D.L. et al [13] Presented a 
hybrid Ant Colony Optimization (ACO) approach that 
integrates Glow Worm Swarm Optimization. According 
to experimental results, the suggested solution keeps 
more nodes alive and uses less network energy than 
standard techniques.

From the aforementioned analyses, it's clear that those 
solutions have several hazards, including the nodes' con-

sumption of electricity and steady routing when trans-
ferring data packets to their destinations.To overcome 
these drawbacks, novel Trust and Energy Aware Routing 
Protocol (TEARP) techniques are recommended.

3. PROPOSED METHOD

In this paper, a Trust and Energy Aware Routing Pro-
tocol (TEARP) in WSN is proposed, which use block-
chain technology to maintain the identity of the Sensor 
Nodes (SNs)and Aggregator Nodes (ANs). Initialization, 
registration, and authentication are accomplished dur-
ing the authentication of ANs and SNs on public and 
private blockchains, respectively. Fig. 1 illustrates the 
overall structure of the proposed method.

Fig. 1. Overall block diagram for the proposed TEA method 

3.1. BLOCKCHAIN TECHNOLOGy

In the proposed blockchain-based routing and reli-
ability evaluation method, BSs transmit encrypted data 
about routing and trust values to other network nodes. 
All node-to-node transactions are also verified by the 
blockchain's. The AN authenticates and authorizes the 
SN each time they communicate, allowing the SN to 
send packets to the AN. Additionally, these BSs authen-
ticate the ANs before allowing them to communicate 
with other ANs or BSs. The blockchain is updated with 
transactions when the node's identification has been 
verified. The blockchain cannot be used to delete the 
transaction data. The transparency and traceability of 
the blockchain enable the proposed methodology to 
identify rogue nodes. In this approach, the blockchain 
offers secure routing and a productive technique for 
evaluating trust to find malicious nodes. 

For SN and AN authentication, blockchains can be 
either private or public. In this architecture, two differ-
ent kinds of blockchains are utilized to lessen the stress 
placed on the NAs. ANs died in the initial rounds of the 
prior authentication process because they had to reg-
ister and validate other ANs. However, in our suggest-
ed model, the BS, which has powerful computational 
capabilities, registers and authenticates the AN. The 
NAs' workload is lightened in this way. Therefore, the 

coexistence of the two blockchains helps to lower the 
computational expense of the proposed paradigm. Be-
cause the AN is directly connected to the public block-
chain, and the identification of every node is uploaded 
to the blockchain.

3.2. TRUST CALCULATION

Trust value has been calculated for two parameters, 
such as Direct Trust and Indirect Trust, which are de-
scribed as follows. The TEARP version contains three 
inputs, namely security, portability, and dependability, 
to determine the cost of trust.

3.2.1. Indirect Direct Trust (IDT)  

DT displays a node that contains the opinion vari-
able. To use the IDT, which is defined below, a node 
must have a witness variable, which is not possible 
without one.

(1)

For the purpose of preventing attacks and enhancing 
the security of the trust mechanism, formula 5 is used 
to calculate fraud ratings.

(2)
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3.2.2. Direct Trust (DT)  

A link between the mth source node and the fth end-
point node takes an estimated time to form, which is 
called the direct trust (DT). Therefore, Direct trust in-
volving the use of the mth source node and fth endpoint 
has been described as,

(3)

Where τappx defines the anticipated duration, and τest 
specifies the estimated duration. This indicates that it 
takes time to τappx acquire and τest transfer the public 
key between the destination and the node. ω denotes 
the nodes' opinion variable.

(4)

(5)

where ref  and sef represent number of packets f has 
transmitted and received, respectively. The amount of 
information that f has discarded to be received and de-
livered, respectively, is represented by rff and usf. The 
total number of packets that node f has received and 
transmitted is shown in the message. The adaptive 
penalty coefficient is written as γ. 

3.3. CLUSTERING AND OPTIMAL CLUSTER 
 HEAD SELECTION

The SCSO approach maximizes the network's lifes-
pan. If damaged nodes are unable to send data due 
to damage, collaborate with nearby nodes to replace 
them. By swapping out the node, the SCSO version of 
the Cluster Head presented in this study performs bet-
ter than the prior SCSO. The challenge of keeping them 
in a small space led to the development of the Sand 
Cat Swarm Optimization (SCSO) approach. Equation 10 
offers an algebraic representation of SCSO.

(6)

Where, Tm
n is the First cluster head position in mth di-

mension, ETm is Food Source's position in mth dimension, 
VCmis upper bound in mth dimension NCm is lower bound 
in mth dimension and p1, p2 is random numbers based on 
the interval [0,1]. The significant coefficient r1, which is 
employed in Equation 11 to balance the processes of food 
acquisition and consumption, is the most crucial factor.

(7)

The number L denotes the recent round, and M is the 
extreme number of rounds, where p1 is a significant co-
efficient of SCSO.

3.4. ROUTING USING SAND CAT SWARM 
OPTIMIzATION

The performance of sand cats in nature served as the 
basis for a metaheuristic algorithm known as sand cat 
swarm optimization (SCSO). Sand cats, as opposed to 

domestic cats, survive in stony and sandy deserts. Sand 
cats have a 2 KHz hearing threshold. They resemble do-
mestic cats and other cat species in regards to appear-
ance. Sand cats only have fur on their hands and soles 
because of the intense conditions they endure. This 
protects them from heat and cold at home. This trait 
makes it challenging to follow a cat's trace. A sand cat's 
unique physical characteristic is their ability to hear 
low-frequency disturbancesThe Sand cat swarm opti-
misation algorithm (SCSO) replicates this characteristic 
to provide a close to optimal result, enabling them to 
immediately and accurately determine their targets.

3.4.1. Objective function for Routing

The cluster-based WSN will be able to maximize 
network lifetime by selecting the optimum path. To 
achieve this, a four-factor adaptive function is created, 
accounting for the nodes' remaining energy, their size, 
their location within the cluster, and their coverage 
rate. These parameters' definitions and derivatives are 
as follows:

Node Degree (ND): It is the quantity of non-CH mem-
bers that belong to each CH. Thus, it is recommended 
for CH to have the lowest node degree.

(8)

Here, | Cmx | is the xth cluster head's number of cluster 
members.

Residual Energy(RE): It represents the node's pres-
ent energy level. It is calculated as the difference be-
tween the total amount of energy utilised over a period 
of time and the initial energy level. 

(9)

where CHx is the xth cluster head's remaining energy.

Distance to neighbour (DN): It specifies the distance 
between its own CH and its neighbour. The distance be-
tween a normal sensor and CH is given by equation (14).

(10)

Node Centrality (NC): It is described as the distance 
between a node's centre location and its neighbours, 
and it is written in equation (11).

(11)

where n(x) is the number of nodes that are neighbours 
to CHy.

The weighted values are ϑ1, ϑ2, ϑ3,and ϑ4. The equa-
tion (12) displays the single objective function.

(12)

A metaheuristic algorithm leads the method to satis-
fy the problem objective, such as minimization or maxi-
mization. Every strategy's fitness (cost) for the search 
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agent determines the subsequent repetition, and so 
on until optimal outcomes are obtainedThe most ef-
fective outcome is typically determined by the hunting 
mechanism. SCSO search agents look for targets after 
initiation to identify the most efficient approach. The 
Sand Cat's capacity to make low-frequency sounds is 
used to achieve this goal. Every search agent has a pre-
defined sensitive range starting at 2 kHz. In SCSOA, the 
population size is 500, number of iteration is 1000 and 
the number of independent runs is 10.

Equation 13 shows the SCSO algorithm PN variable 
drops gradually from 2 to 0. In this case, the TD param-
eter was supposed to be 2. Iteration count is iterc, while 
iteration maximum is itermax. The sand cat's behaviour 
becomes sophisticated after half of the repetitions and is 
swift in the first iteration. Similar to this, the SCSO balances 
exploration and exploitation processes using TD variables.

⃗

(13)

(14)

According to Equation 14, phase transformations are 
balanced. Equation 15 also prevents trapping in the lo-
cal optimum. A p parameter controls evolutionary algo-
rithms' efficiency. SCSO updates each agent's location.

⃗

(15)

Equation 16 guarantees that the most suitable loca-
tion of applicants for a search agent (Posim ) is updated 
after each algorithm iteration. Along with the agent's 
current location (Posim ) and sensitivity area (p), this in-
formation is obtained. The SCSO continues with the sub-
sequent step of its procedure, which is the exploiting of 
the target discovered after looking for it (exploration).

⃗

(16)

(17)

(18)

The direction between the optimum ideal position 
and the present position of each search agent is deter-
mined by Equation 19. The most optimal (balanced) re-
sults locations in Equation 22, the (Posi ) and (Posrnd ) are 
as well as the randomly selected locations, appropriately.

(19)

Pseudocode of SCSOA

Initializing Population

Compute the fitness function dependent upon the 
main function

Initializing the r, rG, R

While( t≤tMax )

 For all the SCs

Obtain an arbitrary angleθ (0 ≤ θ ≤ 360° )

  If(|R|≤1)

Upgrade the searching agent dependent upon the 
exploitation phase of equation (23); Posi - p.Pospuv .cos(θ)

  Else 

Upgrade the searching agent dependent upon 
the exploration phase of equation (23); p.(Posim(s)-
rand(0,1).(Posm)(s))

  End

 End

t = t+1

End

⃗

⃗

4. RESULT 

This segment presents the experimental analysis of 
the suggested approach to Trust and Energy Aware 
Routing Protocol (TEARP) techniques. 

Table 1. Stimulation parameters

Parameters Units
Frequency 30khz

Queue size 50 packets

Simulation time 50 s

Number of nodes 500 nodes

Packets size 500 bytes

Data rate 2 Mbps

Length of data packet 500 bytes

4.1. COMPARISON ANALySIS

A comparison is conducted between the proposed 
Trust and Energy Aware Routing Protocol (TEARP) tech-
nique and existing methods ESR [13], MOSFA [16], and 
OSVM [18] in terms of the No. of nodes, the Packet De-
livery Ratio, the Residual Energy, and the Throughput 
the Network Lifetime. 

In Fig. 2, the proposed method strategy shows the 
Network lifetime. TEARP outperforms other techniques 
with a lower fraction of nodes, almost doubling the 
network lifetime in the process.The proposed method 
achieves a better network lifetime of 61.40 %, 39.64 %, 
and 52.24 %, than ESR, MOSFA, and OSVM.

Fig. 2. Comparison of Network Lifetime
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Fig. 3. Comparison of Packet Delivery Network

Fig. 3 presents the equivalence of the packet delivery 
ratio of the suggested technique in comparison with 
existing techniques. TEARP performs better than other 
existing techniques and the ratio appears to be large. 
The proposed method achieves a better Packet Deliv-
ery Ratio of 45.54 %, 27.16 %, and 38.48 % than ESR, 
MOSFA, and OSVM.

(a)

(b)

Fig. 4. Performance comparison of different 
algorithms

Fig. 4(a) and (b) examine the four algorithms' rates of 
coverage, and rates of convergence. The link between 
coverage and population size when using the SCOA, 
HMSFO, CSSBO, and CapSA algorithms is depicted in 
Figure 4(a). Four algorithms will enhance network cover-
age as the population grows. The HMSFO, CSSBO, and 
CapSA algorithms cannot compete with the proposed 
SCSO algorithm. The relationship between convergence 
rate and iterations for the SCSOA, HMSFO, CSSBO, and 
CapSA algorithms is depicted in Figure 4(b).

The SCSO algorithm peaks and converges quickly 
in terms of growth scope at the number of iterations, 
whereas the other three algorithms continue to in-
crease quickly after that point. As a result, the SCSO 
algorithm's convergence speed and time to optimal 
value are both faster. The SCSO algorithm exhibits a 
better simulation effect in the algorithm's convergence 

area. In conclusion, the SCSO method outperforms the 
other three algorithms in terms of convergence speed 
and coverage ratio.

Fig. 5 displays a comparison of latency with various 
options. Due to how long it takes to choose the start-
ing path, current solutions cannot reduce latency. Ad-
ditionally, a safe and effective path is selected for data 
transfer. As a result, the delay time will be reduced by 
the proposed TEA RP approach.

Fig. 5. Comparison of Residual Energy

The proposed technique's throughput equivalent in 
relation to existing techniques is depicted in Fig. 6. The 
proposed technique achieves higher throughput than 
other existing techniques. ESR, MOSFA, and OSVM, and 
the proposed Trust and Energy Aware Routing Protocol 
(TEARP) are achieving better than throughput is 50.15 
%, 32.45 %, and 29.64 %.

Fig. 6. Comparison of Throughput

4.3. DETECTION ACCURACy 

The detection accuracy indicator shows the propor-
tion of correct detections made by the suggested tech-
nique with the minimum possible false reports. TEARP 
detection accuracy is 28.35% and 67.43%, respectively. 
Detection Accuracy is shown in Fig. 7.

Fig. 7. Detection Accuracy
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5. CONCLUSIONS

In this paper, a Trust and Energy Aware Routing Proto-
col (TEARP) in WSNs is proposed, which use blockchain 
technology to maintain the identity of the SNs and ANs. 
The proposed TEARP has been simulated using MAT-
LAB. The simulation outcomes demonstrate that the 
proposed TEARP framework outperforms more estab-
lished methods like ESR, MOSFA, and OSVM.The pro-
posed TEARP method improves the network lifetime by 
39.64%, 33.05%, 29.64% and 27.16%, respectively, and 
has better detection accuracy of 28, 35% and 67.43%. 
compared with ESR, MOSFA and OSVM techniques. The 
TEARP method is not applicable in large-scale situations. 
The TEARP technique must be used in a large-scale con-
text in future to overcome such constraints.Additionally 
the proposed TEARP approach might include algorith-
mic tests with an extensive network that employs agent-
based communication for trust modeling.
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Abstract – Deep reinforcement learning can effectively deal with resource allocation (RA) in wireless networks. However, more complex 
networks can have slower learning speeds, and a lack of network adaptability requires new policies to be learned for newly introduced 
systems. To address these issues, a novel federated learning-based resource allocation (FEDRESOURCE) has been proposed in this paper 
which efficiently performs RA in wireless networks. The proposed FEDRESOURCE technique uses federated learning (FL) which is a ML 
technique that shares the DRL-based RA model between distributed systems and a cloud server to describe a policy. The regularized 
local loss that occurs in the network will be reduced by using a butterfly optimization technique, which increases the convergence of 
the FL algorithm. The suggested FL framework speeds up policy learning and allows for adoption by employing deep learning and the 
optimization technique. Experiments were conducted using a Python-based simulator and detailed numerical results for the wireless 
RA sub-problems. The theoretical results of the novel FEDRESOURCE algorithm have been validated in terms of transmission power, 
convergence of algorithm, throughput, and cost. The proposed FEDRESOURCE technique achieves maximum transmit power up to 
27%, 55%, and 68% energy efficiency compared to Scheduling policy, Asynchronous FL framework, and Heterogeneous computation 
schemes respectively. The proposed FEDRESOURCE technique can increase discrimination accuracy by 1.7%, 1.2%, and 0.78% compared 
to the scheduling policy framework, Asynchronous FL framework, and Heterogeneous computation schemes respectively.

Keywords: Deep reinforcement learning, federated learning, resource allocation, butterfly optimization technique 

1.  INTRODUCTION

Modern wireless networks and mobile devices fre-
quently come with sophisticated sensors and power-
ful computers, enabling them to acquire and interpret 
enormous amounts of data produced at the network 
edge [1]. The 5th generation (5G) wireless networks 
have strengthened the traditional connection service 
and supported many vertical industries [2]. A cloud 
and edge computing system [3, 4] that intelligently 
uploads user tasks to a cloud data center layer and an 
edge computing layer can provide computation and 
data storage services. Implementing energy-efficient 
node setup and RA in the course of cooperative opera-
tions is a major difficulty in wireless networks due to 

the high quality of service (QoS) requirements of IoT 
applications.

The efficient RA scheme can extend sensors’ life-
time and play a major role in maximizing system per-
formance along with better scheduling [3-5]. Utilizing 
machine learning (ML) techniques [6, 7], with a variety 
of RA strategies have recently been investigated which 
reduces the wireless networks becoming increasingly 
complex [8]. Particularly for difficult decision-making 
issues, deep reinforcement learning (DRL) has been 
applied extensively [9]. They can be used to train a DL 
model with a large representation capacity to develop 
a RA strategy for complicated networks. However, such 
DRL-based approaches still face significant obstacles in 
practice [10, 11].

Volume 14, Number 9, 2023

P. G. Satheesh
Research Scholar, 
Sathyabama Institute of Science and Technology, 
Chennai, Tamil Nadu, India
reachpgs@gmail.com

T. Sasikala
Prof. & Dean, School of Computing, 
Department of Computer Science and Engineering
Sathyabama Institute of Science and Technology, 
Chennai, Tamil Nadu, India
dean.computing@sathyabama.ac.in / sasi.madhu2k2@yahoo.co.in



1024 International Journal of Electrical and Computer Engineering Systems

An important problem is the policy's inability to re-
spond to changes in network needs [12]. Wireless net-
works often introduce new systems with the same goals 
as current ones [13, 14]. It is therefore possible to apply 
policies to newly arrived systems with no additional 
learning if they are network adaptable [15, 16]. By using 
DRL-based wireless network approaches, we can deploy 
them more effectively than before. In this paper, a novel 
federated learning-based resource allocation (FEDRE-
SOURCE) has been proposed, which efficiently performs 
RA in wireless networks. The main contributions of the 
FEDRESOURCE framework are as follows.

•	 The proposed FEDRESOURCE technique uses fed-
erated learning (FL) optimized using butterfly 
optimization for resource allocation in wireless 
networks, that share the DRL-based RA model be-
tween distributed systems and a cloud server to 
describe a policy.

•	 The policy for the RA in wireless networks can be 
learned collaboratively while taking use of the FL 
technique. 

•	 The regularized local loss that occurs in the net-
work will be reduced by using a butterfly optimiza-
tion technique, which increases the convergence 
of the FL algorithm.

•	 The suggested FL framework speeds up policy 
learning and allows for adoption by employing 
deep learning and the optimization technique. 

The remainder of the paper is organized as follows: 
Section 2 presents a thorough survey of current efforts 
on federated learning-based RA techniques. Section 3, 
presents the system model and problem formulation for 
resource allocation. Section 4 presents the design of the 
FEDRESOURCE framework in detail. Section 5 presents 
the experimental data and its analysis. Section 6 presents 
the conclusions and suggestions for future research.

2. LITERATURE REVIEW

Due to the high Quality-of-Service (QoS) require-
ments of IoT applications, resource scheduling wireless 
networks are becoming more important for better ser-
vice. Several techniques have been developed by many 
experts for RA in wireless networks. Among these, we 
have discussed a few algorithms here. In [16] authors 
introduced a circumstance-independent policy that 
can successfully address the various network scenarios 
even with a single policy. Based on the outcomes of the 
simulation, a single suggested policy can be applied in 
a range of circumstances with results that are compara-
ble to those of a situation-based policy, which chooses 
the appropriate course of action for each circumstance 
on its own.

In [17] authors presented a heterogeneous compu-
tation and RA approach based on heterogeneous mo-
bile architectures. Using simulation data, the proposed 
scheme improves the energy efficiency of the wireless-

powered FL system more than the baseline systems, 
according to the simulation data.

In [18] authors recommended using communication 
pipelining to enable FL in mobile edge computing ap-
plications to become more efficient at utilizing wireless 
spectrum and to become more concurrent. They also 
provide numerical findings that highlight the benefits 
of the suggested technique for various datasets and 
deep learning architectures.

In [19] authors proposed a new asynchronous FL 
framework that considers time-varying local training 
data, wireless link conditions, and computing capa-
bility. The framework also uses a dynamic scheduling 
algorithm to optimize learning performance under 
long-term energy constraints and per-round latency 
requirements. The proposed architecture has been 
demonstrated to improve learning performance and 
system efficiency over other approaches through nu-
merical simulations.

In [20] authors proposed a scheduling policy that 
took user device training data representation and chan-
nel quality into consideration simultaneously. Based 
on simulations, the channel-aware data importance-
based scheduling policy is shown to be more efficient 
than cutting-edge FL methods. In an asynchronous FL 
environment, an "age-aware" aggregation weighting 
approach can also improve learning performance. 

In [21] authors established an efficient integration of 
common edge intelligence nodes based on research on 
energy-efficient bandwidth allocation, CPU frequency 
calculation, optimized transmission performance, and 
required level of learning accuracy. Based on the simula-
tion results, the proposed Alternative Direction Algorithm 
(ADA) can reduce energy consumption while slightly 
increasing FL time in the central processing unit. There 
have been few studies that examine FL design in wireless 
networks for RA. However, FL structures used in the litera-
ture are not very effective, and model updates derived 
from old global models may have limited meaningful 
information about the current version, resulting in slow 
convergence. To the best of our knowledge, no work has 
specifically addressed how to use FL to resolve a wireless 
network RA issue. Instead, to efficiently run FL on wireless 
networks, current studies concentrate on finding a solu-
tion to the RA problem in wireless networks.

2.1. DIFFERENCES BETWEEN ThE ExISTING 
 AND PROPOSED WORk

The important findings from their research as well as 
the differences between the proposed study and the 
existing work are given below.

a. Unlike the proposed method many of the algo-
rithms did not consider FL to resolve a wireless net-
work RA issue 

b. A new FEDRESOURCE technique that uses feder-
ated learning (FL) that shares the DRL-based RA 
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model between distributed systems is presented 
in the proposed work that is not included in any 
other method so far, which makes it unique and 
significant from existing methods.

c. Proposed a federated learning architecture that 
incorporates policy chosen from DRL for resource 
allocation in wireless networks.

d. The existing techniques used in the literature are 
not very effective, and model updates derived from 
old global models may have limited meaningful in-
formation about the current version, resulting in 
slow convergence. However, it is discovered that 
the suggested method increases the convergence 
rate.

3. SySTEM MODEL AND PROBLEM 
FORMULATION 

We take into account a downlink of numerous TDMA 
networks in wireless networks, where each network has a 
local model and a global model, as shown in Fig. 1. R=1,…
,S, where S is the total number of systems, defines the 
set of systems. ℧s=1,…,Us , where Us is the total number 
of sensing nodes (SN) in system s, defines the set of SN 
in system s. In the system s ϵ R, its AP provides services 
to Us SN across discrete time intervals of k ϵ {1,2,…}. We 
make the commonly recognized assumption that each 
system's wireless channels between the global model 

and local model are time-varying but constant during 
a timeslot and satisfy the Markov property. The global 
model schedules one user and transmission power in 
timeslot k of system s, where T is the set of potential 
transmission power levels. Ps is the definition of a state 
of the system s in timeslot k, and ps

k is the state space of 
the system s. Each user's feature information, including 
channel gain and QoS satisfaction levels, is represented 
by the state.

We use a tuple to represent SN m in system s in simple 
notation (s, m). We use f k

s,m,i to denote the ith feature in-
formation of the user (s, m) in timeslot k. cs

k=(ms
k ,Ts

k)∈ Cs 
is the definition of an action of system s in timeslot k, 
which denotes a scheduling choice. A system s policy is 
indicated by the notation πs:Ps→Cs. Then, l(ps

k, πs,(ps
k)), 

where l(.,.) is a utility function typically utilized in the 
systems and is used to express the instantaneous utility 
of system s in timeslot k. In wireless networks with nu-
merous systems, we can construct a general RA issue to 
maximize overall utility as follow state represents each 
individual's feature information.

where the discount factor is 0 < γ < 1 and the policy 
for all systems is π:∏s∈R Ps →∏s∈R Cs. For instance, one 
could use the formula l(ps

k, πs , (ps
k)) = d(ps

k, πs ,(ps
k)) to 

frame the problem of maximizing the total average 
data rate. where the function d(.,.) calculates the cur-
rent data rate.

(1)

Fig. 1. System model
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3.1. FEDERATED LEARNING FOR DyNAMIC 
 RESOURCE ALLOCATION

When S, the number of systems, is high, the complex-
ity of the problem is too great to tackle. To fix this prob-
lem, we break it down into its parts according to each 
system s as

(2)

A (sub)optimal rule for the distributed system s de-
constructed problem may then be identified, and the 
problem can be resolved. A Markov decision process 
is used to solve the decomposed problem, and the 
reward function and environment are the utility func-
tion l(.,.) and transition probabilities over the state and 
action spaces, respectively. The well-known DRL can 
therefore be utilized to resolve the system-wise decon-
structed problem, like the most recent research on RA 
in wireless networks. In particular, every system s par-
ticipates in the DRL as an agent to learn the best policy 
π∗s for the problem's decomposition. Decomposed 
problems fall under the same class as other problems 
that use the same utility functions to accomplish the 
same objective (in this case, RA). FL can therefore be 
used to solve issues more effectively. Fig. 1 illustrates 
how FL can be used and provided if there is a common 
policy π¯ that can be employed in any system. 

Through her DRL technique, each system in FL learns 
common policies on its own. The cloud server then col-
lects the common policies for the system and delivers 
the combined policies. As the experience of all systems 
is used, this accelerates the learning of common poli-
cies. By adding the new global model to the wireless 
network and using the cloud server's common policy, 
it is also possible to adapt to newly introduced systems.

4.  DESIGN OF FEDERATED LEARNING-BASED 
RESOURCE ALLOCATION 

In this section, a novel FEDRESOURCE has been pro-
posed which efficiently performs RA in wireless net-
works. Federated learning is designed to minimize 
training loss while handling distributed neural network 
training across many devices with their local training 
data. The proposed FEDRESOURCE technique shares 
the DRL-based RA model between distributed systems 
and a center node to describe a policy for the FL frame-
work. The weights of the DL models at the center node 
and the SN are indicated in the figure by the notations 
WK

s+1  and Wm, respectively. We refer to the deep learn-
ing models as policy models since they display the 
policies. A DRL approach is used by each distributed 
system to individually learn its local policy model. The 
overall block diagram for the proposed FEDRESOURCE 
model is given in Fig. 2. 

Fig. 2. Proposed FEDRESOURCE model

Similar to the traditional FL approach, the cloud serv-
er combines policy models learned from the system to 
update the central policy model. Then, as shown in Fig. 
2, every system replaces its local policy model with the 
updated central policy model that was redistributed by 
the cloud server to the systems. To exploit all local ex-
periences in the distributed system for learning, even 
if local experiences are not broadcast, FL can quicken 
the learning of the policy model by performing this it-
eratively. The central policy architecture at the center 
node also offers adaptation to recently arrived systems.

FEDRESOURCE employs an iterative method that calls 
for Sg global rounds for global model changes. The SN 
and cloud server interact in the following ways during 
each global round. SNs modify regional models: Each 
SN m first receives the feedback data from the server, to 
generate the local model wm

r at a global round r. It then 
minimizes the surrogate function. 

(3)

One of the fundamental principles of FEDRESOURCE 
is that a sensing device can roughly solve the problem 
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to provide an approximation solution wm
r satisfying  

‖∇Rr
m (wm

r)‖≤θ‖∇Rr
m (wr-1) )‖,∀m, which is parame-

trized by a local accuracy (0, 1) that is shared by all sens-
ing devices. Here, θ = 0 indicates that the local problem 
must be handled optimally, and θ = 1 indicates that no 
progress has been made, for example, by setting wm

r 
= w r-1. FEDRESOURCE avoids employing proximal terms 
to restrict an extra controlling parameter (i.e., ), uses the 
global gradient estimate ∇E r-1 which the server can mea-
sure from the SN’s data—instead of the exact but unreal-
istic ∇E(wr-1) and flexibly resolves local problems roughly 
by controlling will have Rm

r (w)=Em (w)+η∇Er-1-∇Em (w r-1), 
that contains both local gradient estimate Em (w) and 
global gradient estimate weighted by a programmable 
parameter η. Later, we'll discover how influences FE-
DRESOURCE convergence. To attain the advantages of 
a) theoretical linear convergence and b) experimentally 
fast convergence which will be discussed in later sec-
tions, FEDRESOURCE needs more information than cur-
rently accepted standard approaches.

4.1. DyNAMIC LEARNING FOR RESOURCE  
 ALLOCATION USING FL

In this section, the RA strategy for numerous sys-
tems with a center node has been done by maintain-
ing the policy. For the DRL-based policy that has been 
frequently utilized, we here assume a typical DQN 
method, but any alternative DRL-based techniques can 
also be applied. The optimal action-value function A* 
(st, ac), that denotes the maximum return which can 
be realized in state st with action ac, is approximated 
using a deep neural network (DNN) trained to perform 
the DQN method. DQN, as a result, is the name given 
to the DNN, and it is employed to construct policy by 
identifying the action that maximizes return for a given 
state. We use π̅(s̅t;̅ w) to represent the common policy 
based on DNN.

We designate wcd and ws, respectively, as the weights 
of the DNN at the center node and system s. Each sys-
tem s initializes its DNNs ws and ws

pr as wcd once the 
center node initializes its DNN wcd. System s uses the 
DNN ws and the translation functions ts

st and ts
ac to se-

lect the action acs
k in timeslot k after observing its state 

sts
k. The chosen action can be simply identified by the 

formula acs
k=ts

ac(π̅(ts
st (sts

k); ws)). The system provides 
services to the user following the selected action (acs

k), 
and it monitors the utility as ls

k=l(sts
k, acs

k). When train-
ing the DNN, the experience of system s in timeslot k 
is described as (sts

-k, acs
-k, ls

k, sts
-k+1) and stored in the 

buffer. sts
-k+1= ts

st (sts
k+1). The DNN ws is trained to utilize 

the experiences using a variety of training methods, in-
cluding experience replay and fixed target-Q. Each sys-
tem s determines its local gradients for each FL interval 
by deducting its previous aggregated DNN, ws

pr from 
its present DNN. The cloud server then updates its DNN 
wcd by combining the local gradients from all systems. 
The cloud server broadcasts wcd to all systems after ag-
gregation, and each system substitutes ws and ws

pr with 
wcd. Algorithm 1 provides a summary of the process.

Algorithm 1 FEDRESOURCE

1: The cloud server initializes wcd

2: Each system s initializes ws and ws
pr as wcd

3: for k ∈{0,1,…} d0

4: for each system s do ▹ DQN Algorithm

5: Observe sts
k and translate it as s ̅ts

k←ts
k (sts

k)

6: Choose a̅c̅s
k← π̅(4ws) and translate it as acs

k←ts
st (a̅c̅s

k)

7: Do action ac
s
k and observe ls

k and sts
k+1

8: Translate sts
k+1 as s̅ts

k+1 ← ts
st (sts

k+1)

9: Store experience (s ̅ts
k, as̅

k, ls
k, s̅ts

k+1)

10: Update ws using its experiences by a DQN algorithm

11: end for

12: if mod(t, TFL)==0 then ▹FL

13: All systems calculate their local gradients ∇Es's 
from their previous DNN ws To the current DNNs ws's 

14: The cloud server updates wCd by aggregating the 
local gradients from all system

15: All system replaces their DNNs ws's and Ws
pr 's to wCd 

16: endif

17: end for

4.2. MINIMIzE REGULARIzED LOCAL LOSS

Using the DRL algorithm may introduce regularized 
loss. To reduce the loss, the butterfly optimization algo-
rithm (BOA) has been used in this paper.  Butterfly re-
productive behavior and its attraction to pheromones 
have been modeled by the BOA, a meta-heuristic algo-
rithm with an emphasis on group and swarm behavior. 
To attract the opposite gender or to advertise where the 
best blooms are in the environment, butterflies release 
pheromones into their surroundings. Pheromones are 
not only employed by butterflies; other insects, such as 
ants, also release this chemical into the environment 
and use it to guide or lead other creatures. The more 
pheromones a butterfly produces, the more likely it 
is to attract additional butterflies, as butterflies like to 
travel to pheromone-rich environments. This algorithm 
makes the following assumptions:

•	 Every butterfly offers a different approach to the 
issue.

•	 The objective function decides which butterflies 
are eligible for pheromone release.

•	 The more pheromones present, the better the but-
terfly's ability to draw in additional butterflies and 
the better the problem's resolution. 

The butterfly optimization process is considered to 
have a population member called a feature vector, 
each of whose components reflects the choice of the 
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desired quality. Equation (4) demonstrates how the 
BOA algorithm produces a butterfly.

(4)

Fi is a D-dimensional feature vector, and Fi
j denotes 

the jth component of the Ith feature vector. These fea-
ture vectors F can be generated randomly and used as 
the initial BOA population, as shown by Eq (5).

(5)

The initial population of feature vectors utilized for 
intrusion detection is denoted by the letter F, and the 
total number of feature vectors employed in the BOA is 
represented by the number n. The feature vector must 
be optimized by minimizing these two components of 
the objective function.

(6)

In Eq. (6), Network intrusion detection uses a total 
of ||N|| features, whereas ||R|| is the number of features 
chosen to identify unauthorized traffic. The mean ab-
solute error of approved network traffic is known as 
mse, and A number at random between 0 and 1 is "α", 
assuming β=1-α. In BOA, appropriate features can be 
selected to minimize the objective function.

(7)

(8)

In these equations, the feature vector, Fi can be up-
dated by the vector Fj and Fk, as well as by optimized 
feature vectors like F∗. Fi is the quantity of pheromone 
or attraction that a member of the BOA population pro-
duces, and r is a random number in the range of [0, 1].

(9)

As a result, as indicated in Eq (9), extract the absolute 
or binary values using a transition function, such as a 
Gaussian or V-shaped function. 

5. RESULT AND DISCUSSION

We create a special Python-based simulator just for 
the experiments, in which the following system is im-
plemented. On a machine with 64 GB memory and an 
Intel Core i7-10700 processor, the simulation is run. We 
take into account various systems, each of which has a 
5 MHz bandwidth. The noise spectral density is set to 
106 dBm/Hz, the path loss exponent is set to 3.76, and 
a log-normal shadowing with a 6 dB standard deviation 
is taken into consideration. Each system's maximum 
transmission power will be 1 W. The Shannon capac-
ity is used to determine the instantaneous data rate. 
we take into account a RA issue that seeks to satisfy 
average data requirements while minimizing average 
transmission power. The simulation setup for the pro-
posed system is given in Table 1.

Table 1. Network simulation setup

Cellular network parameters Values

Channel bandwidth 11.34

Noise power 2.76

The base station transmits power 2.03

Path loss between the base station and the user 3.76

Lognormal distribution shadow fading 6DB

5.1. PERFORMANCE ANALySIS 

The proposed method has been compared with ex-
isting techniques such as Heterogenous computation 
[18], Asynchronous FL framework [20], and schedul-
ing policy [21] in terms of transmission power, conver-
gence of algorithm, throughput, and cost.

Fig. 3. Energy efficiency

When the maximum transmission power is altered, 
the energy efficiency is indicated in Fig. 3. This simu-
lation demonstrates that as the maximum transmit 
power of the center node rises, all systems' energy 
efficiency initially rises and eventually stabilizes. This 
is because power efficiency does not increase mono-
tonically with transmit power. The extra transmit power 
is not used since it is power-efficient if the maximum 
transmit power is 25 dBm or higher. Fig. 3 also indicates 
that the suggested FEDRESOURCE approach performs 
better than the Scheduling policy [21], Asynchronous 
FL framework [20], and Heterogeneous computation 
[18] schemes. For high maximum transmit power, FE-
DRESOURCE can increase up to 27%, 55%, and 68% 
energy efficiency when compared with the Scheduling 
policy [21], Asynchronous FL framework [20], and Het-
erogeneous computation [18] schemes respectively.

The convergence of the suggested FL algorithm and 
the fundamental method is shown in Figure 4. This 
figure demonstrates that the suggested FL algorithm, 
when compared to the scheduling policy framework, 
Asynchronous FL framework, and Heterogeneous com-
putation schemes can increase discrimination accuracy 
by roughly 1.7%, 1.2%, and 0.78%. This is because the 
proposed FL algorithm updates the policy in the local 
model and is monitored by the DRL technique.
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The model loss is reduced by butterfly optimization 
which also helps to increase the identification accuracy 
and the convergence rate. From the figure, it is clear 
that the proposed method achieves higher identifica-
tion accuracy than existing techniques.

Fig.4. Convergence of FL algorithms

Fig. 5 displays the FL cost variation for the proposed 
approach with iteration for each number of devices. 
The term "iteration" refers to the execution of both the 
device allocation algorithm and the RA algorithm in a 
single process. The FL cost values show quick conver-
gence (up to 6 iterations) for different device counts in 
the suggested design. With more SNs, the cost will dis-
play lower figures. The probability of being allocated to 
the closest SN grows as the number of sensor devices 
increases, which accounts for this pattern. Throughput 
is increased and FL costs are subsequently decreased 
by mapping the device to the nearest node.

Fig. 5. Cost of FL

It can be seen from Fig. 6 that the suggested FE-
DRESOURCE framework can achieve almost the same 
throughput performance as the Scheduling policy algo-
rithm. The reason is that the FEDRESOURCE algorithm 
considers the butterfly optimization algorithm, which 
can avoid loss when allocating resources for sensing 

devices. The throughput performance obtained by the 
Asynchronous FL algorithm is lower than that of the 
FEDRESOURCE algorithm. The uplink throughput per-
formance of the Heterogenous computation algorithm 
is the lowest among the four algorithms.

6. CONCLUSIONS

In this paper, a novel FEDRESOURCE framework has 
been proposed which efficiently performs RA in modern 
wireless networks. We used experiments to show that 
the suggested FL framework may speed up RA policy 
learning and offer flexibility to new systems. Experiments 
were conducted using a Python-based simulator and 
detailed numerical results for the wireless RA sub-prob-
lems. The theoretical results of the novel FEDRESOURCE 
algorithm have been validated in terms of transmission 
power, convergence of algorithm, throughput, and cost. 
The proposed FEDRESOURCE technique achieves maxi-
mum transmit power up to 27%, 55%, and 68% energy 
efficiency when compared to Scheduling policy, Asyn-
chronous FL framework, and Heterogeneous computa-
tion schemes respectively. Future research on this topic 
may include extending the suggested FL framework to 
address intercell interference.
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Review of SDN-based load-balancing methods, 
issues, challenges, and roadmap
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Review Paper 

Abstract – The development of the Internet and smart end systems, such as smartphones and portable laptops, along with the 
emergence of cloud computing, social networks, and the Internet of Things, has brought about new network requirements. To meet 
these requirements, a new architecture called software-defined network (SDN) has been introduced. However, traffic distribution in 
SDN has raised challenges, especially in terms of uneven load distribution impacting network performance. To address this issue, 
several SDN load balancing (LB) techniques have been developed to improve efficiency. This article provides an overview of SDN and 
its effect on load balancing, highlighting key elements and discussing various load-balancing schemes based on existing solutions 
and research challenges. Additionally, the article outlines performance metrics used to evaluate these algorithms and suggests 
possible future research directions.

Keywords: Software-defined network, Load balancing, Data Plane, Control plane, Networking, IP, NFV

1.  INTRODUCTION

The exponential growth of the internet and mobile 
devices has led to diverse network traffic requirements, 
necessitating more agile and flexible networks. To ad-
dress this need, software-defined networking (SDN) 
[1] has emerged as an innovative network model that 
separates the network control plane from the data 
forwarding plane [2], allowing for adaptability in net-
works. SDN abstracts physical network devices and 
moves decision-making to the control plane, where all 
network intelligence, including packet forwarding and 
network management policies [3], takes place. The SDN 
controller enables the entire network to be controlled 
from a centralized point, simplifying network design 
and making network control vendor-independent.

Load balancing is an essential aspect of network de-
sign and management, which aims to distribute traffic 

among network devices efficiently [4]. In traditional 
networks, a dedicated server is used for load balanc-
ing. However, dynamic load balancing [5] servers have 
been implemented to address constantly changing 
network requirements. Load balancing in SDN is a rela-
tively new research area that focuses on data plane and 
control plane load balancing. SDN-based load balanc-
ing techniques aim to optimize network parameters 
such as latency, resource utilization, throughput, and 
fault tolerance while minimizing power consumption.

Several load-balancing techniques [6] have been 
proposed in SDN to distribute traffic among network 
devices efficiently. For instance, research studies have 
proposed techniques such as dynamic load balancing, 
traffic-aware load balancing, machine learning-based 
load balancing, and many more. The primary objec-
tive of this review paper is to provide a comprehen-
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sive overview of load balancing in SDN. The paper in-
troduces a thematic taxonomy for organizing current 
SDN load-balancing techniques, analyses existing SDN 
load-balancing techniques based on the proposed tax-
onomy, and discusses recent research on SDN load bal-
ancing, including key challenges and future research 
opportunities.

Load balancing is a critical task in network manage-
ment, particularly in modern software-defined net-
works that rely on a centralized controller to manage 
network resources. Load balancing involves distribut-
ing network traffic across multiple network resources 
to prevent congestion, optimize resource utilization, 
and enhance network performance. In SDN, the con-
troller uses a global view of the network to intelligently 
allocate resources based on the network's needs and 
requirements.

The effectiveness of load-balancing techniques can 
be measured using various performance metrics such 
as response time, resource utilization, throughput, and 
packet loss. Researchers use different tools and simula-
tors to evaluate the performance of these techniques. 
Mininet is one of the commonly used tools for emulat-
ing SDN networks, while OpenFlow is a widely used 
protocol for implementing SDN networks.

This review paper aims to motivate and guide future 
research in SDN-based load-balancing techniques. It 
provides a thorough literature review of existing re-
search on load balancing in SDN, highlighting the key 
features of different load-balancing techniques and 
their respective strengths and limitations. By present-
ing a comprehensive overview of load balancing in SDN 
[7], this review paper aims to contribute to the growing 
body of research on SDN-based load balancing and to 
help researchers and network engineers develop effec-
tive load-balancing solutions for their networks.

1.1. MOTIvaTION aND RESEaRCh QUERIES

The growing demand for efficient and scalable net-
work architectures has led to the emergence of SDN as 
a promising solution. SDN offers dynamic control and 
management capabilities, enabling more effective load 
balancing in network environments. In recent years, 
several SDN-based load-balancing methods have been 
proposed by researchers and practitioners. However, 
there is a need to review and evaluate these methods 
comprehensively to gain insights into their strengths, 
limitations, and potential for further improvement. In 
light of this, our research review paper aims to address 
the following key research queries:

1. What are the existing SDN-based load-balancing 
techniques, and what are their major contribu-
tions?

2. How does SDN architecture facilitate load balanc-
ing, particularly in the context of SDWAN [8] imple-
mentation?

3. What are the different classification criteria for SDN 
load-balancing methods, and how do they contrib-
ute to the overall load-balancing performance?

4. What are the challenges associated with SDN-
based load balancing, and what are the potential 
research areas for future investigation?

5. Based on the analysis of existing techniques and 
identified challenges, what is the proposed roadmap 
for future research in SDN-based load balancing?

1.2. RESEaRCh hIghlIghTS aND 
 CONTRIBUTIONS

This research review paper makes significant contri-
butions to the understanding of SDN-based load-bal-
ancing methods, offering valuable insights and paving 
the way for further advancements in this field. The key 
highlights and contributions of this paper include:

Comprehensive Review and analysis: This paper 
thoroughly examines major SDN load-balancing tech-
niques. It goes beyond merely describing these tech-
niques and critically analyses their features, advantag-
es, and limitations. By synthesising existing literature 
and major contributions from various authors, this re-
view offers a consolidated understanding of state-of-
the-art SDN-based load balancing.

Classification Framework: The paper introduces a 
novel classification framework for SDN load balancing 
methods, which enables a systematic categorization 
based on various attributes. This framework encom-
passes link-based load balancing, distributed and cen-
tralized approaches, performance-based techniques, 
virtualized load balancing, and machine learning-based 
strategies. By providing this classification, the paper fa-
cilitates a comprehensive understanding of the diverse 
approaches and helps researchers and practitioners in 
selecting the most appropriate load-balancing method 
for specific network scenarios.

Identification of Challenges and Future Research 
areas: One of the significant contributions of this pa-
per is the identification and discussion of challenges 
associated with SDN-based load balancing. By high-
lighting these challenges, such as scalability, adaptabil-
ity, and complexity, the paper guides future research 
efforts towards addressing these issues and improving 
the overall performance of SDN load-balancing solu-
tions. Additionally, the paper identifies potential re-
search areas that can further enhance the effectiveness 
and efficiency of load balancing in SDN architectures.

Proposed Roadmap: Based on the analysis of exist-
ing techniques and identified challenges, the paper 
presents a comprehensive roadmap for future research 
in the domain of SDN-based load balancing. This road-
map outlines key directions and priorities for further 
investigation, including the development of novel al-
gorithms, integration of machine learning techniques, 
enhancement of scalability, and the exploration of 
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emerging technologies that can augment load balanc-
ing capabilities in SDN.

The contributions of this research review paper aim 
to benefit researchers, network practitioners, and in-
dustry professionals by providing a consolidated over-
view of existing SDN-based load-balancing methods, 
addressing key challenges, and offering a roadmap 
for future research. By advancing our understanding 
of SDN load balancing, this paper seeks to contribute 
to the development of more efficient, scalable, and 
adaptable network architectures.

1.3. aRTIClE ORgaNIzaTION

This subsection provides an overview of the organi-
zation of the research review paper. Fig. 1 below gives a 
summary of the flow of the paper.

Fig 1. The flow of the paper

Section 1: Introduction: Provides an introduction to 
the research topic, highlighting the motivation, research 
queries, and the overall organization of the paper.

Section 2: Previous Work: Reviews the available litera-
ture and major contributions of various authors, focus-
ing on significant SDN load balancing techniques.

Section 3: SDN Architecture: Presents an overview 
of SDN and its major implementation as Software-De-
fined Wide Area Networking (SDWAN), highlighting its 
relevance to load balancing.

Section 4: SDN Load Balancing: Introduces the con-
cept of SDN load balancing, discussing its key princi-
ples, benefits, and challenges.

Section 5: Classification of SDN Load Balancing Meth-
ods: Provides a comprehensive classification frame-

work for SDN load balancing techniques based on 
various attributes, such as link-based load balancing, 
distributed and centralized approaches, performance-
based methods, virtualized load balancing, and ma-
chine learning-based strategies.

Section 6: Findings: Summarizes the findings derived 
from the analysis of existing SDN load balancing tech-
niques, their classification and utility.

Section 7: Challenges and Future Research Areas: Ex-
plores the challenges faced by SDN-based load balanc-
ing methods and identifies potential research areas for 
future investigations.

Section 8: Proposed Roadmap: Presents a detailed 
roadmap outlining the suggested direction for future 
research endeavours in the field of SDN-based load bal-
ancing.

Section 9: Conclusion: Summarizes the main findings 
and contributions of the research review paper, em-
phasizing the importance of SDN-based load balanc-
ing and its potential impact on network performance.

2. RElaTED WORK

Software-defined networking (SDN) has garnered 
substantial attention in the networking domain due to 
its potential to enhance network adaptability, agility, 
and programmability. Numerous researchers have con-
ducted reviews to delve into the structure, elements, 
and applications of SDN. Rowshanrad et al. [7] offered 
a synopsis of SDN architecture and discussed program-
mable networks along with widely-used controllers and 
simulators for simulating such architecture. Their review 
encompassed SDN trends like software-defined ICN, 
virtualization, wireless and mobile networks, cloud and 
data centres, multimedia over SDN, and SDN security.

Fellow et al. [9] carried out an extensive survey of SDN, 
examining the network architecture from top to bottom. 
They investigated the advantages of SDN and network 
functions virtualization. Jammal et al. [10] emphasized the 
challenges related to reliability, security, and scalability in 
SDN, exploring solutions proposed by various research-
ers. Other researchers have addressed the challenges and 
security solutions in SDN, including the current state and 
deployment approaches for this architecture.

Some researchers, such as those in [11], surveyed ar-
ticles based on the data, controller, and application lay-
ers. Farhady et al. [12] scrutinized various SDN compo-
nents and analysed associated open-source and com-
mercial products. In [13], the authors investigated dif-
ferent methods to enhance the quality of service (QoS) 
in SDN. Karakus et al. [14] reviewed the challenges and 
approaches to scalability in SDN, while the authors [15] 
provided an overview of upgrade techniques in SDN.

Other researchers have classified programming lan-
guages in SDN [16] and explored the challenges and 
approaches of SDN in wide-area networks. Jungmin 
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Son et al. [17] study focused on the use of SDN in cloud 
computing, specifically on power optimization, traffic 
engineering, network virtualization, and security in 
data centre networks.

These reviews have examined SDN from various 
perspectives, offering valuable insights into the archi-
tecture, components, and applications of SDN. The re-
searchers in these surveys have introduced SDN com-
ponents and categorized them into commercial and 
open-source groups. They have also presented SDN 
simulators, controllers, and platforms in their reviews. 
Additionally, they have discussed the necessity and re-
quirements for implementing SDN.

Based on the recent studies evaluated in these sur-
veys, SDN has potential applications in diverse fields, 
such as ICN, virtualization, wireless and mobile net-
works, and cloud and data centre networks. This archi-
tecture plays a significant role in networking due to its 
ability to make networks programmable, flexible, and 
agile. In conclusion, the numerous surveys conducted 
on SDN demonstrate its importance and potential in 
improving network performance and efficiency. Table 
1 below has a timeline of major milestones achieved 
by respective Authors and their main approach chosen.

The table demonstrates that the proposed approach-
es and algorithms for SDN-based load balancing have 
progressed and become increasingly sophisticated 
over time. They have also introduced load-balancing 
algorithms employing machine learning techniques 
like deep learning and reinforcement learning to pre-
dict network traffic and allocate resources accordingly.

Besides cloud computing, SDN-based load balancing 
has been applied to edge computing as well. Wu et al. 
(2019) [18] suggested a software-defined networking-
based load-balancing scheme for edge computing to 
enhance network performance and mitigate network 
congestion.

Year Milestone author(s) approach/
algorithm

2009 Introduction of SDN 
concept - -

2011 Proposal of OpenFlow 
protocol

McKeown 
et al. -

2012 First commercial SDN 
product launched - -

2014 Release of first SDN 
standard (OpenFlow 1.3) ONF -

2015 First SDN-based products 
for data centers released - -

2016
Proposal of SDN-

based load balancing 
architecture

Wang et al.

Adaptive 
dynamic load 

balancing 
algorithm

2016 Comprehensive survey on 
SDN and its applications Yu et al. -

2017 Proposal of load balancing 
method for VM migration

Wang and 
Chen -

2017 Proposal of efficient load 
balancing scheme Chang et al. -

2017

Proposal of traffic-aware 
SDN-based load balancing 

approach for cloud 
datacenters

Yu et al. -

2017

Proposal of SDN-based 
load balancing approach 
for scaling applications 
across geographically 

distributed data centers

Katsifodimos 
et al.

Machine 
learning-based 

approach

2017

Proposal of intelligent 
load balancing framework 

for SDN-based cloud 
computing

Ghorbani et al. -

2017

Proposal of novel load-
balancing algorithm 

based on SDN for cloud 
computing

Ouyang et al. -

Table 1. Summary of Previous Work in a TimeLine

2017

Proposal of reinforcement 
learning-based load 

balancing algorithm for 
SDN

Park and Lee
Reinforcement 
learning-based 

approach

2018
Proposal of load balancing 
algorithm for SDN-based 

cloud computing
Wang et al. -

2018 Comprehensive survey on 
load balancing in SDN Liu et al. -

2018
Proposal of adaptive load 

balancing algorithm based 
on deep learning in SDN

Wang et al. Deep learning-
based approach

2019

Proposal of machine 
learning-based load 

balancing algorithm for 
SDN

Shi et al.
Machine 

learning-based 
approach

2019
Comprehensive survey on 
load balancing in SDN for 

cloud computing
Ngo et al. -

2019
Proposal of SDN-based 

load balancing algorithm 
for cloud computing

Zhou et al. -

2019

Proposal of intelligent load 
balancing algorithm based 
on reinforcement learning 

in SDN

Huang et al.
Reinforcement 
learning-based 

approach

2019
Proposal of SDN-based 

load balancing scheme for 
edge computing

Wu et al. -

2019
Comprehensive survey on 

dynamic load balancing 
for SDN

Li et al. -

2020

Proposal of dynamic 
load balancing algorithm 

for SDN based on 
reinforcement learning

Tao et al.
Reinforcement 
learning-based 

approach

2020

Proposal of dynamic load 
balancing algorithm for 

SDN based on correlation 
analysis

Zhang et al.
Correlation 

analysis-based 
approach

2020
Proposal of energy-

efficient load balancing 
algorithm for SDN

Zhang et al. Energy-efficient 
approach

2020
Proposal of traffic-aware 
load balancing algorithm 

based on SDN
Li et al. Traffic-aware 

approach

2021

Proposal of hybrid load 
balancing algorithm based 

on deep reinforcement 
learning in SDN

Guo et al.

Deep 
reinforcement 
learning-based 

approach
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As research on SDN-based load balancing continued 
to advance, thorough reviews of the field were under-
taken. Yu et al. (2016) and Ngo et al. (2019) [19] carried 
out extensive surveys on SDN and its applications, 
encompassing load balancing. Liu et al. (2018) [20] of-
fered an exhaustive survey explicitly focusing on load 
balancing in SDN. Li et al. (2019) [21] conducted a com-
prehensive survey on dynamic load balancing for SDN 
and categorized load balancing algorithms into four 
types: static, dynamic, reactive, and proactive.

Software-Defined Networking (SDN) has emerged as 
a promising technology that decouples the control and 
data planes in network devices, enabling more program-
mability and flexibility in network management. Load 
balancing is a critical aspect of network management 
that aims to distribute network traffic efficiently across 
multiple paths to avoid congestion and optimize re-
source usage. Over the years, several research works have 
been conducted on SDN-based load-balancing methods. 
Some major path-breaking research works are as follows:

1. CONGA: Microsoft's CONGA [22] (Consolidated 
Group-based Assignment) is a distributed load-
balancing solution for data centres. It relies on 
SDN to perform group-based assignment of traffic 
flows to paths based on congestion information, 
minimizing the negative effects of congestion on 
application performance. This approach uses in-
band congestion feedback in the form of Explicit 
Congestion Notification (ECN) marks to drive the 
load-balancing decisions.

2. Hedera: A well-known SDN-based load balancing 
solution, Hedera [23] is designed for data centre 
networks with large numbers of flows. It collects 
flow information and utilizes a central controller 
to make routing decisions. By employing various 
algorithms, such as Global First-Fit and Simulated 
Annealing, Hedera effectively distributes network 
traffic to maximize network utilization and mini-
mize congestion.

3. ElasticTree: This approach focuses on energy effi-
ciency in data centre networks. ElasticTree [24] en-
ables SDN controllers to adapt the network's active 
topology by turning off unnecessary network ele-
ments (e.g., switches) when they are not needed. 
It maintains load balancing and reliability by redis-
tributing traffic over the remaining active network 
elements, resulting in energy savings without com-
promising network performance.

4. DIFANE: DIFANE [25] (Distributed Flow Architecture 
for Network-wide Enforcement) is a scalable SDN-
based load balancing solution that divides the con-
trol plane's responsibility among multiple controllers. 
It uses a distributed hash table for flow rule storage, 
which allows for fast rule lookups and load balancing 
across the network. DIFANE reduces the load on the 
central controller and provides an efficient load-bal-
ancing method for large-scale networks.

5. DRILL: DRILL [26] (Distributed Reconfigurable In-
network Load Balancer) is an SDN-based solution 
that employs in-network load balancing using pro-
grammable switches. By leveraging P4 program-
mable data planes, DRILL dynamically adapts to 
changing traffic patterns and maintains an optimal 
load-balancing state. It also provides flow-level 
fairness and low flow completion times.

These research works have significantly contributed 
to the advancement of SDN-based load balancing 
techniques, addressing various challenges such as scal-
ability, energy efficiency, and congestion mitigation. 
However, there is still room for improvement and fur-
ther research in areas like security, fault tolerance, and 
real-time traffic adaptation.

CONGA is a distributed load-balancing solution for 
data centre networks designed by Microsoft. It operates 
on a leaf-spine network topology, where leaf switches 
connect to servers and spine switches connect to leaf 
switches. The Architecture is depicted in Fig. 2 below. 

Fig 2. CONGA Architecture

The primary components of the CONGA architecture 
[27] include:

1. Leaf switches: These switches are responsible for 
monitoring congestion, making load-balancing de-
cisions, and encapsulating packets with appropri-
ate path information. They use Explicit Congestion 
Notification (ECN) marks to identify congestion in 
the network and gather feedback on the network's 
state. The leaf switches perform load balancing at 
the flow let level, which are sequences of packets 
from a flow with no significant gaps.

2. Spine switches: Spine switches serve as the back-
bone of the network and are responsible for for-
warding packets between leaf switches based on 
the encapsulated path information. They do not 
make any load-balancing decisions; their primary 
role is to route traffic across the network.

3. Servers: Servers are connected to the leaf switches 
and host applications or services that generate and 
consume network traffic. They communicate with 
each other using standard TCP/IP protocols.

Hedera is an SDN-based load-balancing solution for 
data centre networks. It operates on a Fat-Tree topology, 
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which is a multi-rooted, hierarchical topology designed 
to provide high bandwidth and fault tolerance. The pri-
mary components of the Hedera architecture[28] in-
clude:

1. End-hosts: End-hosts (servers) host applications or 
services that generate and consume network traf-
fic. They communicate with each other using stan-
dard TCP/IP protocols.

2. Edge switches: Edge switches connect to end hosts 
(servers) and are responsible for forwarding traffic 
from end hosts to the aggregation layer.

3. Aggregation switches: Aggregation switches form 
the middle layer of the Fat-Tree topology and con-
nect edge switches to core switches. They are re-
sponsible for forwarding traffic between edge and 
core switches.

4. Core switches: Core switches form the top layer of 
the Fat-Tree topology and are responsible for rout-
ing traffic between different aggregation switches, 
ensuring that traffic can reach any part of the net-
work.

5. SDN controller: The SDN controller is a centralized 
control plane that manages the network. It moni-
tors network traffic, collects flow information, and 
makes routing decisions based on load-balancing 
algorithms (e.g., Global First-Fit or Simulated An-
nealing).

The Hedera architecture is depicted in Fig. 3 below:

Fig 3. Fat tree Architecture formed by Hedera and 
ElasticTree approaches

ElasticTree is an energy-efficient, SDN-based load 
balancing [29] solution for data centre networks. It op-
erates on a Fat-Tree topology just like Hedera depicted 
in Fig. 3 above, which is a multi-rooted, hierarchical to-
pology designed to provide high bandwidth and fault 
tolerance. The primary components of the ElasticTree 
architecture include:

1. End-hosts: End-hosts (servers) host applications or 
services that generate and consume network traf-
fic. They communicate with each other using stan-
dard TCP/IP protocols.

2. Edge switches: Edge switches connect to end hosts 
(servers) and are responsible for forwarding traffic 
from end hosts to the aggregation layer.

3. Aggregation switches: Aggregation switches form 
the middle layer of the Fat-Tree topology and con-
nect edge switches to core switches. They are re-
sponsible for forwarding traffic between edge and 
core switches.

4. Core switches: Core switches form the top layer of 
the Fat-Tree topology and are responsible for rout-
ing traffic between different aggregation switches, 
ensuring that traffic can reach any part of the net-
work.

5. SDN controller: The SDN controller is a centralized 
control plane that manages the network. It moni-
tors network traffic, collects flow information, and 
makes routing decisions based on energy-efficient 
algorithms. The SDN controller adapts the net-
work's active topology by turning off unnecessary 
network elements (e.g., switches) when they are 
not needed and redistributes traffic over the re-
maining active network elements.

DIFANE is an SDN-based load-balancing solution 
designed for scalable flow management in large-scale 
networks. The primary components of the DIFANE ar-
chitecture include:

1. End-hosts: End-hosts (servers) host applications or 
services that generate and consume network traf-
fic. They communicate with each other using stan-
dard TCP/IP protocols.

1. Switches: Network switches are responsible for 
forwarding traffic within the network. In DIFANE, 
switches are divided into two categories: ingress 
switches and internal switches.

1. Ingress switches: Ingress switches are responsible 
for receiving packets from end hosts and forward-
ing them to the appropriate internal switches. They 
also enforce flow rules received from the authority 
switches.

1. Internal switches: Internal switches, also known as 
authority switches, are responsible for storing flow 
rules and forwarding them to ingress switches. 
They communicate with the central controller to 
obtain and update flow rules.

1. Central controller: The central controller is a cen-
tralized control plane that manages the network. 
It is responsible for creating and maintaining flow 
rules, as well as distributing them to authority 
switches.

The Architecture of DIFANE corresponds to Fig. 4 below:



1037Volume 14, Number 9, 2023

Fig 4. DIFANE Architecture

DRILL is an SDN-based load-balancing solution that 
employs in-network load-balancing using program-
mable switches. The primary components of the DRILL 
architecture [30] include:

1. End-hosts: End-hosts (servers) host applications or 
services that generate and consume network traf-
fic. They communicate with each other using stan-
dard TCP/IP protocols.

2. Switches: Network switches are responsible for for-
warding traffic within the network. In DRILL, these 
switches are programmable, allowing them to dy-
namically adapt to changing traffic patterns and 
maintain optimal load-balancing states.

3. SDN controller: The SDN controller is a centralized 
control plane that manages the network. It moni-
tors network traffic, collects flow information, and 
makes routing decisions based on load-balancing 
algorithms. It also communicates with the program-
mable switches to update their configurations, en-
abling them to adapt to changing traffic patterns.

4. P4 programmable data planes: DRILL leverages 
P4 programmable data planes to implement load-
balancing algorithms directly within the network 
switches. P4 is a domain-specific language that al-
lows developers to define the packet processing 
behaviour of network devices, providing greater 
flexibility and control over the data plane.

DRILL architecture is defined in Fig. 5 below:

Fig 5. DRIL L architecture

A summary comparison table on the various Load-
balancing methods mentioned in the previous re-
search is below in Table 2:

Table 2. Comparison & Summary of various SDN 
load-balancing methods

load 
Balancing 
Solution

Description Key Features

CONGA

Microsoft's CONGA (Consolidated 
Group-based Assignment) is 
a distributed load-balancing 
solution for data centres that uses 
SDN to perform group-based 
assignment of traffic flows based 
on congestion information.

•	Group-based 
assignment

•	In-band congestion 
feedback

•	Minimizes 
congestion impact 
on performance

Hedera

Hedera is an SDN-based load 
balancing solution designed for 
data centre networks with large 
numbers of flows. It collects flow 
information and uses a central 
controller to make routing 
decisions.

•	Central controller

•	Global First-Fit 
and Simulated 
Annealing 
algorithms

•	Maximizes network 
utilization

Elastic Tree

ElasticTree focuses on energy 
efficiency in data centre networks, 
enabling SDN controllers to adapt 
the network's active topology by 
turning off unnecessary network 
elements when they are not 
needed.

•	Energy efficiency

•	Adaptable network 
topology

•	Maintains load 
balancing and 
reliability

DIFANE

DIFANE (Distributed Flow 
Architecture for Network-wide 
Enforcement) is a scalable SDN-
based load balancing solution 
that divides the control plane's 
responsibility among multiple 
controllers.

•	Distributed control 
plane

•	Fast rule lookups

•	Load balancing 
across the network

DRILL

DRILL (Distributed Reconfigurable 
In-network Load balancer) is an 
SDN-based solution that employs 
in-network load balancing using 
programmable switches and 
leverages P4 programmable data 
planes to dynamically adapt.

•	In-network load 
balancing

•	P4 programmable 
data planes

•	Flow-level fairness 
and low completion 
times

Recent research in SDN-based load balancing has 
continued to focus on improving network perfor-
mance, reducing network congestion, and maximizing 
resource utilization. Tao et al. (2022) [31] proposed a 
dynamic load-balancing algorithm based on reinforce-
ment learning, while Chen et al. (2022) [32] also pro-
posed a dynamic load-balancing algorithm based on 
correlation analysis and reinforcement learning.

Overall, SDN-based load balancing has become an 
important research area in computer networking, and 
it has the potential to significantly improve network 
performance, reduce network congestion, and en-
hance resource utilization in cloud and edge comput-
ing environments.

3. aRChITECTURE OF SDN

Moreover, SDN offers numerous advantages to net-
work management and operations. It facilitates cen-
tralized network management, simplifying configura-
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tion, monitoring, and troubleshooting. This centralized 
management also allows for more effective resource 
allocation and utilization. Additionally, SDN's program-
mability enables increased flexibility and agility in 
adapting to evolving network demands and require-
ments, making it especially valuable for cloud com-
puting and data centre environments where network 
resources are in constant flux.

SDN has also laid the foundation for new network-
ing paradigms such as network functions virtualization 
(NFV) [33]and software-defined WAN (SD-WAN). SD-
WAN (Software-Defined Wide Area Network) [34] is a 
technology that simplifies the management and oper-
ation of a wide area network (WAN) by decoupling the 
network control plane from the underlying data plane. 
It enables organizations to build high-performance, 
cost-effective, and agile WANs using a combination of 
transport services, such as MPLS, LTE, and broadband 
internet connections. SD-WAN provides centralized 
management, policy-based control, and enhanced vis-
ibility into the network, making it easier for administra-
tors to optimize network performance, reliability, and 
security. Fig. 6 below shows the basic SDWAN architec-
ture with 2 Branch gateways and 1 Hub gateway hav-
ing one or more WAN links. The dotted lines towards 
the controller show the control plane tunnels while the 
bold dotted line from branches to the Hub shows the 
data plane overlay tunnels.

Fig 6. Basic SDWAN Architecture

SD-WAN utilizes SDN-based load balancing to opti-
mize network traffic distribution and enhance applica-
tion performance across the WAN. Here's how SD-WAN 
incorporates SDN-based load balancing:

1. Centralized Control and Management: SD-WAN le-
verages a central controller that manages and con-
figures all the devices in the WAN. This centralized 
control enables administrators to apply load-bal-
ancing policies and make routing decisions based 
on real-time network conditions, traffic demands, 
and application requirements.

2. Dynamic Path Selection: SD-WAN can automatical-
ly choose the best path for each traffic flow based 
on various factors such as latency, jitter, packet 
loss, and available bandwidth. By intelligently dis-
tributing traffic across multiple links, SD-WAN en-

sures optimal utilization of available resources and 
prevents network congestion, improving overall 
network performance.

3. Application-Aware Routing: SD-WAN is capable 
of identifying different types of applications and 
their specific performance requirements. It uses 
this information to prioritize critical applications 
and route their traffic over the most suitable paths, 
ensuring consistent performance and quality of 
service (QoS).

4. Link Aggregation and Failover: SD-WAN can aggre-
gate multiple WAN links to increase the available 
bandwidth and provide redundancy. In case of 
link failure, it automatically reroutes traffic to the 
remaining operational links, maintaining network 
uptime and minimizing the impact of failures on 
application performance.

5. Network Visibility and Monitoring: SD-WAN pro-
vides administrators with comprehensive visibility 
into the network's performance, enabling them to 
monitor the status of individual links and devices, 
identify potential issues, and make informed load-
balancing decisions.

In summary, SD-WAN technology uses SDN-based 
load balancing to intelligently distribute network traffic 
across multiple paths, ensuring optimal network perfor-
mance and reliability. By leveraging centralized manage-
ment, dynamic path selection, application-aware rout-
ing, link aggregation, and failover capabilities, SD-WAN 
provides businesses with a flexible, cost-effective, and 
high-performance wide-area network solution.

Despite its advantages, SDN faces challenges. Securi-
ty remains a significant concern, particularly regarding 
the centralized controller, which may become a single 
point of failure or attack. Additionally, concerns about 
vendor lock-in and interoperability among different 
SDN implementations exist.

In summary, SDN is a promising technology with the 
potential to transform network management and op-
erations. It's programmability and centralized manage-
ment make it particularly suitable for cloud computing 
and data centre environments. While challenges must 
be addressed, ongoing research and development in 
this area will likely continue to drive SDN innovation 
and adoption in the coming years.

Besides the features mentioned earlier, several other 
benefits of SDN architecture have contributed to its 
popularity and widespread adoption. A key advantage 
is the separation and abstraction of control and data 
planes, allowing for increased flexibility in managing 
network resources and enabling network operators 
to implement policies and services more easily. The 
centralized intelligence offered by the SDN controller 
ensures a global network view and facilitates rapid ad-
aptation to changing network needs. Fig. 7 below pres-
ents a three-layered SDN architecture.



Fig 7. SDN Architecture

Another significant advantage is the capability to de-
velop various applications through the underlying net-
work infrastructure. This application-centric approach 
enables network operators to implement innovative so-
lutions that can enhance business operations, improve 
customer experience, and boost network efficiency.

The programmability of the data plane is another 
crucial feature of SDN architecture. This allows network 
operators to effortlessly configure and reconfigure the 
network based on evolving requirements, reducing 
network management complexity and increasing net-
work agility.

SDN architecture also accelerates innovation, pro-
moting business innovation and enabling real-time 
program implementation. This ensures that the net-
work can be reprogrammed to meet both business and 
customer demands, improving overall network perfor-
mance and promoting business growth.

In conclusion, the benefits of SDN architecture are 
numerous, and the technology continues to gain trac-
tion as more organizations recognize the advantages 
it offers in terms of network flexibility, scalability, and 
management.

4. SDN lOaD BalaNCINg

Load balancing (LB) is a vital aspect of contemporary 
computer networks that guarantee high availability, 
scalability, and performance. As access and data traf-
fic increase, server processing capabilities must grow 
accordingly to prevent a single point of failure. Nev-
ertheless, hardware upgrades or replacements can be 
expensive and resource-demanding. This is where LB 
technology plays a role, distributing a large volume 
of concurrent traffic to multiple computing devices, 
enhancing server processing capacity and reducing re-
sponse time to user requests. The technology is primar-
ily employed in enterprise key application servers, Web 
servers, and FTP servers [35].

Traditionally, LB was referred to as a physical network 
component for evenly distributing network traffic and 
the task was carried out through specialized hardware 

devices based on factors like the server's current load, 
content relative to the requested location, or simple 
policies such as round-robin. However, SDN emphasized 
more on the underlying technology of Load balancing 
rather than the hardware component and introduces 
new possibilities to it in conventional network loads, of-
fering fresh opportunities for load optimization.

In an SDN-based LB system, network management can 
be streamlined while achieving load optimization, mak-
ing it well-suited for SDN LB. LB technology has been 
vital to SDN networks, enhancing their performance in 
multiple-aware routing approaches, and efficiently al-
locating network resources for the overall improvement 
of network performance and quality-of-service (QoS). 
Utilizing SDN-based LB enables more agile networks 
and enhanced network management, leading to more 
adaptable and effective application services [36].

Furthermore, LB through SDN allows the network to 
behave like virtualized computing and storage models. It 
aids in discovering the best route and application for fast-
er request delivery. By directly configuring the network, 
SDN-based LB ensures improved network management 
for more flexible and effective application services.

In summary, load-balancing technology is an indis-
pensable component of modern computer networks, 
and SDN-based LB offers considerable advantages in 
terms of scalability, performance, and network man-
agement. By harnessing the capabilities of SDN, LB can 
be more agile and efficient, assisting network admin-
istrators in delivering a higher quality of service and 
improving application performance to end-users [37].

5. ClaSSIFICaTION OF lOaD BalaNCINg 
TEChNIQUES

The thematic taxonomy for SDN load-balancing solu-
tions is based on the following main parameters. The 
parameters selected for this thematic taxonomy were 
constructed from four factors, shown in Fig. 8 below: 
objectives-based LB, data plane LB techniques, control 
plane LB techniques, and performance metrics used for 
LB techniques 

Fig 8. Thematic Taxonomy for Load Balancing 
Technologies in SDNs
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5.1. OBJECTIvES-BaSED lB 

This parameter includes the objectives or goals that 
the LB solution aims to achieve. These objectives can 
be categorized into two main groups:

Network Optimization: LB solutions that aim to opti-
mize network performance by reducing network con-
gestion, improving network availability, and enhancing 
network scalability.

Application Optimization: LB solutions aim to opti-
mize application performance by improving applica-
tion response time, reducing server response time, and 
improving server utilization.

Resource Utilization: One of the main objectives of 
LB in the SDN LB model is to ensure efficient utiliza-
tion of resources. Therefore, there is a specific level of 
usage for network resources such as links, bandwidth, 
processors, and memory A suitable resource provision 
algorithm ensures the maximal usage of resources for 
the LB [38]

Transmission Latency: The latency of transmission 
refers to the time it takes the host switch to transmit 
data. This depends on several factors that include the 
switch's performance, whether the transmission queue 
is congested and the size of the data packets. The delay 
of transmission indicates both congestion in the link 
and the condition of the switch load in some way. Thus, 
the SDN controller must collect the bytes that are trans-
mitted within a specific period as well as the transmis-
sion rate. This parameter should be reduced [39]. 

Minimize response time: This is specified by the time 
interval between the time a server request or job is 
received and the time it is answered, or mission ac-
complished. Thus, the reaction time of a specific LB 
algorithm is crucial in a distributed SDN network. This 
parameter should be minimized 

Avoiding bottleneck: To avoid any congestion or bot-
tlenecks in the SDN network setting, LB methods are 
required to spread the load equally between different 
switches/controllers so that no switch/controller gets 
overloaded (i.e., among the bottlenecked switches of 
each link, the best is the one with the lowest capac-
ity). Efficient utilization of available resources through 
proper load balancing can help reduce resource con-
sumption. Additionally, it enforces failover, allows scal-
ability, prevents bottlenecks, and reduces response 
time [40]. 

Based on the above, load-balancing techniques can 
be classified into the following categories:

5.1.1. Data plane lB techniques: 
This parameter includes the different techniques 

used in the data plane for load balancing. These tech-
niques can be categorized into two main groups:

Static LB: LB solutions that use pre-defined rules or 
policies to distribute traffic across servers.

Dynamic LB: LB solutions that use real-time data to 
distribute traffic across servers. These solutions use 
various algorithms, such as round-robin, least connec-
tions, and IP hash, to distribute traffic.

5.1.2. Control plane lB techniques: 
This parameter includes the different techniques 

used in the control plane for load balancing. These 
techniques can be categorized into two main groups:

Centralized LB: LB solutions that use a centralized 
controller to manage load balancing. The controller is 
responsible for making load-balancing decisions and 
distributing traffic across servers.

Distributed LB: LB solutions that distribute load-bal-
ancing decision-making across multiple controllers or 
switches. These solutions use distributed algorithms, 
such as Consistent Hashing, to distribute traffic.

5.1.3. Performance metrics used for lB 
techniques: 

This parameter includes the performance metrics 
used to evaluate LB solutions. These metrics can be cat-
egorized into two main groups:

Network Performance Metrics: Metrics used to evalu-
ate the overall network performance, such as through-
put, latency, and packet loss.

Application Performance Metrics: Metrics used to 
evaluate the performance of specific applications, such 
as response time and server utilization.

Overall, this thematic taxonomy provides a useful 
framework for categorizing and comparing SDN load-
balancing solutions based on their objectives, techniques, 
and performance metrics. By using this framework, net-
work administrators can select the most appropriate SDN 
LB solution for their specific network requirements.

5.2. DaTa PlaNE-BaSED lOaD BalaNCINg 

This technique is used to attain LB that is of small 
latency network performance; especially within the 
data plane. It is also used to solve the load imbalance in 
paths and servers and to avoid network bottlenecks in 
SDN. Data plane LB can be classified as servers LB and 
links LB are discussed in what follows 

5.2.1. Server load Balancing
Static server LB techniques are preconfigured and 

remain fixed until they are manually updated, whereas 
dynamic server LB techniques adapt to the current net-
work conditions and traffic. An LB strategy can be used 
to distribute traffic to different servers to overcome 
network congestion [41]. 

Static server LB techniques include round-robin, IP 
hashing, and least connection, while dynamic server LB 
techniques include weighted round-robin, least traffic, 
and adaptive load balancing [42].
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Round-robin is a static LB technique that distributes 
traffic equally across servers in a circular order. IP hash-
ing is another static LB technique that uses a hash func-
tion to assign traffic to servers based on the source IP 
address of the packet. The last connection is also a stat-
ic LB technique that assigns traffic to the server with 
the least number of active connections.

Weighted round-robin is a dynamic LB technique 
that assigns traffic based on the weight assigned to 
each server, where servers with higher weights receive 
more traffic. Least traffic is another dynamic LB tech-
nique that assigns traffic based on the server with the 
least amount of traffic. Adaptive load balancing is a 
dynamic LB technique that continuously monitors the 
network conditions and adapts the LB strategy accord-
ingly to balance the load [43].

Overall, LB techniques play a crucial role in manag-
ing the increasing amount of traffic in data centres and 
ensuring efficient use of network resources. The choice 
of LB technique depends on the specific needs and re-
quirements of the network, as well as the level of auto-
mation and adaptability required for LB.

When it comes to server load balancing, there are 
two types of algorithms: static and dynamic. Static al-
gorithms are simple but expensive, and they're best 
suited for homogeneous servers. However, they're 
inflexible and don't take into account the efficiency 
of component nodes such as RAM size, server proces-
sor, and link bandwidth. This makes them unsuitable 
for handling dynamic changes in the network. On 
the other hand, dynamic algorithms allocate the load 
based on the current state of the network node. They 
check link capacity and server load at runtime and ad-
just load distribution accordingly. With the program-
mability and flexibility of SDNs, implementing dynamic 
server LB algorithms has become easier. For example, 
a genetic algorithm was used in one study to achieve 
optimal load balancing in a server pool by redirect-
ing flows. The algorithm minimized the coefficient of 
the server using a fitness function that took into ac-
count the varying workload of each server in the pool. 
Overall, dynamic LB algorithms are more efficient and 
versatile than static ones, and they're better suited for 
handling the increasing traffic and dynamic changes in 
modern data centres.

5.2.2. link-based load Balancing
LB techniques for multiple path networks in SDNs 

have been extensively studied in the literature. Link-
based LB is one such technique that focuses on opti-
mizing path load and selecting the least loaded path 
for new incoming data requests to prevent congestion 
in the data plane. Various modern approaches have 
been proposed to address high-controller LB in multi-
ple-path networks. Link-based LB can be classified into 
three categories, namely, meta-heuristic algorithms, 
machine learning algorithms, and other algorithms 
[44].

5.2.3. Meta-heuristic algorithms
Meta-heuristic algorithms are an effective approach 

to optimize network-wide management and overcome 
challenges in path load balancing. With a large number 
of variables and targets involved in network optimiza-
tion, heuristic algorithms can provide reasonable solu-
tions in a reasonable time frame. Several algorithms 
have been proposed using meta-heuristic algorithms 
in conjunction with SDN networks to improve load-bal-
ancing performance. For example, the fuzzy synthetic 
evaluation mechanism (FSEM) was proposed to ad-
dress path load balancing issues. This method utilizes 
the Top-K algorithm to select the shortest path and al-
locates network traffic to the paths using Open Flow 
switches. The central SDN controller is responsible for 
installing flow-handling rules, and the FSEM enables 
dynamic path adjustments based on a global network 
view. The POX controller platform was used to imple-
ment this proposed method [45].

5.2.4. Machine learning Based
By coupling algorithms with the SDN architecture, 

routing performance can be improved through the 
placement of centralized logic on the control plane, 
which allows for a global view of the network and the 
use of machine learning algorithms. Load distribution 
can be balanced in real-time through the consideration 
of path load scenarios, which takes into account fea-
tures such as bandwidth utilization ratio, packet loss 
rate, transmission hops, and latency. A back propaga-
tion artificial neural network (BPANN) can be trained 
using these features, resulting in improved network 
performance, as shown in experimental results where 
a 19.3% reduction in network latency was achieved. 
However, this approach does not consider the types of 
services being used and does not necessarily find the 
exact shortest path. Another SDN-based approach uti-
lizes artificial neural networks (ANN) and six features, 
including packet overhead, latency, hop count, packet 
loss, trust, and bandwidth ratio, to improve transmis-
sion efficiency. The load on every node is determined, 
and the least loaded direction is selected in real time 
for incoming data flows. This technique can also be im-
plemented using Mininet and the Floodlight controller 
to evaluate network efficiency [46].

5.3. CONTROllER-BaSED lOaD BalaNCINg

LB technologies that are based on a control plane 
provide LB within distributed controllers to avoid bot-
tlenecks associated with a huge SDN network within a 
centralized controller. Based on studies that have been 
conducted on multiple controllers, it can be categorized 
into distributed LB and virtualization controller LBs

5.3.1. Distributed Controller
Distributed controller LB architectures use one or 

more controllers in a network to address the challeng-
es faced by a single controller network [47].



The rationale is to ensure that controllers that can 
permit the sharing of load equally in the network are 
formed, and one controller can take over from another 
controller should a crash occur.

Distributed systems can typically implement most of 
these advanced procedures with minimal technologi-
cal requirements. It has been reported in pertinent lit-
erature that distributed controller architectures are not 
always based on multiple controllers. This type of net-
work is physically distributed and of a different type.

5.3.2. virtualised Controller

Virtualized controller LB using the slices technique is 
based on SDN network virtualization [48].

In this approach, the physical network infrastructure 
has a virtual layer placed above it, and a virtualized 
network can be achieved by controlling packet routing 
and load balance. Network virtualization is provided in 
this layer through the construction of virtual networks 
made up of virtual resources like routers, switches, and 
other nodes that are to be managed and controlled.

To implement control, a transparent proxy is utilized, 
which connects multiple controllers on one of the net-
works to a side of the switch. An open Flow virtualiza-
tion controller called a Flow visor (FV), serves as a trans-
parent proxy between the switches of the open Flow 
and that of several open Flow controllers.

FV enables the creation of multiple isolated virtual 
logical networks, known as slices, on a single physical 
infrastructure. These slices can use various addressing 
and flow-forwarding techniques, allowing different 
controllers in different slices to share network resourc-
es, such as Open Flow switches and ports.

5.4. METRIC-BaSED lOaD BalaNCINg

LB algorithms in SDN networks rely on metrics to 
ensure efficient load distribution. Here are some of the 
most common metrics used in LB implementations:

Throughput: This metric measures the rate at which 
tasks are completed after LB has been performed. The 
LB algorithm's goal is to achieve greater efficiency by 
maximizing throughput.

Packet loss: This metric measures the rate at which 
packets are dropped during transmission. The SDN 
controller collects the cumulative number of trans-
mitted and received packets at respective OpenFlow 
switch ports to prevent packet loss [49].

average response time: This metric measures the 
time it takes for a user to retrieve the results of a re-
quest. It is influenced by factors such as bandwidth, 
number of users accessing the network, number of re-
quests, and average processing time [50].

Transmission hop count: This metric measures the 
number of hops required to transmit packets from source 
to destination. A large number of hops can increase the 
probability of congestion, while fewer hops can decrease 
packet loss probability and transmission delay. The SDN 
controller's global network topology database can be 
used to search for the shortest path between switches 
based on the source and destination switches [51].

6. FINDINgS 

To conclude this section, a summary of widely adopt-
ed SDN load-balancing algorithms is covered in Table 3. 
Here, we look at the performance objectives that the au-
thors wanted to achieve as well as the selection criteria 
and mechanism used. Most of the literature works used 
centralized criteria as these works were based on SDN. 

Table 3. Comparison of various techniques of SDN load balancing on specific criteria CHALLENGES FOR 
FUTURE RESEARCH

Strateg Performanse Criteria Selection Criteria Description

DNQ [51] Reduction of packet loss rate with 
different load

Centralized intelligent 
centre

Intelligent techniques used for path selection, 
important nodes, and flow forecasting

Least Connection [52] Resource utilization optimization Centralized and 
cooperative approach

Server with the least number of active connections is 
allocated more connections to balance traffic

SDSNLB [53] Throughput, link load jitter Centralized Allocates network traffic to different flow paths for 
optimal and productive resource use

Dynamic Agent-based Load 
Balancing [54] Efficient and adaptive Centralized Global visibility of SDN is used to efficiently migrate 

virtual machines in data centre networks

RLMD [55] Node efficiency, node attractiveness, path 
quality, controller load balancing rate

Centralized and 
cooperative approach

Scheme for effective deployment of controllers and 
successful load balancing among them

Fuzzy Synthetic Dynamically 
Select the Evaluation Optimal 

Path Mechanism [56]
- Centralized Network flow is sent to flow paths under open flow 

switches for SDN controller to install flow handling

Switch Migration Based 
Decision-Making [57]

Response time, load distribution, and 
migration cost Centralized approach Chooses a master controller to enhance load balancing 

factor based on low cost

Adaptive Load Balancing 
Scheme [58] Throughput and loss rate Centralized and 

cooperative approach
New adaptive technique in data centres leveraging 

SDN for load balancing

Self-Adaptive Load Balancing 
[59]

Throughput testing, load balancing time, 
bandwidth utilization, and loss rate Centralized approach Ensures effective load balancing and distance between 

devices are considered

Double Deep Q Network Based 
VNF Placement Algorithm [60]

Path delay, running time of VNFIs, number 
of VNFIs, and utilization ratio of VNFIs Centralized Customized algorithm designed using gathered 

information to optimize network performance
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7. ChallENgES FOR FUTURE RESEaRCh

Software-defined networking (SDN) has revolution-
ized the way network administrators manage and con-
trol their networks. One of the most significant appli-
cations of SDN is load balancing, which is the process 
of distributing traffic evenly across multiple servers to 
optimize resource utilization and ensure high availabil-
ity of services. SDN-based load-balancing techniques 
have gained popularity in recent years due to their flex-
ibility, scalability, and cost-effectiveness [62]. 

However, these techniques also face several chal-
lenges and issues that need to be addressed for their 
wider adoption and improved performance. In this arti-
cle, we will explore these issues, challenges, and future 
research directions in SDN-based load balancing.

7.1.  ISSUES aND ChallENgES IN SDN-BaSED 
 lOaD BalaNCINg:

Controller overload: One of the most significant chal-
lenges in SDN-based load balancing is the controller's 
processing capacity, which can become a bottleneck 
when handling a large number of requests. The con-
troller's processing power limits the number of switch-
es and the amount of traffic that can be managed, lead-
ing to poor performance and increased latency.

Scalability: Another significant challenge is the scal-
ability of SDN-based load balancing. As the number of 
switches and servers in the network increases, manag-
ing and controlling the network becomes increasingly 
complex and challenging. This complexity can lead to 
poor performance, increased latency, and even net-
work outages.

Security: SDN-based load balancing also poses sev-
eral security challenges, such as DDoS attacks, malware 
infections, and unauthorized access to the network. 
These security threats can compromise the availability 
and performance of the network, leading to significant 
financial losses.

Traffic engineering: SDN-based load balancing tech-
niques must consider different traffic patterns and rout-
ing requirements to optimize network performance. 
However, designing efficient traffic engineering algo-
rithms that can handle complex network topologies 
and diverse traffic patterns is a challenging task.

Service-level agreements: SDN-based load balancing 
must also ensure that service-level agreements (SLAs) 
are met, such as minimum response time, maximum la-
tency, and minimum throughput. Meeting these SLAs 
can be difficult, especially when dealing with a large 
number of requests or unpredictable traffic patterns.

Dynamic load balancing for multiple controllers: In 
large-scale SDN networks with multiple controllers, 
there is a need for a dynamic load balancing mecha-
nism that can handle burst traffic and adjust controller 
loads without compromising traffic balancing [63].

Network management for SD-IoT: With the increas-
ing use of IoT devices, there is a need for suitable tech-
nologies to manage the massive amounts of data gen-
erated by these devices. SDN-based technologies can 
help distribute and monitor network traffic flows for 
load balancing and network delay minimization [64].

Hierarchical controller load balancing: Centralized 
SDN control using a single controller can result in a 
single point of failure and network collapse. Hierarchi-
cal load balancing using a super controller can help 
maintain global controller load information, but this 
requires time-consuming LB decisions [65].

Data plane fault tolerance and low-latency load bal-
ancing for SD-WAN: SDN provides opportunities to 
design custom, adaptive routing schemes for low end-
to-end latency and failure recovery mechanisms. How-
ever, it remains unclear how to pick better paths in real 
time in the presence of connection failure or conges-
tion [66].

Security challenges: Availability is a key security 
problem in SDN, and multiple controllers can cause 
cascade failures. Protecting the controller and building 
trust between controllers is a key issue, as is providing 
LB with improved protection against DDoS and long-
awaited queues. The scalability of SDN also needs to be 
improved to prevent targeted attacks that can cause 
control plane saturation.

7.2  FUTURE RESEaRCh DIRECTIONS IN SDN- 
 BaSED lOaD BalaNCINg:

Machine learning: Machine learning techniques can 
help optimize SDN-based load balancing by predicting 
traffic patterns and resource utilization, identifying net-
work anomalies, and detecting security threats. These 
techniques can also help optimize traffic engineering 
algorithms and improve SLA compliance.

Blockchain: Blockchain technology can provide a se-
cure and decentralized platform for SDN-based load 
balancing, allowing for greater transparency and ac-
countability in network management. Blockchain can 
also enable more efficient and secure management of 
network resources and services.

Fog computing: Fog computing is a distributed com-
puting paradigm that extends cloud computing to the 
edge of the network, where devices and sensors are 
located. Fog computing can help improve SDN-based 
load balancing by enabling faster response times, re-
ducing latency, and improving resource utilization.

Network function virtualization: Network function 
virtualization (NFV) is the process of virtualizing net-
work functions such as firewalls, load balancers, and 
routers. NFV can help optimize SDN-based load bal-
ancing by providing more flexible and scalable net-
work services and reducing the complexity of network 
management.
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Hybrid solutions: Hybrid SDN-based load-balancing 
solutions that combine traditional load-balancing tech-
niques with SDN-based approaches can provide more 
efficient and reliable network management. Hybrid so-
lutions can leverage the benefits of both approaches 
and provide better performance and scalability than 
either approach alone.

In conclusion, SDN-based load balancing is a prom-
ising technology that offers many benefits, including 
improved network performance, scalability, and flex-
ibility. However, it also faces several challenges and is-
sues that need to be addressed for its wider adoption 
and improved performance. 

Future research directions in SDN-based load balanc-
ing include machine learning, blockchain, fog comput-
ing, network function virtualization, and hybrid solu-
tions, among others.

8. PROPOSED ROaDMaP

Introducing a new SDN-based load balancing tech-
nique, "Adaptive Multi-Objective Load Balancing 
(AMOLB)." This approach aims to optimize network 
performance by dynamically balancing multiple objec-
tives, such as latency, throughput, energy efficiency, 
and resource utilization. 

The AMOLB technique leverages the capabilities of 
SDN to monitor and control the network in real-time 
while using machine learning to adapt to changing 
network conditions.

Key components of the AMOLB technique:

•	 Centralized Controller: The centralized controller 
is responsible for managing the entire network, 
collecting real-time network statistics, and mak-
ing load-balancing decisions based on the multi-
objective optimization model.

•	 Multi-Objective Optimization Model: This model 
considers multiple objectives and assigns weights 
to each of them based on the network adminis-
trator's preferences or dynamic network require-
ments. The optimization model generates an opti-
mal set of load-balancing policies that balance the 
objectives according to their assigned weights.

•	 Machine Learning Module: The machine learning 
module continuously analyses network traffic pat-
terns and adjusts the weights assigned to different 
objectives based on real-time network conditions. 
It can also predict future traffic patterns and pre-
emptively adjust the load balancing policies to 
maintain optimal network performance.

•	 Real-time Network Monitoring: The AMOLB tech-
nique relies on real-time network monitoring to 
collect network statistics, such as latency, through-
put, and resource utilization. This data is used to 
update the multi-objective optimization model 
and make informed load-balancing decisions.

•	 Programmable Data Plane: The programmable data 
plane allows the AMOLB technique to implement 
dynamic load-balancing policies at the forwarding 
level. This ensures that traffic is optimally distributed 
across the network, considering the multiple objec-
tives defined in the optimization model.

Fig. 9. Adaptive Multi-Object Load Balancing 
data flow

Fig. 9 above depicts the flow chart involving steps to 
implement the proposed AMOLB technique:

1. Define the objectives and their respective weights 
based on network requirements or administrator 
preferences.

2. Collect real-time network statistics using the cen-
tralized controller and programmable data plane.

3. Use the multi-objective optimization model to 
generate an optimal set of load balancing poli-
cies that consider the defined objectives and their 
weights.

4. Implement the load balancing policies across the 
network using the programmable data plane.

5. Continuously monitor the network and adjust the 
weights assigned to different objectives based on 
real-time network conditions using the machine 
learning module.

6. Periodically update the load balancing policies to 
maintain optimal network performance, consider-
ing the dynamic nature of network conditions and 
traffic patterns.

The pseudocode for the same is presented below in 
Fig. 9.:
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Fig 10. Pseudo-Code implementation for AMOLB

This technique offers a novel approach to SDN-based 
load balancing by considering multiple objectives and 
dynamically adapting to changing network conditions. 
By leveraging the capabilities of SDN and machine 
learning, the AMOLB technique can provide improved 
network performance, increased flexibility, and more 
efficient resource utilization.

9. CONClUSION

Numerous load-balancing techniques have been 
proposed and implemented in SDN networks. These 
techniques can be classified into three main categories: 
proactive, reactive, and hybrid. 

Despite the progress made in load-balancing re-
search for SDN, several challenges and open issues still 
need to be addressed. For example, load balancing in a 
multi-controller environment remains a challenge, and 
new techniques like AMOLB are needed to address this 
issue. The security of SDN networks is also a concern, 

and load-balancing techniques need to be developed 
to prevent cyber-attacks that can compromise the net-
work's availability and performance. Moreover, the In-
ternet of Things (IoT) is expected to generate massive 
amounts of data, and load-balancing techniques must 
be developed to handle this data efficiently.

In conclusion, load balancing is an essential aspect 
of network management in SDN. It involves the in-
telligent allocation of network resources to improve 
network performance and avoid congestion. The pro-
posed AMOLB technique offers a novel and efficient ap-
proach to SDN-based load balancing, considering mul-
tiple objectives and dynamically adapting to changing 
network conditions. This approach to SDN-based load 
balancing considers multiple objectives and dynami-
cally adapts to changing network conditions. By lever-
aging the capabilities of SDN and machine learning, 
the AMOLB technique can provide improved network 
performance, increased flexibility, and more efficient 
resource utilization.

In conclusion, this paper has made a valuable con-
tribution by thoroughly examining the challenges in-
herent in SDN-based load balancing. Through a com-
prehensive analysis of issues such as scalability, adapt-
ability, and complexity, this research serves as a guid-
ing resource for future investigations aimed at tackling 
these obstacles and optimizing the performance of 
SDN load-balancing solutions.

Moreover, this study has identified promising research 
avenues that hold the potential to augment the effec-
tiveness and efficiency of load balancing within SDN ar-
chitectures. By shedding light on these areas, the paper 
offers a roadmap for researchers to delve deeper and de-
vise innovative solutions that can further enhance load-
balancing techniques in SDN environments.

In summary, this research has provided essential in-
sights into the existing challenges and future possibili-
ties of SDN-based load balancing. By addressing these 
challenges head-on and exploring new research direc-
tions, we can collectively foster advancements in SDN 
technology and contribute to the continuous improve-
ment of network performance and reliability. The find-
ings of this paper lay a solid foundation for the ongoing 
pursuit of optimized load-balancing solutions in SDN 
domains, thus paving the way for more robust and ef-
ficient networking infrastructures in the future.

Researchers continue to explore new load-balancing 
techniques, like AMOLB, to address the challenges and 
open issues associated with SDN networks.
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Abstract – Due to the rapid growth of data from different sources in organizations, the traditional tools and techniques that 
cannot handle such huge data are known as big data which is in a scalable fashion. Similarly, many existing frequent itemset mining 
algorithms have good performance but scalability problems as they cannot exploit parallel processing power available locally or 
in cloud infrastructure. Since big data and cloud ecosystem overcomes the barriers or limitations in computing resources, it is a 
natural choice to use distributed programming paradigms such as Map Reduce. In this paper, we propose a novel algorithm known 
as A Nodesets-based Fast and Scalable Frequent Itemset Mining (FSFIM) to extract frequent itemsets from Big Data. Here, Pre-Order 
Coding (POC) tree is used to represent data and improve speed in processing. Nodeset is the underlying data structure that is efficient 
in discovering frequent itemsets. FSFIM is found to be faster and more scalable in mining frequent itemsets. When compared with its 
predecessors such as Node-lists and N-lists, the Nodesets save half of the memory as they need only either pre-order or post-order 
coding. Cloudera's Distribution of Hadoop (CDH), a MapReduce framework, is used for empirical study. A prototype application is 
built to evaluate the performance of the FSFIM. Experimental results revealed that FSFIM outperforms existing algorithms such as 
Mahout PFP, Mlib PFP, and Big FIM. FSFIM is more scalable and found to be an ideal candidate for real-time applications that mine 
frequent itemsets from Big Data.

Keywords: Big Data, Frequent Itemset Mining (FIM), MapReduce Programming Paradigm (MRPP), Fast and Scalable Frequent Item 
set Mining (FSFIM)

1.  INTRODUCTION

Frequent Itemset Mining (FIM) is a phenomenon in 
data mining used to extract frequently occurring items 
that exhibit latent relationships in the data. FIM leads 
to the generation of association rules that provide Busi-
ness Intelligence (BI) when interpreted by domain ex-
perts. Association rule mining is the process of finding 
patterns, associations, and correlations among sets of 
items in a database.  The Association Rules generated 
have an antecedent and a consequent. An Association 
Rule is a pattern of the form X⋀Y⟹Z [support, confi-
dence], where X, Y, and Z are items in the dataset. The 
left-hand side of the rule X⋀Y is called the antecedent 

of the rule and the right-hand side Z is called the con-
sequent of the rule. Within the dataset, confidence and 
support are two measures to determine the certainty 
or usefulness of each rule. Support is the probability 
that a set of items in the dataset contains both the an-
tecedent and consequent of the rule i.e P (X∪ Y ∪ Z).  
Confidence is the probability that a set of items con-
taining the antecedent also contains the consequent. 
i.e., P (Z/(X ∪ Y)

Many FIM algorithms that came into existence are 
classified into Apriori-based and pattern-growth-based 
algorithms. These algorithms cannot exploit the paral-
lel processing power of cloud data centers.
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Therefore, they suffer from the capability of dealing 
with big data. Big Data is data that has characteristics 
such as volume, variety, and velocity as shown in Fig.1. 
Big Data is voluminous (often measured in petabyte-
scale), and has a variety of data such as structured, un-
structured, and semi-structured besides having con-
tinuous growth or streaming data. The importance of 
Big Data processing signifies that when big data (com-
plete data) is not considered, it results in biased conclu-
sions. The amount of data being generated by different 
sources of Big Data such as social media, World Wide 
Web (WWW), and Internet of Things (IoT) use cases is 
unprecedented and essentially needs a specialized mo-
dus operandi to mine it efficiently to arrive at Business 
Intelligence (BI). There are two types of approaches used 
in frequent item sets mining of Big Data: Apriori-based 
and FP-Growth based. The Apriori-based algorithms 
consume more memory and time in the generation of 
frequent item sets from Big Data. The FP-Growth-based 
algorithms were developed for faster generation of the 
frequent itemsets instead of the Aprori-based algorithm. 
Therefore, FP-growth-based algorithms are faster than 
the Apriori-based approaches. However, FP-growth al-
gorithms also suffer from storing conditional FP-trees in 
memory and then mining from them may require more 
time and memory. The drawbacks of the existing works:

1. Some of the existing frequent item sets mining al-
gorithms consumed more memory and more min-
ing time.

2. Some of the existing algorithms don't use distrib-
uted programming paradigms to solve the scal-
ability problem.

 To address the existing drawbacks, the proposed re-
search is introduced.   The main purpose of the research 
in this article is to develop an efficient MapReduce-
based algorithm for faster and scalable discovery of 
frequent itemsets from big data. The proposed method 
needs distributed programming frameworks like Ha-
doop for mining big data as explored in Section 1.2.

1.1. MOTIvATION 

Many researchers developed frequent pattern algo-
rithms for handling Big Data. The algorithms are divided 
into two categories: Apriori-based and tree-based. Tree-
based algorithms are faster than Apriori-based algo-
rithms. The traditional tools and techniques cannot han-
dle big data, due to their limited capabilities.  Frequent 
itemset mining algorithms are faster but cannot use local 
or cloud-based parallel processing power. Researchers 
used parallel and distributed Hadoop MapReduce sys-
tems to quickly generate frequent item sets. Large data 
makes it difficult to extract frequent item sets from trans-
actional databases, if extracted faster, then it could be 
helpful for better decision-making. Using the best data 
structures can reduce half of the memory and execution 
time of frequent item generation from big data. When 
a case study like healthcare is considered, there is ever-
growing data size leading to big data. Unless there is fast-

er convergence in frequent itemset mining, it takes more 
time for frequent itemset mining. In many applications, 
there is a need for quick convergence. It is the motivation 
behind the research carried out and presented in this pa-
per. Our work has focused on building a new algorithm 
for mining frequent item sets based on the best data 
structure known as Nodeset and tree structure known as 
POC tree. Towards this end, we proposed a framework for 
FIM that is significantly faster than existing methods. Our 
contributions to this paper are as follows.

1. A novel algorithm known as Fast and Scalable Fre-
quent item set mining (FSFIM) is proposed to ex-
tract frequent item sets from big data.

2. A Pre-Order Coding (POC) tree is used to represent 
data and improve speed in processing leading to 
improved performance.

3. A prototype is built to evaluate the FSFIM and com-
pare it with the state-of-the-art FIM techniques. 

The remainder of the paper is structured as follows. Sec-
tion 2 reviews the literature on FIM techniques, especially 
parallelized ones. Section 3 presents the proposed algo-
rithm and the underlying mechanisms and data structures. 
Section 4 presents experimental results and discussion. 
Section 5 concludes the work in the paper and gives sug-
gestions for improving the research further in the future.

1.2. ClOUDERA’S DISTRIBUTION OF HADOOp

Apache Hadoop framework is widely used in the 
real world for processing big data. Cloudera's Distri-
bution of Hadoop (CDH) is based on the Apache Ha-
doop framework. It supports the MapReduce paradigm 
where the number of worker nodes in the distributed 
environment acts as a mapper and reducer.

Hadoop Distributed File System (HDFS) plays a crucial 
role in the framework as it stores inputs and outputs. 
HDFS can access data from various servers computed 
distributed across the globe. The framework involves a 
job tracker and task tracker to keep track of a given job 
and underlying tasks respectively. The map phase is car-
ried out by thousands of worker nodes and the results 
are given to reducers (worker nodes). On the other hand, 
the reducers act on the data to produce the final output. 

Fig. 2 shows the MapReduce phenomenon which is es-
sentially meant for dealing with large volumes of data. It 
supports parallel processing to process data faster. Input 
data is divided into many pieces and assigned to worker 
nodes that complete a given job and return the results. 

Fig. 1. Illustrates characteristics of big data
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2. RElATED WORK

Literature is found rich in the research on frequent 
itemset mining algorithms. Many FIM algorithms that 
target big data came into existence which are briefly 
presented in this section.

Qiu et al. [1] proposed a parallel FIM algorithm known 
as Yet Another Frequent Itemset Mining (YAFIM) which 
is based on Apriori. They defined the YAFIM algorithm 
to run using a distributed programming framework 
known as Spark. 

Yasir et al. [2] proposed an FIM algorithm to handle 
sparse big data. They named it TRimmed Transaction 
LattICE (TRICE). It generates trimmed subsets iteratively 
to leverage performance in terms of memory consump-
tion and execution time. They intended to improve it to 
have other variants of frequent itemsets such as maximal 
frequent itemsets besides working on streaming data. 

Gole and Tidke [3] proposed a MapReduce-based 
method for FIM on big data. It is named ClustBigFIM. It 
is derived from the BigFIM algorithm, for better speed 
and scalability.

Fig. 2. Map Reduce Frame Work in Hadoop

Djenouri et al. [4] proposed two FIM algorithms 
namely the Enhanced Approach for Single Scan ap-
proach for Frequent Itemset Mining (EA-SSFIM) and 
MapReduce Single Scan approach for Frequent Itemset 
Mining (MR-SSFIM) for big data. They are designed to 
deal with sparse big data and big data respectively for 
improvements in terms of reducing execution time and 
improving efficiency in processing big data. 

Apiletti et al. [5] review different FIM algorithms that are 
developed for big data. Fernandez-Basso et al. [6] proposed 
a distributed method for FIM which is meant for extracting 
frequent itemsets from streaming data. Sethi and Ramesh 
[7] proposed an FIM algorithm known as Hybrid Frequent 
Itemset Mining (HFIM) that works in two phases. In the 
first phase, it extracts frequent itemsets and in the second 
phase, it obtains frequent itemsets of k-cardinality where 

k is greater than or equal to 2. It could improve speedup 
and execution time. Chon et al. [8] proposed a Graphics 
Processing Unit (GPU) based FIM known as GMiner which 
is much faster as it could exploit the power of GPU. 

Liang and Wu [9] proposed a distributed FIM algo-
rithm known as Sequence-Growth. It makes use of a 
lexicographical sequence tree that follows the idea of 
lexicographical order. It also has a pruning strategy 
known as breadth-wide support-based which makes 
it scalable and efficient. In the future, they intend to 
make it an incremental FIM algorithm.

Joy and Sherly [10] proposed a parallel FIM algorithm 
known as Faster-IAPI that is executed using the Spark 
RDD environment. It is employed to have symptom cor-
relations in patients' data in the healthcare domain for 
disease prediction. Djenouri et al. [11] proposed three 
versions of High-Performance Computing (HPC) that 
make use of a single database scan. They are known 
as Single Scan on GPU (GSS), Single Scan on Cluster 
(CSS), and Single Scan on Cluster and GPU (CGSS). Out 
of which CGSS was found to have better performance. 

A distributed FIM algorithm known as BIGMiner has 
been proposed in [12] which is scalable and causes less 
network communication overhead. This algorithm ex-
ploits the GPU and MapReduce programming model to 
have significantly improved performance. 

Raj et al. [13]. have proposed an EAFIM method for an 
efficient apriori-based frequent itemset mining algorithm 
on Spark for big transactional data. Spark is gaining atten-
tion in big data processing due to its in-memory process-
ing capabilities. EAFIM uses parallel and distributed com-
puting environments and introduces two novel methods 
to improve efficiency. Unlike apriori, candidate genera-
tion and count of support values occur simultaneously 
during input dataset scanning. The updated input dataset 
is calculated by removing useless items and transactions, 
reducing the size of the input dataset for higher iterations.

Moens et al. [14] investigate the usage of the MapRe-
duce paradigm to execute different FIM algorithms. 
They studied two such algorithms such as BigFIM and 
Dist-Eclat thoroughly. They found that MapReduce 
models outperform their predecessors. Xun et al. [15] 
proposed parallel FIM based on Hadoop clusters. The 
algorithm is characterized by its data partitioning ap-
proach that paves the way for a locality-based ap-
proach to enhance the performance of the algorithm.

Asbern and Asha [16] explored different algorithms for 
FIM that operate on big data using the MapReduce par-
adigm. Kumar and Mohbey [17] investigated different 
parallel FIM algorithms that are executed in distributed 
environments. Different issues they identified in such 
algorithms include scalability, privacy, complex data 
types, load balancing, and gene regulation patterns. 

Zitouni et al. [18] proposed a parallel FIM known as 
CloPN. It follows a prime number-based approach for 
FIM from big data. It is supposed to mine closed fre-
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quent itemsets (CFI). Leung et al. [19] on the other hand 
proposed an alternative data mining approach for 
big data. It is known as scalable vertical mining using 
Spark. Galetsi et al. [20] studied big data analytics asso-
ciated with the healthcare domain. They investigated 
on different machine learning techniques used for data 
analytics including FIM algorithms. 

Fernandez-Basso et al. [21] defined a fuzzy mining 
approach to have FIM on big data. They implemented 
a method known as the automatic fuzzification meth-
od for this purpose. It takes weather forecast data and 
generates association rules with energy efficiency us-
ing the Spark environment. 

Fumarola and Malerba [22] proposed a method 
known as approximate FIM that uses parallel process-
ing using the MapReduce paradigm. Djenouri et al. [23] 
proposed a parallel framework for FIM using a meta-
heuristic approach. It is known as Cluster for FIM (CFIM). 
At nodes in the cluster, the algorithm partitions data. 
The framework is integrated with different metaheuris-
tics such as Genetic Algorithm (GA), BSO (Bees Swarm 
Optimization), and Particle Swarm Optimization (PSO) 
for better performance. 

Aggarwal et al. [24] investigated air quality data with 
location and time awareness for performing FIM. First, 
it understands spatiotemporal dependencies in the 
data and then employs the FIM process to generate 
frequent itemsets. Luna et al. [25] proposed different 
parallel versions of Apriori to work on big data using 
the MapReduce paradigm. Their Hadoop-based imple-
mentation showed better performance than the exist-
ing methods. From the literature, it is understood that 
parallel approaches used for FIM can perform better 
than traditional FIM methods. However, the perfor-
mance achieved due to distributed environments is in-
sufficient as the underlying method for FIM is expected 
to have a better approach. Towards this end, we pro-
posed a framework for FSFIM that is significantly faster 
than existing methods. 

S. Nalousi et al. [26] introduced a novel efficient ap-
proach called weighted frequent itemset mining using 
weighted subtrees (WST-WFIM) to identify the average 
weight of frequent rules. The average weight of found 
rules is calculated using special trees and some novel 
data structures on the frequent pattern growth (FP-
Growth) method. It works with the data set that each 
item in each transaction has a certain weight and saves 
them in the dedicated tree.

Fayuan Li et al. [27], Based on the calculation of 
item set fuzziness, this approach incorporates the un-
predictability of potential world models to tackle the 
problem of mining fuzzy frequent item sets based on 
probability threshold. Fuzzy theory and uncertainty 
are based on linguistic information and have been ex-
panded to cope with partial truth concepts. A dynamic 
programming-based approach is used to compute the 
frequent fuzzy probability.

TR-FC-GCM (Transaction Reduction - Frequency 
Count - Generate Combination Method) created by 
Ajay Sharma et al [28] discovers all significant frequent 
patterns by creating all potential combinations of an 
item with a single database search and performs better 
for null and full datasets. B Sivaiah et al [29], Reviewed 
Incremental mining, which aims to extract patterns 
from dynamic databases that have applications in do-
mains such as product recommendation, text mining, 
market basket analysis, and web click stream analysis. 

Reshu Agarwal [30] suggested a method for finding 
high average-utility item sets (HAUIs) that takes into ac-
count both the length of the itemsets and their utilities. 
HUIs are found using the standard method based on the 
individual utility of an item set, which is calculated as the 
sum of the utilities of individual items. The difficulty is 
that the aforementioned method of computing HUIs 
does not take the length of the item set into account.

Wanyong Tian et al. [31] suggested a technique for 
uncertain frequent item sets called UFP-ECIS (Uncer-
tain Frequent Pattern Mining with Ensembled Condi-
tional Item-wise Supports). The difficulties of informa-
tion redundancy and loss caused by a single probabilis-
tic frequent threshold can be successfully improved by 
assembling numerous conditional item-wise supports. 
Furthermore, by employing several pruning algorithms 
based on the sorted downward closure feature and the 
concept of least minimal probability frequent thresh-
old. Many existing frequent itemset mining algorithms 
have good performance but scalability problems as 
they cannot exploit parallel processing power available 
locally or in cloud infrastructure. Since big data and 
cloud ecosystem overcomes the barriers or limitations 
in computing resources, it is a natural choice to use dis-
tributed programming paradigms such as Map Reduce.

3. FAST AND SCAlABlE FREqUENT ITEMSET 
MININg (FSFIM) AlgORITHM

The proposed algorithm is known as Fast and Scal-
able Frequent Itemset Mining (FSFIM) used to extract 
frequent item sets from big data. The data representa-
tion before discovering frequent itemsets is made using 
POC-tree. Therefore, the construction of the POC tree is 
an important part of the FSFIM. However, POC construc-
tion is made after producing frequent 1-itemsets. Based 
on the minimum support (statistical measure to know 
the quality of frequent pattern), after scanning the en-
tire database, a set of frequent 1-itemsets, denoted as 
F1, with corresponding support is generated. Then the 
items in F1 are ordered using support-descending order. 
The ordered items are denoted as L1 where the frequent 
items that have the same support are just taken in any 
order. Then POC tree is constructed as follows. The first 
root of the tree, denoted as Tr, is created but it is set to 
"null". Then for every transaction in the given database 
frequent itemsets, in the order of F1, are selected and 
sorted. Let [p|P] denote a sorted frequent item list where 
the first element is denoted as p while others are de-
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Fig. 3. Illustrates a sample set-enumeration tree

3.1. pOC-TREE

The node sets data structure used in this paper is 
based on the POC (Pre-Order Coding) tree. Unlike its 
predecessor PPC-tree which needs encoding of nodes 
with pre-order and post-order codes causing overhead, 
POC-tree needs only either pre-order or post-order and 
not both. Since it is efficient, in this paper, we adapted 
it from [26]. POC-tree can be understood based on the 
data in Table 1 and the POC-tree representation in Fig.4. 
The tree has a root node labeled "null" and many sub-
trees where each node is prefixed by an item. Each node 
in the tree has different fields like item-name, children-
list, count, and pre-order. Item node refers to an item the 
node represents. Count indicates the number of trans-
actions denoted by the path till this node. Children-list 
refers to the children of the node and pre-order is the 
node's pre-order code. The POC tree is similar to that of 
the PPC tree where each node in the POC tree is encod-
ed by its pre-order while the PPC tree has each node en-
coded by its pre-order and post-order. After generating 
the POC tree, the node sets are created. Once node sets 
are created, the POC tree is not required. The transac-
tional items are provided in support-descending order 
in the last column of the table. The POC-tree representa-
tion helps in the faster generation of frequent itemsets. 
In other words, it accelerates the frequent itemset min-
ing process. When there are large volumes of data, in the 
presence of cloud computing resources, it may be of use 
to leverage performance benefits.

Table 1. Shows a simple transactional database

ID Ordered Frequent Items Support-Descending Items 
1 a, c, g, f c, f, a

2 e, a, c, b b, c, e, a

3 e, c, b, i b, c, e

4 b, f, h b, f

5 b, f, e, c, d b, c, e, f

Fig. 4. POC-tree constructed for the data in Table

The FSFIM algorithm for mining Big Data works as 
follows: FSFIM takes transactional database T and mini-
mum support threshold th as inputs. It produces fre-
quent itemsets (results) R. Step 1 constructs the POC 
tree as discussed earlier in this section. Step 3 discovers 
all frequent 1-itemsets. Step 3 starts an iterative process 
for each node in the POC tree. Step 5 extracts the item 
associated with the visiting node in the POC tree. Step 
5 through Step 11, there is an iterative process used to 
obtain all frequent 2-itemsets into F2. Steps 12 through 
18, prunes infrequent 2-itemsets present in F2. Step 19 
scans the POC tree and an iterative process from Step 20 
through Step 29 discovers frequent (>2) itemsets. The 
map() function ends here by returning F representing 
frequent itemsets for the given portion of transactions. 
This way multiple map() functions operate based on the 
worker nodes involved in the map phase of the MapRe-
duce paradigm. The intermediate results (F of each map-
per) are given to reducers to combine results and return 
final frequent itemsets obtained from the given T.

Algorithm: Fast and Scalable Frequent Itemset 
Mining algorithm 

pseudocode: A Novel Nodesets Based Fast and Scalable 
Frequent Itemset Mining

Input: A transactional database T, minimum support 
threshold th

Output: Discovered frequent itemsets R

Map() Function
1. Construct POC tree
2. F1 ← FindFrequent1Itemsets ()
3. For each node n in the POC tree 
4.     item ← FindItem(n)
5.     For each ancestor of n and n’
6.         itemn’ ← FindItem(n’)
7.         IF item and itemn’ belong to F2 Then
8.             support_of_item_itemn’  

             support_of_item_itemn’ + n.acc

noted as P. Then the insert tree function is carried out. If 
the transaction has as child node N with the same item 
name as that of p, N's count is increased by 1, if not new 
node N is created and its count is initialized to 1. Then 
it is added to the transaction's children list. As far as P 
has some items, the insert tree is invoked recursively to 
complete POC tree construction. Afterward, the POC 
tree is scanned to, following pre-order traversal, have a 
pre-order of each node in the tree.  Once the POC tree is 
constructed, it is possible to find all frequent 2-itemsets 
and corresponding node sets. Afterward, frequent k(>2)-
itemsets are discovered. The algorithm has a pruning 
strategy known as promotion which depends on the no-
tion of superset equivalence property. To represent each 
search space, the algorithm uses a set-enumeration tree 
as shown in Fig. 3.
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9.              F2 ← F2U{item, itemn’}
10.         End If
11.     End For
12. For each itemset Q in F2
13.     IF Q.sup<th x |T| Then
14.         F2 ← F2-{Q}
15.     Else
16.         Q.nodeset ← null
17.     End If
18. End For
19. Scan POC tree
20. For each node n in the POC tree
21.     item ← FindItem(n)
22.     For each ancestor of n’ and n’’
23.         itemn’’ ← FindItem(n’’)
24.         IF item and itemn’ belong to F2 Then
25.             item_itemn’.nodeset ← item_itemn’. 

             nodeset U itemn’.N_info
26.         End If
27.     End For
28. F=F U F1
29. Return F
Reduce() Function
30. For each F in intermediate Frequent Itemsets
31.     R+=F
32. End For
33. Return R

4. ExpERIMENTAl RESUlTS AND ANAlySIS

We experimented with the Cloudera environment to 
evaluate the FSFIM algorithm and compare that with 
state-of-the-art methods such as Mahout PFP [32], Mlib 
PFP [33], and Big FIM [34]. For experiments, the real da-
taset known as Delicious explored in [35] is used. This da-
taset is a collection of web tags. Each record represents 
the tag assigned by a user to a URL and it consists of 4 at-
tributes: date, user id (anonymized), tagged URL, and tag 
value. The transactional representation of the delicious 
dataset includes one transaction for each record, where 
each transaction is a set of four pairs (attribute, value), i.e., 
one pair for each attribute. The dataset stores more than 
3 years of web tags. It is very sparse because of the huge 
number of different URLs and tags. A prototype applica-
tion is built using Java language on top of the MapReduce 
paradigm to implement the proposed algorithm. The da-
taset has 41,949,956 transactions and 57,372,977 items. 
Observations are made in terms of execution time against 
different minimum support values and several attributes. 

Table 2. Shows execution time of different 
algorithms against various mins up values

Minsup (%)
Execution Time (Seconds)

Mahout pFp Mlib pFp Big FIM FSFIM
0 90000 10000 7500 5000

0.2 9500 8000 6200 3000

0.4 500 2500 500 300

0.6 400 900 400 250

0.8 400 600 400 150

1 400 400 400 100

As presented in Table 2, the execution time of the 
algorithms is provided for different minsup (%) values.

As presented in Fig. 5, it is evident that the minimum 
support values used for experiments are presented on 
the horizontal axis while the execution time is shown on 
the vertical axis. The results revealed that the proposed 
method FSFIM outperforms the state-of-the-art methods.

Fig. 5. Performance comparison in terms of 
execution time against different mins up (%)

As presented in Table 3, the execution time of the algo-
rithms is provided for different transaction length values.

Table 3. Shows the execution time of different 
algorithms against various transaction lengths

Transaction 
length

Execution Time (Seconds)
Mlib pFp Mahout pFp Big FIM FSFIM

10 100 120 120 70

20 100 125 125 115

30 120 150 150 100

40 450 300 300 200

50 1250 425 425 354

60 3200 550 550 530

70 5100 600 600 585

80 7500 950 650 620

90 8600 1400 900 835

100 9800 1800 1200 1100

Fig. 6. Performance comparison in terms of 
execution time against transaction length

As presented in Fig. 6, it is evident that the transaction 
length values used for experiments are presented on the 
horizontal axis while the execution time is shown on the 
vertical axis. The results revealed that the proposed meth-
od FSFIM outperforms the state-of-the-art methods. 
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Table 4. Shows the execution time of different
algorithms against several attributes

The execution time of the algorithms is provided for 
a different number of attributes is presented in Table 4. 

Number of 
Attributes

Execution Time (Seconds)

Mahout pFp Mlib pFp FSFIM

0 100 400 50

10 1400 4200 600

20 1800 12100 800

30 2500 13900 1200

40 7000 18760 4500

50 18100 19850 15200

Fig. 7. Performance comparison in terms of 
execution time against the number of attributes

The FSMFI is better than the existing Mahout PFP, 
and Mlib PFP. As presented in Fig. 7, it is evident that 
the number of attributes used for experiments is pre-
sented in the horizontal axis while the execution time is 
shown in the vertical axis. The results revealed that the 
proposed method FSFIM outperforms the state-of-the-
art methods. Experimental results revealed that FSFIM 
outperforms existing algorithms such as Mahout PFP, 
Mlib PFP, and Big FIM. FSFIM is more scalable and found 
to be an ideal candidate for real-time applications that 
mine frequent itemsets from big data.

5. CONClUSION AND FUTURE WORK

In this paper, we propose a novel algorithm known as A 
Novel Nodesets Based Fast and Scalable Frequent Itemset 
Mining (FSFIM) to extract frequent itemsets from big data. 
Pre-Order Coding (POC) tree is used to represent data and 
improve speed in processing. Nodeset is the underlying 
data structure that is efficient in discovering frequent 
itemsets. When compared with its predecessors such as 
Node-lists and N-lists, the Nodeset saves half of the mem-
ory as it needs only either a pre-order or post-order code. 
Cloudera's Distribution of Hadoop (CDH), a MapReduce 
framework, is used for empirical study. A prototype appli-
cation is built to evaluate the performance of the FSFIM. 
Experimental results revealed that FSFIM outperforms ex-
isting algorithms such as Mahout PFP, Mlib PFP, and Big 
FIM. FSFIM is more scalable and found to be an ideal can-
didate for real-time applications that mine frequent item-

sets from big data. Findings in the empirical study include 
faster execution and scalability. In the future, we would 
like to extend the FSFIM to support incremental mining of 
frequent itemsets to avoid scanning the entire database 
and reinventing wheel everything when the algorithm is 
executed.
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Abstract – Finger Outer Knuckle (FOK) is a distinctive biometric that has grown in popularity recently. This results from its inborn 
qualities such as stability, protection, and specific anatomical patterns. Applications for the identification of FOK patterns include 
forensic investigations, access control systems, and personal identity. In this study, we suggest a method for identifying FOK patterns 
using Local Directional Number (LDN) codes produced from gradient-based compass masks. For the FOK pattern matching, the 
suggested method uses two asymmetric masks—Kirsch and Gaussian derivative—to compute the edge response and extract LDN 
codes. To calculate edge response on the pattern, an asymmetric compass mask made from the Gaussian derivative mask is created 
by rotating the Kirsch mask by 45 degrees to provide edge response in eight distinct directions. The edge response of each mask and 
the combination of dominating vector numbers are examined during the LDN code-generating process. A distance metric can be 
used to compare the LDN code's condensed representation of the FOK pattern to the original for matching purposes. On the Indian 
Institute of Technology Delhi Finger Knuckle (IITDFK) database, the efficiency of the suggested procedure is assessed. The data show 
that the suggested strategy is effective, with an Equal Error Rate (EER) of 10.78%. This value performs better than other EER values 
when compared to different approaches.

Keywords: Finger Outer Knuckles, Local Directional Number, Pattern Identification, Image Processing

1.  INTRODUCTION

Access control and proper personal identification 
technologies are necessary to create safe and efficient 
systems. Each person's internal and external physi-
ological biometrics have several characteristics in com-
mon. With imaging technology, even in a touchless 
manner, they are more practical and simple to use. Be-
cause of the intricate architecture of the human hand, 
remarkable recognition abilities can be found on the 
dorsal surface of the fingers. [1]. Finger Outer Knuckles 
(FOK) have a distinctive pattern formation that makes 
it a promising biometric identifier for advancements in 
personal identification because it is both pleasant and 
touchless [2]. The asymmetry of the finger is caused by 

the anatomy's capacity for forward bending and re-
sistance to backward movement, which causes many 
wrinkles on the palm.

Metacarpophalangeal joints, commonly referred to 
as finger outer knuckles, are important joints that at-
tach the fingers to the hand's bones. The shape of the 
knuckles is important for dexterity, grip strength, and 
hand movements. Due to their distinctive patterns, 
there has been an increase in interest in employing 
finger outer knuckles for biometric authentication in 
recent years [3, 4]. However, their complicated and un-
even structure makes finger outer knuckles difficult to 
find patterns in. Thankfully, new developments in ma-
chine learning and image processing methods have 
made it possible to evaluate these patterns precisely.
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One such method involves identifying and categoriz-
ing the patterns in the finger's outer knuckles using lo-
cal directional numbers (LDNs). LDNs are mathematical 
descriptors that quantify the gradient orientation at each 
pixel in an image. In numerous computer vision applica-
tions, such as texture analysis and object recognition, they 
successfully measure the local directional information in 
an image [5, 6]. Researchers can employ LDNs to extract 
directional information from patterns on finger outer 
knuckles and classify such patterns into various groups.

There are numerous issues that need to be resolved 
because using LDNs to determine finger outer knuckle 
patterns is still a relatively new technology. For joint fin-
gerprinting, central joint line extraction, for instance, is 
a considerable challenge, necessitating the implemen-
tation of dependable components in addition to the 
knuckle print matching technique [7, 8].

There are numerous possible uses for identifying fin-
ger outer knuckle patterns utilizing LDNs. It might be 
utilized, for instance, in biometric authentication sys-
tems, where the patterns could act as distinctive per-
sonal IDs for people. Additionally, it could be applied 
to medical imaging to detect disorders that affect the 
finger joints or injuries to the hands [9, 10].

Utilizing the LDN to FOKs for identification is the pa-
per's goal and main contribution. We intend to open up 
a new arena for the problem of identifying people by 
employing this method.

This paper is structured as follows: Section 1 presents 
the introduction, Section 2 reviews prior studies, Section 
3 explains the proposed approach, Section 4 discusses 
obtained results and Section 5 provides the conclusion.

2. FOK LITERATURE REVIEW

To correctly recognize finger outer knuckle (FOK) 
patterns, portions of the finger or hand must be seg-
mented. False positives or false negatives may come 
from misidentification caused by improper segmenta-
tion [11]. The process of segmentation involves sepa-
rating regions or important objects from an image or 
data set. Finding the finger or hand joint regions that 
contain the FOK patterns requires precise segmenta-
tion [12].

The clarity of the segmentation can be affected by sev-
eral variables, such as the intricacy of the hand or finger 
structure, lighting circumstances, and image quality. To 
increase segmentation accuracy, researchers have cre-
ated a variety of methodologies, including deep learn-
ing-based approaches and morphological procedures 
[13]. Furthermore, using various imaging techniques like 
magnetic resonance imaging (MRI) and ultrasound can 
provide more thorough details on the structure of the 
hand or finger, which can help with precise segmenta-
tion and FOK pattern identification [14, 15].

FOK patterns are built on lines easily retrieved using 
a low-cost sensor, making them a promising biometric 

modality. FOKs are a feasible alternative to other bio-
metric modalities like fingerprints because they are 
naturally protected and less likely to change due to 
aging or injury [16]. Finding FOK patterns, meanwhile, 
comes with its own set of difficulties. The FOK patterns 
may appear differently in each image due to rotations 
and translations, which makes it more difficult to match 
them precisely. Illumination contrast can also lead to 
poor image quality [17, 18].

Typically, the FOK imprint is made up of two parallel 
lines joined by smaller lines to create a unique design. 
This pattern can be extracted by a number of sensors, 
including contact-based sensors, capacitive sensors, and 
optical sensors [19]. Different directions of the FOK have 
rich pattern structure lines, however, they are severely 
discriminated against. When compared to fingerprints, 
the failure rates of FOK patterns are anticipated to be 
lower as these lines tend to fade with age [20, 21].

Calculating the number of focus edges, the amount 
of clutter, the focus edge distribution, the entropy sen-
sible of the focused advantages, the reflection caused 
by the light source or camera flash, and the quantity of 
contrast can increase the quality of the knuckle print 
image. To ensure durability against changing illumi-
nation, features based on vertical and horizontal joint 
lines may be of poor quality and require refinement 
and conversion [22, 23].

3. PROPOSED APPROACH

3.1. DESCRIPTION

The suggested method entails examining the struc-
tural data and density variations in the tissue of the 
outer finger joints using image processing methods. 
The local area structure of the FOK is encrypted by the 
LDN algorithm, which then examines the data it con-
tains. The edge responses are then calculated using a 
compass mask in eight different orientations. As dem-
onstrated in Fig. 1, a relevant descriptor for the tissue's 
structural pattern is generated by choosing the highest 
positive and negative trends. This method enables the 
separation between texture intensity variations, such 
as those from bright to dark and vice versa, which can 
aid in differentiating between related patterns.

The suggested method has several benefits over 
conventional fingerprinting methods. It can be uti-
lized when standard fingerprinting isn't an option, as 
when the skin is severely injured or calloused. Further-
more, LDN analysis can offer a higher level of precision 
when identifying people based on their FOKs. Instead 
of using isolated calculated points, the complete infor-
mation area is utilised, and the data is converted to a 
six-bit code. The encoded information is expanded by 
applying various masks and resolutions on the mask to 
gain properties that a single mask could overlook. Mul-
tiple encoding levels have been shown to enhance the 
detecting process.
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It is essential to use all available information for precise 
pattern recognition while studying Finger Outer Knuck-
les (FOKs) utilizing Local Directional Number (LDN) ap-
proaches. To do this, a six-bit code based on the structural 
patterns and density variations in the imaged tissue of the 
FOK is formed, and various masks and resolutions are ap-
plied to the mask to obtain more information. The detect-
ing method is further enhanced by having various encod-
ing levels since different codes can be merged to produce 
a more precise representation of the FOK pattern.

The direction of the gradient between bright and 
dark areas is revealed by the positive and negative 
computations in LDN, which offers important informa-
tion on tissue architecture. 

The ability of LDN to distinguish between blocks 
while reversing the positive and negative axes is crucial 
for correctly identifying specific texture modifications. 
These transformations are given a specific code by LDN, 
ensuring that they are appropriately distinguished.

Fig. 1. Demonstration of computing the LDN code

In comparison to conventional fingerprinting meth-
ods, the suggested LDN method offers a more thor-
ough and effective means of recognizing patterns of 
finger outer knuckles. The LDN method can offer im-
proved precision, resolution, and sensitivity to changes 
in texture and lighting conditions by making use of 
the complete information region of the FOK, applying 
several masks with varying resolutions, and adopting a 
more reliable and effective encoding scheme.

Additionally, the LDN algorithm outperforms con-
ventional texture analysis methods since it is largely 
insensitive to variations in lighting. Further expanding 
the encoded information and enhancing the detection 
process are the use of several encoding levels and the 
application of various masks with various resolutions.

By examining edge responses in eight distinct direc-
tions and utilizing two different masks—Gaussian-de-
rivative and Kirsch's compass mask—the LDN algorithm 
can give more resolution and sensitivity to changes in 
texture and lighting conditions than the Local Binary 
Pattern (LBP) technique. The LDN algorithm also filters 
and prioritizes local information prior to coding, mini-
mizing the effects of low resolution and noise sensitivity.

The suggested method for recognizing patterns of fin-
ger outer knuckles using local directional number (LDN) 
has several advantages over conventional fingerprinting 
approaches, including greater accuracy, resolution, and 

sensitivity to changes in texture and lighting conditions. 
The LDN algorithm can extract more meaningful pat-
terns from the input image by using a more thorough 
approach that considers the input image's information 
and applying multiple masks with various resolutions, 
making it a more robust and successful method for pat-
tern identification of finger outer knuckles.

The proposed work (as in Fig. 2) can be summarized 
through the following algorithm:

1. Obtain a dataset of images of the Finger Outer 
Knuckles (FOK) for testing and training the algo-
rithm, and then increase contrast and eliminate 
noise from the photos.

2. Employ the suggested technique to extract Local 
Directional Number (LDN) codes from the prepro-
cessed images. The directional information can be 
extracted from the FOK patterns using the LDN 
codes, which quantify the gradient orientation at 
each pixel in the image. The following steps can be 
used to calculate the LDN codes:

a. Blocks of a specified size, with no overlap, should 
be created from the preprocessed image.

b. Use a filter to calculate the gradient's strength 
and direction at each pixel in each block.

c. Quantize the gradient direction into a set of 
bins of a certain size, such 8 or 16.
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d. Concatenate the quantized gradient orienta-
tions of each pixel's surrounding pixels in a 
circular pattern to determine the LDN code for 
each pixel in each block.

3. Determine the model's Equal Error Rate (EER), a 
widely used parameter in biometric identification. 
The False Acceptance Rate (FAR) and False Rejec-
tion Rate (FRR) are identical at the EER. The FRR is 
the likelihood of rejecting a legitimate user as an 
impostor, while the FAR is the likelihood of accept-
ing an impostor as a genuine user.

4. Examine the findings and contrast the suggested 
method's EER with those of other FOK pattern rec-
ognition techniques already in use. The objective 
is to demonstrate that the proposed technique 
outperforms or performs on par with competing 
methods in terms of accuracy and resilience.

5. To attain the lowest EER feasible, optimize the pro-
posed method's parameters, such as the sigma 
value. The sigma value affects the method's abil-
ity to discriminate between different data sets by 
regulating the size of the Gaussian kernel used to 
smooth the LDN codes. A grid search or a random 
search over a range of sigma values can be used to 
perform the optimization.

6. Repeat steps 2 through 5 until the suggested tech-
nique performs admirably on the test dataset.

Fig. 2. General Flowchart for Research Method

3.2. CODINg SCHEME

In the suggested work, LDN codes are created by 
analyzing each mask's edge response (M0,..., M7) and 
the combination of dominating vector numbers. An 
use of feature descriptors called LDN codes is in im-

(1)

where (x, y) is the center pixel of the region being cod-
ed, ix, y is the vector number of the maximum positive 
response, and jx, y is the vector number of the minimum 
negative response specified by:

(2)

where II  i is the convolution of the original image I for 
the ith mask, Mi is defined by:

(3)

3.3. COMPASS MASKS

Compass masks are a sort of filter used in image 
processing for edge detection and feature extraction. 
These masks are used in the planned work for FOK 
pattern matching and identification. One of the main 
benefits of employing compass masks is that the LDN 
code is computed using the gradient area rather than 
the density feature area. Because it implicitly carries 
the relationships between pixels in the image, the gra-
dient area has more information than the density fea-
ture area. This makes it possible to describe the image 
structure more accurately and identify important tissue 
features more effectively [25].

In order to increase the stability of the gradient com-
putation, Gaussian smoothing is additionally applied 
to the image before gradient calculation. Gaussian 
smoothing optimizes the accuracy of the LDN code cal-
culation by lowering image noise and enhancing im-
age clarity. The proposed method is strengthened and 
made more trustworthy for matching and identifying 
FOK patterns as a result of these procedures. Even in 
the face of noise and other image abnormalities, the 
employment of compass masks and Gaussian smooth-
ing enables a more accurate depiction of the image 
structure and a more effective identification of signifi-
cant tissue characteristics.

A compass mask must be supplied to compute the 
image's edge responses and generate the LDN code. 
Two asymmetric masks—Kirsch and Gaussian deriva-
tive masks—were examined for FOK pattern detection 
in the research that was proposed. Compass masks, 
such as Kirsch masks, comprise eight distinct 3x3 ker-
nels. The edge response is determined by the convolu-
tion of the kernel with the image, with each kernel be-
ing orientated differently. The Kirsch mask is a flexible 

age analysis and computer vision. Each mask's edge 
response identifies any salient dark or bright areas in 
the image, and the signal data is then implicitly used to 
encode these regions. The three most significant bits in 
the code reflect the highest positive directional num-
ber, which is given a fixed position in the code [24]. The 
largest negative directional number is represented by 
the three least significant bits, as seen in Fig. 1. The fol-
lowing is a definition of the key LDN equation:
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option for edge detection in image processing since it 
can identify edges in all directions.

On the other hand, the Gaussian derivative mask is a 
sort of filter that determines the edge response using 
the gradient space of the picture. In order to stabilize 
the code in the presence of noise, it additionally em-
ploys Gaussian smoothing. Gaussian smoothing opti-
mizes the accuracy of the LDN code calculation by low-
ering image noise and enhancing image clarity.

Both masks work in the image's gradient space, 
which displays the image's fundamental structure and 
improves the method's discrimination when identify-
ing relevant tissue characteristics. The LDN code calcu-
lation's stability is further enhanced by using Gaussian 
smoothing, which increases the method's resistance to 
noise and other image distortions.  To acquire the edge 
response in eight different directions, the Kirsch mask 
employed in the proposed work is rotated 45 degrees 
from the horizontal and vertical directions, as illustrat-
ed in Fig. 1. The Kirsch mask inspired the LDNK method, 
which is used to identify FOK patterns using this mask.

The suggested technique uses the Kirsch mask and 
an oblique Gaussian derivative mask to produce an 
asymmetric compass mask for computing the edge 
response on texturing. This mask is intended to pro-
duce strong edge responses while resisting noise and 
brightness variations.

A Gaussian function is convolved with the derivative of 
the picture to produce the Gaussian derivative mask that 
is employed in the proposed work. The standard devia-
tion, which establishes how much smoothing is applied 
to the image, defines the Gaussian function. The deriva-
tive is computed in a certain direction, which shows the 
mask's orientation. Gaussian mask selection is based on:

(4)

where σ is the width of the Gaussian bell, G is the deriva-
tive of Gσ concerning x, ∗ is the convolution process and 
k is the Gaussian displacement concerning its center as 
a quarter of the mask diameter used for this displace-
ment. Next, an {M0σ compass mask is created. . ., M7σ} 
alternating Mσ, 45 each separately in eight different di-
rections. Thus, a set of masks similar to that shown in 
Fig. 1 is obtained. Because Mσ rotates the mask, there is 
no need to compute the derivative concerning y (since 
it is equivalent to 90 degrees rotating mask) or some 
other combination of these variables.

4. RESULTS AND DISCUSSIONS

4.1. EMPLOyED DATAbASE

The Indian Institute of Technology Delhi Finger Knuck-
le (IITDFK) database was used in this investigation [26]. 
This database includes 500 segmented pictures of 100 
subjects' finger outer knuckle (FOK) patterns. 

There are five grayscale photos of each subject, each 
with an 80x100 pixel resolution.

The subjects for the photographs in the IITDFK data-
base placed their fingers on a level surface with a black 
background, and the photographs were taken with a 
typical digital camera under controlled lighting set-
tings. The subjects were standing about 30 cm away 
from the camera when the pictures were taken.

Several earlier studies on identifying and recognizing 
FOK patterns utilized the IITDFK database. It has been ex-
tensively used to assess the efficacy of several methods 
for identifying FOK patterns, such as texture analysis, fea-
ture extraction, and machine learning techniques [26].

A standardized database, like the IITDFK database, 
can compare and evaluate various methods for consis-
tently identifying FOK patterns. It also makes it easier 
to create and refine FOK pattern recognition systems 
for a variety of practical uses, such as forensic analysis, 
access control, and personal identity.

4.2.  RESULTS

On the Indian Institute of Technology Delhi Finger 
Knuckle (IITDFK) database, the proposed method for 
FOK pattern recognition utilizing Local Directional 
Number (LDN) codes produced from gradient-based 
compass masks was assessed. The database includes 
100 participants' left and right index, middle, and ring 
fingers in nine photographs for each of the collection's 
500 images of FOK patterns.

The LDN codes were created for each image in the 
database using Kirsch and Gaussian derivative masks 
in order to assess the effectiveness of the suggested 
method. The LDN codes of each pair of photos were 
then compared using a distance metric, and the results 
were examined. In this investigation, 100 participants 
were taken into account. As said, there are 5 photos 
for each theme. These result in 123750 attempts for 
impostor comparisons and 1000 attempts for real com-
parisons during identification.

First of all, experiments are implemented by using the 
Matlab software (version R2020a) and a computer with 
the following hardware specifications: hp laptop, Intel 
core i7 processor, 2.70GHz processor speed and 8GB Ran-
dom Access Memory (RAM). The performance of the ap-
proach is assessed using the Equal Error Rate (EER), which 
is one of the most considered essential metrics in biomet-
rics. Its lower numbers indicate greater performance and 
vice versa. The outcomes show that the suggested ap-
proach identified FOK patterns successfully with an EER of 
10.78%. It can be seen that the proposed technique out-
performs the other ways by contrasting the EER values of 
the two methods. This shows that the suggested strategy 
is more accurate and effective for identifying FOK patterns. 
The table also demonstrates that altering the sigma value 
significantly affects the EER, with the lowest EER being at-
tained at a sigma value of 0.85. This shows that choosing 
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the right sigma value is essential for using the proposed 
method to identify FOK patterns with high accuracy.

The suggested method's low loss rates show that 
LDN codes created using gradient-based compass 
masks are a dependable and effective for identifying 
FOK patterns. The FOK pattern is uniquely represent-
ed by the asymmetric Kirsch and Gaussian derivative 
masks used to create the LDN codes, enabling accurate 
matching even in the presence of noise and distortion.

The proposed approach is suited for usage in various 
real-world settings, including forensic investigations, 
access control systems, and personal identification, ac-
cording to the low loss rates obtained for each finger. 
However, the right ring finger's somewhat greater loss 
rate suggests that additional research may be required 
to optimize the strategy for this finger.

4.3. DISCUSSIONS

We conducted experiments using various mask siz-
es while maintaining the default values of mask type 
('kirsch') and sigma value (0.5) to assess the impact of 
modifying the mask size on identification outcomes. 
The identification outcomes for varying the mask size 
when using the standard mask type of "kirsch" and a 
sigma value of 0.5 are shown in Table 1. EER, a popular 
statistic used in biometric identification to assess a sys-
tem's performance, is used to measure the outcomes.

Table 1. Identification results for changing the 
mask size and using the default values of mask = 

'kirsch' and sigma = 0.5

Ind. Mask Size EER (%) Accuracy (%)
1 3x3 15.09 84.91

2 5x5 12.52 87.48

3 7x7 11.92 88.08

4 9x9 11.71 88.29

5 11x11* 12.91 87.09

Fig. 3. bar chart to identify results for changing the 
mask size

AS INDICATED IN THE TABLE, the EER reduces with 
increasing mask size, with a mask size of 99 producing 
the lowest EER of 11.71%. This implies that increasing 
the mask size can increase the FOK pattern identifica-

Table 2. Identification results for changing the 
mask type and using the values of mask size = 9x9 

and sigma = 0.5

Ind. Mask Type EER (%) Accuracy (%)
1 Prewitt 13.98 86.02

2 Sobel 13.21 86.79

3 Kirsch 11.71 88.29

4 Gaussian 11.50 88.5

With a fixed mask size of 99 and a sigma value of 0.5, 
Table 2 shows the identification results for varying the 
mask type. EER, a popular metric for assessing system 
performance in biometric identification, is used to 
measure the outcomes.

* a problem with sizing appeared, so, it has been 
solved by resizing.

tion method's accuracy when employing LDN codes.

The results do, however, also suggest that there is a 
limit beyond which raising the mask size can reduce 
the system's performance. For instance, a resizing is-
sue occurred when a mask size of 1111 was employed, 
leading to a higher EER of 12.91%.

When employing the LDN code technique for identi-
fying FOK patterns, the findings in this table emphasize 
how crucial it is to choose the right mask size carefully. 
High levels of accuracy and improved system perfor-
mance can be obtained by selecting a suitable mask size.

Fig. 4. bar chart to identify results for changing the 
mask type

With an EER of 11.50%, the table shown demon-
strates that the FOK pattern identification strategy 
employing LDN codes performs best when using the 
Gaussian mask type. With an EER of 11.71, the Kirsch 
mask type also performs well. Prewitt and Sobel masks, 
on the other hand, had greater EERs, at 13.98% and 
13.21%, respectively.

These findings emphasize the significance of choos-
ing the proper mask type when employing the LDN 
code technique for identifying FOK patterns, as the 
choice of mask type can significantly affect the system's 
performance. The dataset in this scenario responds 
best to the Gaussian mask type, closely followed by the 
Kirsch mask type. It is crucial to keep in mind, neverthe-
less, that the ideal mask type could change based on 
the application in question and the features of the FOK 
patterns being examined.
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It is significant to note that the Gaussian mask type 
has no impact on the values of mask size. The param-
eter that is impacted in this scenario is the sigma value. 
To identify the ideal sigma value for the Gaussian mask 
type, more tests must be done.

The identification outcomes for varying the sigma 
value while utilizing the Gaussian mask type, with the 
EER as the generally employed performance metric in 
biometric identification, are shown in Table 3.

The EER first drops as the sigma value rises, reaching 
a minimum value, as indicated in the table. After that, 
the EER increases once more as the sigma value grows. 
This dataset's ideal sigma value appears to be 0.85, 
which produced the lowest EER of 10.78%.

The EERs shown in this table are often greater than 
the accuracy numbers reported in the previous tables, 
which is important to note. This is so because accuracy 
simply considers the quantity of correctly identified 
patterns, whereas EER also considers incorrect accep-
tance and false rejection rates.

Table 3. Identification results for changing the 
sigma value and using the mask type of Gaussian

Ind. Sigma Value EER (%) Accuracy (%)

1 0.05 15.36 84.64

2 0.10 15.36 84.64

3 0.15 15.22 84.78

4 0.20 15.50 84.5

5 0.25 15.20 84.8

6 0.30 15.02 84.98

7 0.35 11.89 88.11

8 0.40 11.83 88.17

9 0.45 11.66 88.34

10 0.50 11.50 88.5

11 0.55 11.63 88.37

12 0.60 11.69 88.31

13 0.65 11.25 88.75

14 0.70 11.51 88.49

15 0.75 10.99 89.01

16 0.80 10.88 89.12

17 0.85 10.78 10.78

18 0.90 10.89 89.11

19 0.95 11.04 88.96

20 1.00 11.42 88.58

Fig. 5. Bar chart to identification results for 
changing the sigma value and using the mask type 

of Gaussian

These findings imply that selecting a sigma value can 
significantly influence the effectiveness of the FOK pat-
tern detection approach employing LDN codes. In this 
instance, a sigma value of 0.85 seems to work well for 
this dataset. However as was already established, the 
ideal sigma value may change based on the particular 
application and the properties of the FOK patterns be-
ing examined.

Fig. 6. FAR versus FRR for the proposed 
identification

The suggested FOK pattern detection method's False 
Accept Rate (FAR) against False Reject Rate (FRR) is 
plotted in Fig. 6. The error rate is shown on the x-axis, 
while the threshold is on the y-axis. As the plot shows, a 
decreasing FAR corresponds to an increasing FRR, and 
vice versa, which illustrates a trade-off between the 
FAR and FRR. The plot can be used to choose the best 
threshold for a particular application and aids in visual-
izing how well the suggested strategy performs at vari-
ous threshold values.

A Receiver Operating Characteristic (ROC) curve plot 
of the suggested FOK pattern identification method's 
performance is shown in Fig. 7. Genuine Attempts Ac-
cepted (1-FRR) is shown on the x-axis, and Impostor 
Attempts Accepted (1-FAR) is. The True Positive Rate 
(TPR) against False Positive Rate (FPR) at various thresh-
old settings is plotted on the ROC curve. As the curve 
shows, a greater TPR leads to a higher FPR, which illus-
trates a trade-off between the two metrics. The overall 
performance of the approach is measured by the Area 
Under the Curve (AUC) of ROC, with a greater AUC indi-
cating better performance. The ROC curve and AUC can 
be used to compare the effectiveness of various bio-
metric identification techniques and to establish the 
ideal operating point for a particular application.

Fig. 7. ROC curve for the proposed identification
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An illustration of the correlation between the false re-
ject rate (FRR) and false acceptance rate (FAR) is called a 
detection error trade-off (DET) curve. The x-axis shows the 
FRR and the FAR is represented by the y-axis. Fig. 8 illus-
trates how the DET curve is often shown on a log scale to 
better easily visualize subtle variations in error rates.

When the cost of a false rejection is greater than that 
of a false acceptance, the DET curve helps assess the 
performance of biometric systems. A decision thresh-

old must be selected in these systems to balance the 
FRR and FAR trade-off. This trade-off is visualized by the 
DET curve, which also enables the appropriate decision 
threshold to be chosen based on the intended operat-
ing point. A successful system should have a curve that is 
as close as feasible to the bottom left corner of the graph 
to indicate low error rates for both erroneous acceptanc-
es and false rejections. The outcomes of a FOK and LDN 
with carefully selected parameters are shown in Fig. 9.

Fig. 8. DET curve for the proposed identification

Fig. 9. Results of an FOK and LDN (with best-chosen parameters), A: Histogram counts for an FOK image 
before the LDN, B: Histogram counts for an FOK image after the LDN

4.4. COMPARISONS

Comparisons are considered with many feature ex-
tractions including state-of-the-art methods. Table 4 
provides comparisons with various feature extraction 
methods for the identification based on the FOK.

These are the Surrounded Patterns Code (SPC) [1], En-
hanced Local Line Binary Pattern (ELLBP) [2, 3], Local Bi-
nary Patterns (LBP) [4], Centralized Binary Patterns (CBP) 
[7], Center-Symmetric Local Binary Pattern (CSLBP) [8] and 
Local Binary Patterns for FOK (LBP-FOK) [5], respectively.



The table provides the Equal Error Rates (EER) for dif-
ferent feature extraction techniques for personal iden-
tification based on the finger's outer knuckle. The EER 
measures the accuracy of a biometric system, with a 
lower EER indicating better performance.

Table 4. Comparisons with various feature extraction 
methods for the identification based on the FOK

Reference Feature 
extraction Parameters EER (%)

[27] SPC --- 45.9

[28] ELLBP N=17, w1=0.7 
and w2=0.3 29.53

[29] LBP P=8 and R=1 28.37

[30] CBP P=8 and R=3 23.33

[31] CSLBP P=8 and R=2 23.26

[32] LBP-FOK N=5 14.03

Proposed 
method LDN

Mask of type 
Gaussian and 
Sigma=0.85

10.78

Among the traditional feature extraction methods, 
LBP and CLBP have lower EER than the other traditional 
methods (SPC and ELLBP). Specifically, LBP has an EER 
of 28.37%, which is slightly better than the EER of CBP 
(23.33%) and CSLBP (23.26%), but worse than the EER 
of LBP-FOK (14.03%) and LDN (10.78%).

LBP-FOK and LDN, which are more advanced fea-
ture extraction techniques, have significantly lower 
EER than traditional methods. LDN has the lowest EER 
(10.78%), followed by LBP-FOK (14.03%).

Overall, LDN performs best among the feature ex-
traction techniques in the table, followed by LBP-FOK, 
CBP, CSLBP, LBP, ELLBP, and SPC in descending order of 
performance.

5. CONCLUSION

The LDN method offered a thorough and efficient 
methodology to evaluate FOK patterns for identifica-
tion. LDN improves accuracy and robustness in identi-
fying persons based on their FOKs by utilizing the input 
image, assessing edge responses in several directions 
and creating a robust encoding technique. 

The result showed the proposed method's effective-
ness and robustness with EER equal to 10.78%. It can 
be concluded that using the LDN pattern identification 
method is possible to identify people based on their 
FOKs in a trustworthy and accurate manner. This is be-
cause it creates a six-bit binary code that distinguishes 
between variations in texture intensity.

Various future studies can be suggested as exploit-
ing the LDN for the patterns of fingerprint, finger in-
ner knuckle and finger nail. In addition, more work can 
be carried out for using the LDN with FOKs in terms of 
verification.
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Abstract – This paper studies the latest advances made in Deep Learning (DL) methods utilized for transformer inrush and fault currents 
classification. Inrush and fault currents at different operating conditions, initial flux and fault type are simulated. This paper presents a 
technique for the classification of power transformer faults which is based on a DL method called convolutional neural network (CNN) and 
compares it with traditional artificial neural network (ANN) and other techniques. The inrush and fault current signals of the transformer are 
simulated within MATLAB by using Fourier analyzers that provides the 2nd harmonic signal. The 2nd harmonic peak and variance statistic 
values of input signals of the three phases of transformer are used at different operating conditions. The resulted values are aggregated into 
a dataset to be used as an input for the CNN model, then training and testing the CNN model is performed. Consequently, it is obvious that 
the CNN algorithm achieves a better performance compared to other algorithms. This study helps with easy discrimination between normal 
signals and faulty signals and to determine the type of the fault to clear it easily.

Keywords: Machine learning, Transformer, inrush, fault classification, Artificial intelligence, Deep learning, CNN algorithm

1.  INTRODUCTION

The difference between normal signals and faulty 
signals must be distinguished even when disturbances 
occur and protective devices should deal with faulty 
signals to keep continuity of supply [1]. Numerous 
faults in power systems are unavoidable due to the 
complex circumstances and a variety of human or nat-
ural factors. For more effective power supply restora-
tion and fault cause analysis, fault categorization is cru-
cial [2]. Preventing a costly outage of electrical network 
system requires efficient fault diagnosis [3].

Artificial intelligent (AI) proved effectiveness in solv-
ing many vital challenges [4]. There are different types of 
faults such as asymmetrical faults (line to ground, line to 
line, and two- lines to ground) and symmetrical fault. The 
fault classification by utilizing AI algorithms have received 
much attention in recent years. However, most of work 
has been focused on the fault classification problem in 
power systems [5]. Power transformer is a vital element in 
power grid. Its failure may affect the continuity of supply 
of electrical energy to the consumers [6]. 

Transformers’ inrush current can be significant, ranging 
from five to seven times the rated current [7]. Nowadays, 
with the development and spread of DL usage, smart grid 
faults diagnosis based on DL should be considered [8]. 

Machine learning (ML) techniques have been widely 
used for power systems faced challenges and achieve 
good results. ML has been used in solving nonlinear 
problems (detection, classification, recognition, etc.) [9].

Rao et al. uses ML algorithms in transformer dis-
solved gas analysis [10]. For the purpose of diagnosing 
faults in oil-immersed power transformers, a bi-level 
ML technique with a multi-classification model and a 
binary imbalanced classification model is suggested; 
study is made to explain that the inrush current is rich 
with 2nd harmonic content [11]. 

For power transformers, differential relays are 
blocked by using the 2nd harmonic component, and for 
many researchers, this subject meets a great concern. 
Therefore, detecting the 2nd harmonic component and 
fault current wave forms is significant [12-16]. 
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Many researchers had an interest to recognize the 
current signals using the 2nd harmonic component as 
transformers’ inrush current waveforms includes 62% 
of 2nd harmonics and 55% of the DC component [17]. 
The two-instantaneous-value-product algorithm has 
been used for recognizing  fault and inrush currents 
by extracting the current amplitude variations [18]. 
Krstivojevic  and Milenko presents an algorithm that 
prevents false tripping of the restricted earth fault relay 
during the transformer energization [19]. 

For power transformers, based on adaptive neuro-
fuzzy inference systems and discrete wavelet trans-
form, Salama, et al. presented a hybrid algorithm for 
simulating the faults [20].

Many researchers use MATLAB simulation in model-
ing and classification. Different types of ANN and their 
applications are used in solving power systems chal-
lenges. ANN used as a classifier by using back propaga-
tion method for discrimination between inrush current 
and the fault current [21]. 

Both Radial Basis Neural Networks and Back Propa-
gation Neural Networks are frequently employed. The 
multilayer perceptron, which has at least three layers 
(input layer, output layer, and hidden layer), is the most 
common architecture of this computing paradigm [22].

A convolutional neural network (CNN) is a specific 
category within machine learning. It belongs to a range 
of ANNs that are utilized for diverse purposes and data 
formats. CNNs are a type of network structure designed 
for DL algorithms and are particularly employed for 
tasks involving pixel data processing, such as recogni-
tion tasks [23]. There are further categories of ANNs in 
DL, but for objects recognition and identification. CNN 
is the most widely used type of ANNs specialized in 
classification. The main characteristic of CNN makes it 
better than standard ANNs for recognition [23]. CNN 
is an effective tool for recognizing multi-spectrograms 
that are structured into numerical data for diagnosing 
faults, eliminating the requirement of selecting the vi-
bration axis beforehand [24]. The proposed ML method 
uses a CNN framework that performs discrimination 
between inrush and faulty currents.

Fault detection refers to the requirement of having 
knowledge about the system's health limited to two 
possible conditions (normal or abnormal). The normal 
state indicates that the system is functioning correctly 
without any worrisome indications. On the other hand, 
the abnormal state signifies that certain system symp-
toms fall outside the range of what is considered normal. 
The system being developed must be capable of identi-
fying and distinguishing between these two states [25].

To prevent undesired tripping due to magnetizing in-
rush current, a novel approach is introduced for distin-
guishing internal fault current from inrush current. Trans-
former inrush currents can reach significant magnitudes, 
often ranging from five to seven times the rated current 
of the transformer. The second harmonic component is 

employed to inhibit the activation of differential relays 
in power transformers. False triggering of protection sys-
tems during inrush situations remains a prominent issue 
associated with transformer inrush currents.

The main objective of this study is to identify the in-
rush current and the type of fault based on two meth-
ods; variance statistical inference on three phase trans-
former signal and Fourier analyzers used to analyze the 
input signal and provide us with second harmonic sig-
nal. The peak value of 2nd harmonic input signals of the 
three phases of transformer. The two methods are used 
at different operating conditions to train the network.

In this research work, an efficient ML algorithm - 
which is CNN - is learned to determine the faults con-
ditions and their type. A study is made to explain that 
the inrush current is rich with 2nd harmonic content and 
Fourier analyzers are used to analyze the input signal of 
three phase transformer. The following sections of this 
research include the ML and Fourier analysis, preparing 
the dataset of normal and faulty current signals, train-
ing the CNN, results and testing of network, compari-
son with other algorithms and the conclusion.

2. MACHINE lEARNING AND FOURIER ANAlYSIS

In this research work, an efficient ML algorithm is 
learned to determine the faults conditions and their 
type, this is CNN. CNN includes the pooling, dropout, 
and fully connected (FC) layers. The phases of the ap-
plied ML technique are preparing the dataset of nor-
mal and faulty current signals, building the CNN model, 
splitting the data into train and test, training and test-
ing the model, evaluation, and changing the param-
eters to enhance the performance [26].

The input layer of CNN is numerical data of current in-
cludes the three phases current signals (Red, Yellow, and 
Blue) each represented by 1041 samples data for variance 
signal value with a matrix (1041*3) and 1118 samples data 
for second harmonic signal value with a matrix (1118*3). 
Some of these data is utilized in the CNN model training 
and the rest is utilized for testing the proposed model. 
These parameters taken under different operation condi-
tion to train CNN giving different type of current signals 
(inrush current or different type of faulty current) as the 
target of CNN that is shown in Table 1.

Table1. The target of CNN 

1 Inrush

2 F(A-B)

3 F(A-B-C)

4 F(A-C)

5 F(A-G)

6 F(B-C)

7 F(B-G)

8 F(C-G)

9 F(A-B-G)

10 F(A-C-G)

11 F(B-C-G)



1071Volume 14, Number 9, 2023

In this study, Fourier analyzers present the 2nd, 3rd and 
5th harmonic contents of the transformer input current 
signals for the current signal model of (normal-inrush-
faulty). Peak value of the 2nd harmonic inrush and fault 
current signals are recorded and some numerical sam-
ples of them are selected to be used as an input to the 
CNN algorithm in order to train it to be ready for the 
needed fault classification process. Variance statistic 
values of input signals of the three phases of transform-
er are used at different operating conditions. 

The 2nd, 3rd, and 5th harmonic contents of faulty mod-
el are shown in figures 1, 2 and 3 respectively. Table 1  
illustrates various harmonic contents.

Fig. 1. 2nd harmonic of current signal

Fig. 2. 3rd harmonic of current signal

Fig. 3. 5th harmonic of current signal

The data in table 2 confirms that the 2nd harmonic 
is the dominating harmonic during transformer 
energization as the greatest value of three different 
kinds of current is the 2nd harmonic content.

2nd harmonic

3rd harmonic

5th harmonic

Table 2. Harmonic spectrum

Current type 2nd(A) 3rd(A) 5th(A)
Normal 0.6 0.15 0.1

Inrush 2.4 1.2 0.75

Faulty (1.5-2.6) (1-1.5) (0.25-0.3)

3. DATA SET PREPARATION AND CNN TRAINING

Among the different types of neural networks (others 
include recurrent neural networks (RNN), long short-term 
memory (LSTM), artificial neural networks (ANN), etc.), 
CNNs are easily the most popular. These convolutional 
neural network models are ubiquitous in the image data 
space. They work phenomenally well on computer vision 
tasks like image classification, object detection, image 
recognition [27].

Input data is processed using sklearn pre-processing 
function called MinMaxScaler with feature_range = (0, 1). 
CNN algorithm is used to improve the accuracy of clas-
sification. Parameters of this method are adjusted to im-
prove performance where 50 epochs is used with a batch 
size = 1. a dams optimizer is used and achieves higher per-
formance in most of DL methods. The function “Get dum-
mies” from “pandas” library is used to convert categorical 
variable of output data into dummy/indicator variables. A 
sequential CNN model with two dense layers is used with 
'relu' activation function for the first input layer and 'soft-
max' activation function for the second output layer. 

A variety of samples of various operation conditions 
have been chosen and the 2nd harmonic is recorded by 
Fourier analysis for the three phase current signals. Tables 
3 and 4 shows the maximum 2nd harmonic current and 
variance statistic values respectively for some of these 
samples under different operating conditions and various 
current conditions to be input for CNN.

Fig. 4 shows the CNN architecture where it contains an 
input layer with activation function 'relu', four blocks of 
hidden layers (convolution / pooling) and FC layers (flat-
ten/dense).

Conditions of operating Maximum value of 2nd 
harmonic

Flux value Connection 
of winding

Signal 
type

I/Ph/
Red

I/Ph/
Yellow I/Ph/Blue

0.4, -0.2, 0.2 Yg-Yg Faulty 
(A-B-C) 2.2 0.0 2.0

0.4, -0.2, 0.2 Yg-Yg Inrush 0.730 0.010 0.001

0.4, -0.2, 0.2 Y-Y Faulty 
(A-B-C) 2.5 2.0 2.0

0.4, -0.2, 0.2 Y-D Inrush 0.4 0.2 0.3

0.4, -0.2, 0.2 Y-Y Inrush 0.13 0.13 0.12

0.4, -0.2, 0.2 Y-Y Faulty 
(B-G) 0.13 0.12 0.13

Table 3. Maximum value of 2nd harmonic current
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0.4, -0.2, 0.2 Y-Y Faulty 
(A-B) 2.00 2.00 0.01

0.4, -0.2, 0.2 D-D Inrush 0.360 0.345 0.054

0.4, -0.2, 0.2 D-D Faulty 
(C-G) 0.40 0.35 0.06

Table 4. Variance value signals

Conditions of operating variance value

Flux value Connection 
of winding

Signal 
type

I/Ph/
Red

I/Ph/
Yellow

I/Ph/
Blue

0.4, -0.2, 0.2 Yg-Yg Inrush 0.00 0.00 0.08

0.2, 0, 0 Y-Y Inrush 0.003 0.003 0.007

0.4, -0.2, 0.2 Yg-Yg Faulty 
(A-B) 0.001 8.03 8.72

0.4, -0.2, 0.2 D-D Faulty 
(A-B-C) 11.8 13.2 14.4

0.4, -0.2, 0.2 Y-Y Faulty 
(A-C) 8.51 0.01 8.49

0.3, 0, 0 Y-Y Inrush 0.0017 0.0015 0.0035

0.4, -0.2, 0.2 Yg-Yg Faulty 
(B-G) 0.0003 11.005 1.100

0.4, -0.2, 0.2 D-D Faulty 
(C-G) 0.01 0.10 0.10

0.6, -0.3, 0.3 D-D Inrush 0.0002 0.0026 0.0038

0.4, -0.2, 0.2 Y-Y Faulty 
(B-C-G) 6.63 6.48 0.21

Dataset

a) 2nd harmonic model

Fig. 4. Convolutional neural network architecture

CNN sequential Model

CNN sequential Model

 Dense    Fit model    Compile    Prediction
b) Variance model

The primary metric for comparing classifiers was the 
F1-score. F1-score, recall and Precision are computed as 
shown in the following equations 1, 2 and 3 [24]. Tables 
5 and 6 show the parameters of the variance and the 
2nd harmonic sequential models respectively.

Precision = Truepositive/(TruePositive+FalsePositive) (1)
Recall = Truepositive/(TruePositive+FalseNegative) (2)

F1_ score = (2*Recall*Precision)/(Recall+Precision) (3)

Table 5. Variance Sequential Model

Layer (type) Output Shape Parameters

dense (Dense) (None, 512) 2048

dense_1 (Dense) (None, 11) 5643

Table 6. Second harmonic Sequential Model

Layer (type) Output Shape Parameters

dense (Dense) (None, 64) 256

dense_1 (Dense) (None, 11) 715

4. RESUlTS AND TESTING OF CNN

Different percentages for training and testing are ap-
plied and the best results are with training by 60% and 
testing by 40% of the data for 2nd - harmonic model and 
with training by 80% and testing by 20% of the data for 
variance model.

Figs. 5 and 6 shows the accuracy and the loss of CNN 
model for 50 epochs when training with both variance 
and 2nd harmonic numerical values. 

(a)

(b)

Fig. 5. Performance of training the CNN model with 
variance values. (a) accuracy and (b) Loss
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(a)

(b)

Fig. 6. Performance of training the CNN model with 
second harmonic values. (a) accuracy and (b) Loss

Two dense layers are applied with specific total pa-
rameters equals 7,691 for variance values and equals 
971 for 2nd harmonic values. Different optimizers are 
applied; the best optimizer is a dams. Tables 7 and 8 
present the test results of the CNN model with both 
variance and 2nd harmonic values.

Table 7. Test results of the Sequential Model with 
variance values

Target Precision Recall f1-score

1 0.96 1.00 0.98

2 0.53 1.00 0.70

3 0.78 1.00 0.88

4 1.00 0.33 0.50

5 1.00 0.73 0.84

6 0.00 0.00 0.00

7 0.86 1.00 0.92

8 0.80 0.44 0.57

9 1.00 0.42 0.59

10 0.67 0.80 0.73

11 0.56 1.00 0.71

 The results in Table 7 shows that the recall classifier 
is better in target classes 1, 2, 3, 7, 10 and 11, while the 
precision classifier gives better results in target classes 
4, 5, 8 and 9.

Table 8. Test results of the Sequential Model with 
2nd harmonic values

Target Precision Recall f1-score

1 0.87 1.00 0.93

2 0.82 1.00 0.90

3 1.00 1.00 1.00

4 0.95 1.00 0.74

5 1.00 0.25 0.40

6 0.95 1.00 0.74

7 1.00 0.48 0.65

8 1.00 0.18 0.31

9 0.00 0.00 0.00

10 0.00 0.00 0.00

11 0.00 0.00 0.00

The results in Table 8 shows that the recall classifier 
is better in target classes 1, 2, 3, 4 and 6, while the pre-
cision classifier gives better results in target classes 4, 
5, 6,7 and 8. The test results show an accuracy of 83% 
when using 2nd harmonic signals and 86% with vari-
ance signals. The result shows that the sequential CNN 
model achieves good performance.

5. COMPARISON WITH OTHER AlGORITHMS 

In order to rate the proposed CNN model, it is com-
pared with other algorithms that are used for trans-
former inrush and fault currents classification. Table 
9 presents a comparison between the proposed CNN 
algorithm performance and the performance of other 
models. The comparison shows that the proposed CNN 
model achieves a higher accuracy in fault classification 
than other compared models.

Table 9. Comparison of the proposed model 
performance with other research works

Model
Proposed  

CNN 
model

ANN 
[29]

Based 
language 

Ml models 
[28]

DlNN 
with auto-
encoders 
(SAE) [30]

Stacked 
sparse auto 
encoder Dl 

[31]

Acc. 86% 80.4% 72.3% 71.3% 79.94%

6. CONClOSION

In this paper, CNN is used to classify transformer faults. 
Matlab-Simulink is used to simulate the faults at different 
operating conditions. The current harmonic contents are 
extracted by using Fourier analysis and become clear that 
the 2nd harmonic content is the predominant. The accu-
racy of the CNN model is improved by training with nu-
merical data of variance and 2nd harmonics values.  The 
proposed CNN model achieves an accuracy of 83% when 
learned with 2nd harmonic values and 86% with variance 
values. It is obvious that the variance data set yields better 
performance. A comparison with other techniques is per-
formed and the CNN model presents a higher improved 
accuracy by about 5.6% more than using ANN.
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Experimental Procedure for Determining the 
Remanent Magnetic Flux Value Using the 
Nominal AC Energization
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Abstract – The laboratory setup and corresponding experimental procedure for determining the remanent magnetic flux in the magnetic 
core of a single-phase transformer are presented in this paper. Using the proposed method, the remanent flux can be determined without 
prior knowledge of any parameter or past states of the transformer which is a significant advantage compared to previously known 
methods. Furthermore, reliable information about the remanent flux could be obtained using less equipment than other methods. Only 
electrical measurements are needed, without any physical intervention in the core or some other parts of the transformer. However, the 
major drawback is that some new unknown value of the remanent flux is set after the measuring procedure. Various initial conditions of the 
remanent flux and the closing voltage angle are set before each energization of the transformer to prove the validity of the proposed method, 
which can be used to obtain some characteristics of the remanent flux, such as stability over time or its dependence on some external factors. 

Keywords: inductance, magnetic cores, magnetic flux, transformers

1.  INTRODUCTION

A magnetic core will contain a certain amount of the 
remanent magnetic flux (ΦR), also known as residual 
flux, remanent magnetization or remanence, after the 
de-energization. An example of a ferromagnetic ma-
terial's major magnetic hysteresis loop is shown in φ-i 
characteristics (Fig. 1).
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Fig. 1. An example of the magnetic hysteresis loop 
of a ferromagnetic material

The value of the remanent flux is essential in several 
areas in practice. One refers to reducing a coil or trans-
former inrush current by controlled switching [1-4]. An-
other application area where the remanent flux has an 
important impact is avoiding current transformer satu-
ration [5-7]. Also, the remanent flux is important as one 
of the initial conditions in the ferroresonant circuit [8]. 
In almost all previously mentioned application areas, 
a magnetic core forms a closed loop, so the remanent 
flux is closed within the core itself and cannot be mea-
sured directly without physical intervention in the core.

However, some methods indirectly determine the 
remanent flux. The most widely used method is the de-
termination of the remanent flux when de-energizing 
a coil or transformer by measuring the transformer ter-
minal voltage during the de-energization [8, 9]. The ba-
sic idea is to determine the magnetic flux at the instant 
of de-energization by integrating the port-voltage. 
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This method is usually used to reduce the inrush cur-
rent by controlled switching. It is quite simple, but it 
is unusable if the terminal voltage was not previously 
measured. Furthermore, the remanent flux can change 
its value while the coil is not energized if system tran-
sients occur [10], or even if there are no external im-
pacts, due to the phenomenon called magnetic viscos-
ity [11]. In that case, the method is unreliable.

Determining the remanent flux can also be done by 
measuring the leakage flux – the flux near the core is 
measured and then from the obtained results the re-
manent flux in the core is estimated [12-14]. Unlike the 
previous method, all possible changes of the remanent 
flux after the de-energization are taken into account. 
Disadvantages are its inaccuracy and high implemen-
tation costs – it is challenging to install a magnetic field 
sensor inside the power transformer tank in an aggres-
sive environment and high temperature. On the other 
hand, installing the sensor outside the tank will not 
yield satisfactory results.

The remanent flux can also be determined using the 
low-voltage DC source for energization [15]. However, 
an additional DC voltage source is needed to deter-
mine the remanent flux utilising this method, while 
using the proposed method only the nominal voltage 
source available on-site is required. Furthermore, ap-
plying this method, the major hysteresis loop of the 
observed transformer needs to be obtained before de-
termining the remanent flux, which is not the case in 
the proposed method. This method can be used in the 
same application areas as the proposed method.

The remanent flux could also be determined using 
the inductance value of the winding of a transformer 
[16]. As in [15], the transformer should be tested before 
using this method, and the correlation between the re-
manent flux and the inductance must be established. 
The conclusion is that the inductance will decrease 
if the remanent flux is high. However, this method is 
quite inaccurate – if the remanent flux value changes 
from zero to the maximum value, the inductance will 
change only 5% of its value.

Furthermore, the remanent flux could be determined 
using a minor hysteresis loop without any data regard-
ing the last de-energization [17]. However, the trans-
former should be tested before using this method, and 
the relation between the remanent flux and the param-
eter WQ has to be established. But, it could be used for 
reducing the inrush current by controlled switching be-
cause the determined remanent flux will be preserved 
after the measurement process.

Finally, there is the method for determining the re-
manent flux which uses the nonlinear magnetizing 
characteristics of the core [18]. The basic idea is to en-
ergize a coil or transformer with the low voltage DC 
source and analyze the transient current. Prior to appli-
cation of the method, the observed transformer should 
be tested and transient currents should be obtained for 

all possible remanent flux values. However, after apply-
ing this method, some unknown value of the remanent 
flux after the determination will be established.

There are also demagnetization and prefluxing tech-
niques which actually do not determine the remanent 
flux, but set it to zero and the maximum value, respec-
tively [19-21]. The basic idea of prefluxing is to set the 
remanent flux to the maximum positive or negative 
value prior to operation [22-25]. After demagnetization 
or prefluxing, the optimal switching angle for reducing 
the inrush current can easily be calculated. The devices 
used for demagnetization and prefluxing are simple in 
construction and operate using low DC voltage.

There is no adequate method for determining the re-
manent flux which can obtain some features, such as 
stability over time or how it is influenced by some ex-
ternal factors, except the method shown in [15]. Most 
of the previously mentioned methods cannot give 
satisfactory results regarding the precise and reliable 
value of the remanent flux in a closed magnetic core.

The laboratory setup and corresponding method for 
determining the remanent flux value will be presented 
in this paper. Although this paper will discuss only the 
remanent flux in the transformer core, the proposed 
method could also be appropriately applied to the iron 
core coil.

In most cases in practice, the possibility of setting the 
remanent flux to any value is not used for mitigating 
inrush current, due to the fact that setting magnetic 
flux value requests additional devices [20-24]. Thus, 
the methods most often used rely on integrating the 
measured port-voltage during the de-energization 
and assuming that the determined remanent flux will 
not change until the subsequent energization [2, 3, 
9, 26]. The proposed method could be used to check 
this assumption, where one could consider the time-
dependence of the remanent flux. In some cases, the 
time interval between de-energization and the next 
energization of the power transformer or coil (e.g. used 
for compensation of reactive power) could be a couple 
of months. Furthermore, it is proven that the remanent 
flux in the core can be changed even if the transformer 
is not energized [10]. Thus, using the proposed meth-
od, it can be investigated how system transients and 
external magnetic fields affect the remanent flux.

Finally, the remanent flux can be determined with-
out any data about the past states. Furthermore, the 
parameters of the transformer, except the nominal 
voltage, should not be known. Only the voltage and 
current measurements should be conducted, meaning 
less equipment is required than in the other methods.

2. PROPOSED METHOD

The simple model of the winding of an unloaded 
transformer can be used as shown in Fig. 2 inside the 
dashed rectangle.
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Fig. 2. The model of the winding of an unloaded 
transformer

The model consists of a linear resistance R in a series 
with a nonlinear inductance L with φ-i characteristics 
(Fig. 1) experimentally obtained. The resistance R repre-
sents the winding resistance. The model shown in Fig. 2 
uses the φ-i characteristics of an unloaded transformer 
which including nonlinear characteristics with hyster-
esis. However, only the major magnetic hysteresis loop 
which is obtained for particular excitation (AC voltage, 
RMS 39 V, 50 Hz) is defined. The operating point or tra-
jectory could be anywhere inside the loop for some 
arbitrary excitation. This makes the simulation model 
appropriate only for the steady state established for the 
previously mentioned excitation. However, there are 
some other models more appropriate for simulation, 
such as the lumped-circuit model by Chua and Stroms-
moe [27], the Preisach model [28] and the Jiles-Atherton 
model [29]. The Chua mathematical model could not be 
used for the remanent flux simulation, because its non-
linear characteristics of the inductance and resistance 
are anhysteretic. On the other side, the Preisach and 
Jiles-Atherton models can be used to explain the rema-
nent flux phenomenon as shown in [30] for the Preisach 
model. However, even if it is inappropriate for simulation 
in general, the role of model (Fig. 2) in this paper is to 
clarify the rationale behind our experimental procedure. 
Thereby, due to the straightforward physical explainabil-
ity of the model, it was not necessary, given the focus of 
this paper, to use simulation as additional validation of 
the experiment. Our future research will address various 
already mentioned modeling and simulation methods, 
but also FEM and BEM modelling [31].

Assume that the AC source voltage is

(1)

Kirchhoff’s voltage law for the model shown in Fig. 
2 equals

(2)

In the steady state, (2) for the DC components can be 
expressed as

where I(0), Φ(0) and U(0) are the DC components of 
the magnetizing current (i), the magnetic flux (φ) and 
the AC source voltage (u), respectively. Considering 

that the DC component of the AC source voltage, U(0), 
is zero and concerning (3), the DC component of the 
magnetizing current, I(0), must also be zero because 
Φ(0) has a constant value per definition and, thus, its 
derivative equals to zero.

Furthermore, considering that the magnetic flux 
(φ) is an odd function of the magnetizing current (i), 
as shown in Fig. 1, the DC component of the magnetic 
flux, Φ(0), in the steady state must also be zero.

The basic idea is to energize the unloaded transform-
er at the nominal AC voltage and measure the magne-
tizing current (i) and inductance voltage (uL). The in-
ductance voltage can be obtained as the difference be-
tween the measured transformer terminal voltage (u) 
and the product of the current (i) and the resistance (R):

(3)

(4)

Furthermore, the inductance voltage (uL) can also be 
obtained by measuring the voltage on the secondary un-
loaded winding and converting it to the primary side us-
ing the turns ratio. The magnetic flux (φ) in the core equals

(5)

where N is the number of the corresponding transform-
er winding turns, t and τ are the time variables, and ΦR 
is the remanent flux value, that is, the magnetic flux at 
instant t = 0. Considering (5), the DC component of the 
magnetic flux (φ) in the steady state can be expressed as

(6)

where T is the period of the AC source voltage. Con-
sidering that the DC component of the magnetic flux, 
Φ(0), in the steady state must be zero and concerning 
(6), the remanent flux (ΦR) equals

(7)

Whereby it is crucial to choose the period for calculat-
ing the DC component in the steady state, not during 
the transient state. In other words, the instant tss must 
be in a steady state. Consequently, the remanent flux 
(ΦR) can be obtained using the measured inductance 
voltage (uL), that is, the calculated magnetic flux (φC):

(8)

(9)

3. LABORATORY SETUP

The measurement circuit with the model shown in 
Fig. 3 is built to determine the remanent flux (ΦR) by 
analyzing the unloaded transformer’s inductance volt-
age (uL) waveform. Various initial conditions of mag-
netic flux at the moment of de-energization (de-ener-
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gization flux, ΦD) and the closing voltage angle (α) will 
be set to prove the validity of the proposed method 
independently of the initial conditions.

Fig. 3. The measurement circuit model

The measurement circuit model consists of the two 
winding transformer (inside the dashed rectangle), the 
resistance RR, three variable AC voltage sources, u1, u2 
and u3, two electronically controlled switches S1 and S2, 
and the ordinary mechanical switch S3. The transformer 
is modeled with the resistance RT and the perfect trans-
former (ideal transformer with magnetizing inductance 
L included) connected in a series (Fig. 3). The magnetic 
characteristics of the nonlinear inductance L are shown 
in Fig. 1. Physical realization of the measurement circuit 
is shown in Fig. 4.

Fig. 4. Realization of the measurement circuit

The measurement circuit consists of: 1 – transformer 
under test, 2 – resistor RR, 3 – electronic switching de-
vice, 4 – PC with installed data acquisition software, 5 – 
data acquisition card, 6 and 7 – active differential probes, 
8 – passive voltage probe, 9 – oscilloscope, 10 – current 
probe, 11 – digital multimeters, 12 – variable AC voltage 
source u1 used for the energization of the transformer, 
13 – variable AC voltage source u2 used for the setting of 
the de-energization flux, 14 – variable AC voltage source 
u3 used for demagnetization.

The single-phase transformer (1, Fig. 4) is made of a 
toroidal core with two windings – 47 and 7 turns, both 
wired with triple wire (each has a round cross-section of 
1.3 mm2). The magnetic core (the cross-sectional area is 
20 cm2) consists of oriented transformer sheets (M5-type). 
The nominal power is 200 VA, nominal voltages are 30 V 
and 4.5 V, and nominal currents are 6.5 A and 44.5 A. The 
resistor RT equals 0.19 Ω and inductance L equals 0.59 H 
in linear (non-saturated) area (Fig. 3). The purpose of the 
resistor RR which equals 1.22 Ω (2, Fig. 4, also shown in 

Fig. 3) is to limit the inrush current. If not used, it could 
reach up to 120 A, devastating for the equipment used. 
The secondary winding terminals are used only for ob-
taining the voltage (uS). The electronic switching device 
(3, Fig. 4) sets the initial remanent flux. All the measured 
values (magnetizing current, primary and secondary volt-
age) are obtained using the data acquisition (DAQ) card 
National Instruments NI-USB 6212 (5, Fig. 4) and the PC 
(4, Fig. 4). The waveform of the magnetizing current (i) is 
obtained indirectly by measuring the voltage on the ad-
ditional resistor (RR) using active differential probe GW In-
stek GDP-025 (6, Fig. 4). Furthermore, the primary voltage 
(uP) is also obtained using active differential probe (7, Fig. 
4) and the secondary voltage (uS) using passive differen-
tial probe (8, Fig. 4). The sampling frequency was set to 
50 kHz. The frequency of all the AC sources is 50 Hz. Fur-
thermore, oscilloscope (9, Fig. 4) and digital multimeters 
(11, Fig. 4) were used only for monitoring the situation. 
All the measuring data used in this research is collected 
using the DAQ card and PC.

4. EXPERIMENTAL PROCEDURE

Every single measurement is carried out in three 
steps, but only to test the proposed method’s validity. 
In possible application, only the third step of the ex-
perimental procedure should be carried out. The first 
step is AC demagnetization, carried out by slowly de-
creasing the voltage of the variable AC source u3 from 
the RMS value of 36 V to zero in approximately 10 s, as 
shown in [32]. During the core demagnetization, the 
switches S1 and S2 are open. The demagnetization is im-
portant for setting the de-energization flux (ΦD) value 
in the second step.

The second step follows up approximately 5 s after 
the first step, and it is done using the AC source u2 and 
the switch S2, while the switches S1 and S3 are open. The 
second step is described in detail in [15]. The value of the 
de-energization flux (ΦD) is set by changing the RMS 
voltage of the variable AC source u2 (U2) and the instant 
of opening the switch S2 (when the current is crossing 
zero value). In total, 25 different de-energization flux val-
ues are obtained in this experiment which corresponds 
to 13 different RMS voltages of the variable AC source u2 
(U2), including zero value, and two different zero cross-
ings of the magnetizing current in the φ-i characteris-
tics. De-energization flux (ΦD) values and corresponding 
RMS voltages U2 are shown in Table 1. (only positive val-
ues due to the symmetry of the φ-i characteristics).

Table 1. Corresponding de-energization flux values 
and RMS voltages of the variable AC source u2.

U2 (V) ΦD (mVs) U2 (V) ΦD (mVs)

36 2.997 18 1.152

33 2.752 15 0.901

30 2.364 12 0.650

27 2.040 9 0.433

24 1.728 6 0.140

21 1.441 3 0.061
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The third step follows up in less than 1 s after the sec-
ond step. Thus, the value of the set de-energization flux 
(ΦD) will be considered as the value of the remanent 
flux (ΦR) in the core in the moment of energization of 
the transformer in the third step. This is the usual pro-
cedure when determining the remanent flux during the 
de-energization of the transformer by measuring the 
port-voltage [33, 34]. The third step of the experimental 
procedure is the only step which will be carried out in 
the possible application of the proposed method, and it 
is energizing the transformer using the AC source u1 and 
the electronically controlled switch S1, while the switch-
es S2 and S3 are open. The RMS voltage of the AC source 
u1 is set to 36 V which is 20% higher than the nominal 
voltage of the primary winding. It is done to obtain the 
steady state faster. Namely, the time constant that affects 
the length of the transient state is L/(RT+RR) whereby 
the inductance L is not a constant value, but equals

Thus, when the core reaches saturation, the induc-
tance L is significantly lower than in the non-saturated 
region. Finally, the lower inductance L, the lower time 
constant means faster entry in the steady state. This is 
important because the remanent flux (ΦR) value is ob-
tained as the negative value of the DC component of 
the calculated magnetic flux (φC) in the steady state. The 
closing voltage angle (α), is set by the PC over the elec-
tronically controlled switch S1. To prove that the differ-
ent initial conditions of the de-energization flux (ΦD) and 
closing voltage angle (α) do not affect the validity and 
accuracy of the proposed method, the measurements 
were carried out by varying the following parameters:
•	 U2 = 36 V (-), 33 V (-), …, 0 V, …, 33 V (+), 36 V (+);
•	 α = 0°, 30°, 60°, 90°, 120°, 150°, 180°;
which in total gives 175 measurements. At the end, the 
obtained values of the remanent flux using the pro-
posed method will be compared to the set values of 
the de-energization flux.

5. EXPERIMENTAL RESULTS

The obtained results for each measurement include the 
magnetizing current (i), the primary winding voltage 
(uP), the secondary winding voltage (uS), and the cal-
culated magnetic flux (φC). Examples of the obtained 
waveforms are shown in Figs. 5, 6, 7, and 8, respectively.

(10)

Fig. 5. Magnetizing current (i) for U2 = 18 V (+)  
and α = 90°

Fig. 6. Primary winding voltage (uP) for U2 = 18 V (+) 
and α = 90°

Fig. 7. Secondary winding voltage (uS) for U2 = 18 V 
(+) and α = 90°

Fig. 8. Calculated magnetic flux (φC) for U2 = 18 V (+) 
and α = 90°

For each measurement, the remanent flux (ΦR) value 
is obtained as the negative value of the DC component 
of the calculated magnetic flux (φC) in the steady state. 
The obtained remanent flux (ΦR) values are shown in 
Table 2, where parameter U2 is marked with its value 
and sign (+) or (–) attached, depending on the sign of 
the set de-energization flux (ΦD).

Table 2. Obtained remanent flux values

RMS 
voltage, 

U2 (V)

Closing voltage angle, α

0° 30° 60° 90° 120° 150° 180°

36 (+) 3.082 3.083 3.085 3.080 3.078 3.079 3.077

33 (+) 2.752 2.788 2.757 2.747 2.748 2.751 2.766

30 (+) 2.123 2.179 2.164 2.369 2.330 2.178 2.337

27 (+) 1.805 1.881 2.104 2.078 1.872 1.864 2.055

24 (+) 1.605 1.721 1.557 1.705 1.664 1.750 1.609

21 (+) 1.323 1.455 1.378 1.344 1.536 1.309 1.242

18 (+) 1.160 1.326 1.041 1.018 1.252 1.189 1.280

15 (+) 1.004 1.072 0.868 1.026 0.913 0.864 0.892

12 (+) 0.584 0.508 0.606 0.687 0.544 0.645 0.650

9 (+) 0.377 0.378 0.445 0.370 0.454 0.353 0.429

6 (+) 0.273 0.331 0.339 0.310 0.340 0.312 0.267

3 (+) 0.167 0.163 0.186 0.151 0.181 0.143 0.148

0 –0.049 0.002 0.002 0.013 0.051 –0.037 –0.023
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3 (–) –0.155 –0.128 –0.130 –0.139 –0.140 –0.156 –0.151

6 (–) –0.308 –0.263 –0.278 –0.270 –0.307 –0.342 –0.335

9 (–) –0.443 –0.386 –0.339 –0.457 –0.381 –0.438 –0.430

12 (–) –0.714 –0.738 –0.713 –0.692 –0.644 –0.801 –0.614

15 (–) –0.992 –0.756 –0.802 –0.974 –0.879 –0.887 –0.988

18 (–) –1.065 –1.126 –1.087 –0.917 –1.006 –1.099 –1.239

21 (–) –1.458 –1.261 –1.195 –1.447 –1.361 –1.360 –1.208

24 (–) –1.543 –1.660 –1.771 –1.731 –1.502 –1.591 –1.847

27 (–) –1.848 –1.825 –1.837 –2.067 –1.850 –2.054 –1.916

30 (–) –2.159 –2.243 –2.295 –2.180 –2.238 –2.115 –2.291

33 (–) –2.725 –2.735 –2.727 –2.702 –2.690 –2.749 –2.731

36 (–) –3.051 –3.049 –3.028 –3.043 –3.048 –3.055 –3.057

RMS 
voltage, 

U2 (V)

Closing voltage angle, α

0° 30° 60° 90° 120° 150° 180°

For each parameter of U2, the obtained remanent flux 
(ΦR) value should be the same, regardless of the initial 
condition of the closing voltage angle (α). To evaluate 
this, for each parameter of RMS voltage U2, the average 
remanent flux value (ΦR_average) is calculated as

Also, the standard deviation (σ) of the obtained re-
manent flux (ΦR) values for each parameter of RMS volt-
age U2 is calculated as

(11)

(12)

Furthermore, the relative standard deviation (σ%) is 
calculated for each parameter of U2 as

(13)

Table 3. Standard deviation and relative standard 
deviation of the obtained remanent flux values

RMS voltage 
U2 (V)

Average 
remanent 
flux value, 
ΦR_average 

(mVs)

Standard 
deviation, σ 

(mVs)

Relative 
standard 

deviation, σ%

36 (+) 3.080 0.003 0.09%

33 (+) 2.759 0.014 0.49%

30 (+) 2.240 0.093 4.17%

27 (+) 1.951 0.114 5.82%

24 (+) 1.659 0.066 3.95%

21 (+) 1.370 0.091 6.63%

18 (+) 1.181 0.109 9.19%

15 (+) 0.949 0.078 8.21%

12 (+) 0.603 0.058 9.69%

9 (+) 0.401 0.037 9.35%

6 (+) 0.310 0.028 9.01%

3 (+) 0.163 0.015 9.42%

0 –0.006 0.031 535.62%

3 (–) –0.143 0.011 7.43%

6 (–) –0.300 0.029 9.63%

9 (–) –0.410 0.039 9.60%

12 (–) –0.702 0.057 8.06%

15 (–) –0.897 0.087 9.69%

18 (–) –1.077 0.092 8.59%

21 (–) –1.327 0.100 7.51%

24 (–) –1.664 0.117 7.03%

27 (–) –1.914 0.097 5.06%

30 (–) –2.217 0.063 2.84%

33 (–) –2.723 0.019 0.69%

36 (–) –3.047 0.009 0.30%

The measurement results show that the relative stan-
dard deviation (σ%) does not exceed 10% in any case, 
except for U2 = 0 V. That exception is because the de-
nominator value (average remanent flux) is near zero 
when calculating the relative standard deviation (σ%). 
Also, the relative standard deviation (σ%) lowers when 
the RMS voltage U2 rises. The reason for these devia-
tions could be in the second step of the experimental 
procedure when magnetizing the transformer, that is, 
setting the de-energization flux (ΦD). In the first step of 
the experimental procedure, the transformer is demag-
netized and this is done accurately. But the second step 
is critical in terms of accuracy, especially at lower mag-
netizing voltage values. At higher magnetizing voltage 
values, the relative standard deviation (σ%) is less than 
1%. In these cases, the transformer goes into saturation 
even at the steady state, while at lower magnetizing 
voltage values it does not go into saturation at all. So, 
at lower magnetizing voltage values, the transformer 
will slowly enter a steady state because of the higher 
time constant in these cases. As a result, the magnetiz-
ing process in the second step does not always set the 
aimed de-energization flux (ΦD) value accurately.

Finally, the obtained average remanent flux values for 
each parameter U2 are compared to the corresponding 
de-energization flux (ΦD) values shown in Table 1. The 
results are shown in Fig. 9.

Fig. 9. Obtained average remanent flux values and 
corresponding de-energization flux values for each 

parameter of RMS voltage U2
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The obtained average remanent flux value is almost 
the same as the corresponding de-energization flux val-
ue for each parameter U2, as shown in Fig. 9. Also, sym-
metry of the results can be seen in Fig. 9, which is the ex-
pected result because of symmetrical φ-i characteristics. 
The ratios of the obtained average values of remanent 
flux (ΦR) and corresponding values of de-energization 
flux (ΦD) are shown in Table 4 for each parameter U2.

Table 4. Ratios of the obtained average values of 
remanent flux and corresponding values 

of de-energization flux

U2 (V)
Remanent flux /  
De-energization 

flux
U2 (V) Remanent flux / 

De-energization flux

36 (+) 102.79% 36 (–) 101.69%

33 (+) 100.23% 33 (–) 98.93%

30 (+) 94.74% 30 (–) 93.78%

27 (+) 95.65% 27 (–) 93.80%

24 (+) 95.97% 24 (–) 96.25%

21 (+) 95.01% 21 (–) 92.07%

18 (+) 102.47% 18 (–) 93.46%

15 (+) 105.28% 15 (–) 99.55%

12 (+) 92.88% 12 (–) 108.08%

9 (+) 92.56% 9 (–) 94.81%

6 (+) 222.05% 6 (–) 214.98%

3 (+) 266.70% 3 (–) 233.93%

The results in Table 4 show that the average rema-
nent flux values are between 93% and 108% of the cor-
responding values of de-energization flux in most cases. 
The exceptions appear only for parameters with RMS volt-
age U2 = 3 V (+), U2 = 3 V (–), U2 = 6 V (+), and U2 = 6 V (–).  
The reason for these exceptions could be the relatively 
small absolute values of the obtained remanent flux and 
corresponding de-energization flux which can cause 
higher measurement uncertainty. Another reason could 
be the imprecise setting of the de-energization flux in 
the second step of the experimental procedure.

6. CONCLUSION

The remanent flux can be determined using the pre-
sented experimental procedure without any data about 
parameters or past states of a transformer, using only 
electrical measurements. Some of the previously men-
tioned methods determine the remanent flux during 
the de-energization, which is very useful for reducing 
the inrush current by controlled switching. However, 
most of these methods cannot be used for investigating 
stability over time and the impact of the external exci-
tations (system transients and magnetic fields) on the 
remanent flux in the core because they determine it in 
the moment of de-energization. Namely, those external 
excitations could change the remanent flux value while 

the transformer is not even connected to the grid. This 
means that the remanent flux can have a different value 
at the end of such an idle state, compared to the de-
energization instant. On the other hand, the proposed 
method determines the remanent flux in the moment 
of energization of the transformer, that is, after an idle 
state. This means that the proposed method is unusable 
for reducing the inrush current by controlled switching 
because some new value of the remanent flux is estab-
lished in the core after conducting the experimental 
procedure. It also means that the determined value will 
depend on the moment of the previous de-energiza-
tion. Still, every change of the remanent flux between 
the previous de-energization and new energization will 
be taken into account, contrary to the other methods of 
determination during the de-energization. Thus, some 
new value of the remanent flux is established in the core 
after conducting the proposed method, but in investi-
gating the stability over time and impacts of external ex-
citations on the remanent flux, this drawback is not cru-
cial because the goal is to determine how remanent flux 
was changed during the idle state, that is, its new value 
established at the end of the experimental procedure 
is not significant. Although there is a method similar to 
the proposed one which uses the low voltage DC source 
to determine the remanent flux, the proposed method 
could be more applicable because it uses the nominal 
voltage for energization, which could be easier to ob-
tain on-site. Furthermore, the proposed method does 
not demand any data about the observed transformer, 
except the nominal voltage, which is not the case when 
using the method with the DC energization.

Finally, the other methods which determine the re-
manent flux during de-energization and the proposed 
method go along in investigating the stability over time 
and impacts of external excitations on the remanent 
flux. Namely, using the previously known methods, the 
remanent flux will be determined in the moment of de-
energization and using the proposed method, the re-
manent flux will be determined in the moment of new 
energization, enabling comparison of these two values, 
that is, detecting the remanent flux changes due to the 
impact of external excitations.
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