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Multi-Head CNN based Software Development 
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Original Scientific Paper 

Abstract – Agile methodology for software development has been in vogue for a few decades, notably among small and medium 
enterprises. The omission of an explicit risk identification approach turns a blind eye to a range of perilous risks, thus dumping 
the management into strenuous situations and precipitating dreadful issues at the crucial stages of the project. To overcome this 
drawback a novel Agile Software Risk Identification using Deep learning (ASRI-DL) approach has been proposed that uses a deep 
learning technique along with the closed fishbowl strategy, thus assisting the team in finding the risks by molding them to think 
from diverse perspectives, enhancing wider areas of risk coverage.  The proposed technique uses a multi-head Convolutional 
Neural Network (Multihead-CNN) method for classifying the risk into 11 classes such as over-doing, under-doing, mistakes, concept 
risks, changes, differences, difficulties, dependency, conflicts, issues, and challenges in terms of producing a higher number of risks 
concerning score, criticality, and uniqueness of the risk ideas. The descriptive statistics further demonstrate that the participation 
and risk coverage of the individuals in the proposed methodology exceeded the other two as a result of applying the closed fishbowl 
strategy and making use of the risk identification aid. The proposed method has been compared with existing techniques such as 
Support Vector Machine (SVM), Multi-Layer Perceptron (MLP), Generalized Linear Models (GLM), and CNN using specific parameters 
such as accuracy, specificity, and sensitivity.  Experimental findings show that the proposed ASRI-DL technique achieves a classification 
accuracy of 99.16% with a small error rate with 50 training epochs respectively.

Keywords: closed fishbowl strategy, explicit risk identification, structured brainstorming, multi-head convolutional neural network

1.  INTRODUCTION

Worldwide circumstances reveal that the success 
of software development projects highly depends on 
appropriate planning and an inclination toward mini-
mizing possible risks [1]. Systematic methods for risk 
management processes and mechanisms are scarce in 
an agile software development environment [2, 3]. Ag-
ile processes perform risk management in an implicit 
mode by incorporating techniques that handle risks in-
nately. By including time limits and changing require-
ments, the processes act as risk mitigation techniques, 
and transparency to the customer improves managing 
his requirements while also performing risk mitigation 
[4]. However, the implicit approach is threatening and 
suitable only as an initial phase and further improve-
ments are needed for sure since a lack of identification 
of the right risks can lead to poor mitigation, monitor-

ing, and controlling of risks. Explicit risk management 
strategies that adhere to agile principles are important 
in agile processes [5,6]. 

Following explicit risk management strategies in 
Agile methodology has produced several positive out-
comes, like improvements in communication, team ef-
ficiency, and product quality [7, 8]. To achieve a certain 
level of efficiency in Agile Risk Management, an easy 
methodology that ensures respect for the Agile Mani-
festo is required [9]. To avoid project failure due to risk 
traversal, it is necessary to capture and manage risks 
earlier in the software development process [10]. Rec-
ognizing and acknowledging the risks of a project is 
not always free of complications [11,12]. 

The ISO/IEC 31000 standard recommends brain-
storming as one of the most strongly suitable tools for 
risk identification and subsequent steps [13]. Brain-
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storming is suitable for new or substandard procure-
ment tasks since it encourages different and innovative 
thinking [14]. However, because of its unsystematic 
nature, there is a chance for potential risks to be over-
looked, and the procedure takes more time to obtain 
the results and arrive at a conclusion [15,16].

Creative teams with diversity in expertise are the key 
to success in brainstorming [17]. However, they must 
give up intentional ignorance for team collaboration 
to be effective [18]. As a result, risk identification as-
sistance tools must consider the above constraints and 
facilitate communication and collaboration among 
participants [19-23]. Keeping this in mind, we continue 
our research to propose a novel Agile Software Risk 
Identification using the Deep Learning (ASRI-DL) ap-
proach [24-27]. The major contributions of the paper 
are organized as follows.

•	 The proposed method uses a deep learning 
technique along with the closed fishbowl strat-
egy, thus assisting the team in finding the risks 
by molding them to think from diverse perspec-
tives and enhancing wider areas of risk coverage.  

•	 The proposed technique uses a multi-head Con-
volutional Neural Network (Multihead-CNN) 
method for classifying the risk into 11 classes in 
terms of producing a higher number of risks con-
cerning score, criticality, and uniqueness of the 
risk ideas.

•	 The effectiveness of the suggested method has 
been assessed in terms of specific parameters 
such as accuracy, specificity, and sensitivity.

The remainder of the paper is structured as shown 
below. The literature review is discussed in Section II. 
The details of the proposed ASRI-DL scheme are de-
scribed in Section III. Results and discussion are cov-
ered in Section IV. The conclusion and future work are 
discussed in Section V.

2. LITERATURE REVIEW

In 2018, E. E. Odzaly, [28] highlighted that risk iden-
tification was found to be the most difficult process in 
terms of effort, and people issues are the most crucial 
ones in Agile software projects; however, automated 
risk management was not fully achieved through the 
solution.

In 2018, A. Nadali, et al. [29] proposed a Structured 
What If Technique (SWIFT), a systematic risk identifi-
cation study, which clearly illustrates the sources of 
identified risks, along with their impact, treatment, and 
countermeasures. The full potential of the model, how-
ever, was not investigated.

In 2020, T. E. Abioye, et al. [30] proposed the ontolo-
gy-based proactive approach towards managing risks 
by Abioye et al.  Though the risk identification process 
was carried out using multiple techniques this tech-

nique was good enough at unearthing almost all risks 
in the risk identification approach.

In 2020, M. Sousa, [31] proposed a modern board 
game-based framework that aimed to offer solutions 
for small enterprises via simple games to stimulate 
brainstorming sessions. However, the approach re-
quires more time to be spent initially learning the 
games and then implementing them in the brain-
storming sessions, which is a tedious process.

In 2021, M. Nabawy et al. [32], proposed a Risk Break-
down Structure (RBS) a risk identification framework 
and database, which classifies the risks into threats and 
opportunities. They present the usage of RBS in sys-
tematically identifying and assessing the risks through 
risk categories.

In 2021, M. Khalilzadeh et al. [33] proposed a fuzzy 
Delphi method, a combination of the Delphi technique 
and fuzzy set theory for handling uncertainty, which 
was used as a risk identification technique to filter the 
risks previously identified through documentation 
analysis. 

In 2017, M. Zavvar et al. [34] proposed a Support Vec-
tor Machine (SVM) to model risk classification in soft-
ware development projects. According to the experi-
mental results, the proposed method exhibits superior 
CAR and AUC.

In 2022, M. Yang et al. [35] proposed a multi-layer per-
ceptron model that can predict risks in software devel-
opment. The experimental findings show that the pre-
diction accuracy is 83.11%, which is higher than that of 
typical machine learning models. 

In 2015 B. Esmaeili et al. [36] investigated the validity 
of applying these fundamental risk factors to predict 
safety outcomes. The modeling technique consists of 
two steps: (1) doing principle components analysis to 
minimize dimensionality and (2) using principal com-
ponents as generalized linear models to describe the 
probability of various risk categories.

In 2022, Q. Wang et al. [37] presented a convolutional 
neural network (CNN)-based automated technique for 
identifying software vulnerabilities. CNN is used to clas-
sify vulnerabilities automatically. The suggested ap-
proach outperformed the competition in macro recall, 
macro precision, and macro F1 score in experimental 
comparison and analysis.

Roughly more than 500 risks from various studies 
were utilized for the objective, some of which are in-
cluded here in Table 1, we can identify the implicit and 
explicit risk identification strategies applied in Agile 
software development projects. As far as we have re-
viewed from the literature, the fishbowl strategy has 
not been utilized in software engineering practices, in 
the risk identification process of brainstorming in Ag-
ile software enterprises. This influenced our ideology in 
applying the ASRI-DL technique to acquire the desired 
outcome.
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Table 1. Practices for Risk Identification 
in Agile Projects

Practices References
Daily Standup Meetings [10, 28]

Sprint Planning [10, 3, 23, 11]

Brainstorming [23, 22, 9]

Checklist [22] 

Weekly Sprint Meetings [16] 

Increment [17]

Prototype [17] 

Product backlog refinement meeting [17, 28, 4] 

Weekly risk meeting [17]

Technical specification [17]

Risk Identification Meetings [23] 

Sprint backlog [28]

Sprint review [14, 3, 4, 18]

Sprint Retrospective [3]

3. AGILE SOFTWARE RISK IDENTIFICATION 
USING DEEP LEARNING (ASRI-DL) 
FRAMEWORK

The proposed Agile Software Risk Identification us-
ing Deep Learning (ASRI-DL) approach incorporates 
systematic brainstorming for risk identification. 

To soar the partaking of the participants in the dis-
cussion, the Closed Fishbowl Strategy was lodged, 
then, the deep learning technique, multi-head CNN 
takes the input such as human, organizational, techni-
cal, non-technical, and capabilities from the fishbowl 
strategy and classifies it into 11 categories for efficient 
risk classification. 

The block diagram for the proposed ASRI-DL tech-
nique is depicted in Fig 1. 

Fig. 1. Architecture of the Proposed ASRI-DL Multi-faceted Taxonomy Assistance for Risk Identification

3.1. MULTI-HEAD CONVOLUTIONAL NEURAL 
 NETWORK

Multi-head convolution (MHCNN) is a CNN in which 
each time series is handled by a different convolution 
known as a convolutional head. The proposed method 
takes data such as humans, organizational, technical, non-
technical, and capabilities as input. The three categories 
Human, Organizational, and Technical, were affixed to 
the taxonomy for identifying the risk. The Non-technical 
category is ascended with the Environmental, Marketing, 
and Legal subcategories. The proposed architecture uses 
a sliding window to process the test case. The network re-
covers features based on each phase using window-based 
time series processing. Convolution is defined as follows:

Where O is the output from z(x,y) and the filter f(x,y) 
with the length (L) and width (W) respectively. Each 
temporal sequence receives its own feature map. Equa-

tion (2) calculates the number of characteristics in each 
layer of a typical MHCNN.

(1)

(2)

In this case, fm denotes the number of filters, fz the fil-
ter size, and d the final dimension of the resultant vec-
tor from the preceding layer. Each convolution head in 
MH-CNN requires a 4-dimensional input, which is cal-
culated as follows:

(3)

The total number of data points in the time series is 
denoted by Dp, the window length by Wl, and the win-
dow step by Wt. As a result, the suggested technique 

(4)

where ns denote the number of samples in the batch, 
and nc refers to the number of channels. The total num-
ber of windows is calculated as follows:
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may collect useful information from the local to the 
global levels. A loss function is cross entropy and the 
cross-entropy loss function is calculated as follows:

(5)

where S denotes the number of samples and yt is the 
probability of a true label, yt̂ is the probability of the 
predicted label. The proposed method will classify the 
risk into 11 classes such as over-doing, under-doing, 
mistakes, concept risks, changes, differences, difficul-
ties, dependency, conflicts, issues, and challenges.

The proposed Risk Nature facet is much more stipu-
lated towards investigating the type of risk focusing on 
the causation. We used a few more attributes to the facet 
termed Changes, Differences, Challenges, and Dependen-
cy. Over-Doing (OD) risks arise as a consequence of add-
ing blameworthy elements to the process. The exclusion 
of obligatory features gives birth to Under-Doing (UD) 
risks. Erroneous execution of the right concept is the main 
reason for Mistakes (M) to arise. Conceptual Problems (C) 
indicate risks originating from an invalid treatment.

We realized the significance of changes since they 
can occur at any point in time throughout the proj-
ect cycle and play a huge part in the winning or los-
ing moments of a software project. The significance of 
differences, otherwise known as non-congruence, and 
software failure is listed as one of its consequences. 
The measure of congruence is computed by the differ-
ence between expectations and requirements. In other 
words, dependency may be a cause for dissimilarities or 
differences. This precipitated us to move the two attri-
butes, difference and dependency, to the Risk Nature 
facet under the assumption that they might induce 
risks. Challenges allude to coming across new circum-
stances, ideas that induce cognitive discrepancies, or 
the catalyst for thriving and development. 

Concerning the suitability of the complexity science 
theory in project management, complexity also known 
as difficulty, is a major factor in the failure of big projects. 
Furthermore, sudden unexpected events, complexities, 
and clashes were encountered as risks in the literature, 
which impelled us to categorize them appropriately 
under the nature of issues, difficulties, and conflicts. To 
validate the technique, we implemented the Utility 
Demonstration approach through quasi-experimental 
research and classifying the risks, which in turn was used 
as the training material in the experimental session.

4. RESULTS AND DISCUSSION

4.1. SAMPLING

Two small and medium enterprises, C1 and C2, which 
follow a hybrid methodology of software develop-
ment, were chosen for the experiment, and the choice 
was based on the availability and willingness of the 
participants. Three groups were chosen with unequal 
sample sizes of 8, 10, and 12, respectively, excluding 

the facilitators, and a minimum sample size of 30 al-
together was ensured. Each group had unique partici-
pants. It should be noted that Groups 2 and 3 are from 
the same company. The number of participants was 
purely based on the availability of samples from both 
companies. We ensured that we got at least 30 samples 
altogether before the experiments, excluding the facili-
tators, to produce statistically significant results. 

Regarding the disparity in each group,

i. Our group 1 initially contained 9 available samples, 
including the facilitator during the training ses-
sions. However due to a sudden dropout on the 
day of the experiment, one of the authors was 
made the facilitator, and the size was reduced to 8.

ii. (Our Group 2 and Group 3 are from the same com-
pany, and we were given 24 samples, including 2 fa-
cilitators. Among those 22 participant samples avail-
able, since our proposed closed fishbowl strategy 
requires at least four participants in the inner circle 
along with the facilitator and the remaining must be 
in the outer circle, we thought 12 participants and 1 
facilitator would be ideal for conducting the session 
in three rounds for our Group 3. Thus, the group was 
allotted the remaining participants.

4.2. ExPERIMENTAL PROCEDURE

Initially, all three groups were instilled with the basics 
of Agile methodology and the significance of risk iden-
tification in Agile enterprises through oral and visual 
presentations. Before the final experiment, Groups 1 and 
3 acquired a training session with the fishbowl strategy 
and the proposed ASRI-DL methodology, respectively, 
which included training with the solved material, hands-
on training, and trial experiments. Group 2 was exempt 
from training as it was our control group. However, a trial 
experiment was carried out ahead of time.

4.3. ExPERIMENTAL SESSIONS ILLUSTRATION

Three different project scenarios were given as inputs 
to the three groups to capture the risks. Sessions 1 and 
3 were held uninterrupted for around 40 minutes, as 
scheduled. Session 2 lasted approximately 33 minutes, 
while the actual planned session was approximately 40 
minutes. The reason for this is that the participants felt 
that enough ideas had been generated and that their 
ability to discover new risks had slowed to the point 
where we had no choice but to end the session.

The facilitators were given the goal of directing their 
team towards yielding as many risks as possible for the 
given project scenarios, which in turn were evaluated in 
terms of novelty and their prominence in the project, 
otherwise termed Score and Criticality. The outcomes of 
the three experiments were evaluated by eight experts 
with significant working experience, from the company 
C2 using a 5-point Likert scale that took the ordinal val-
ues of “Very low, Low, Medium, High, and Very high” to 
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assess both the Score and Criticality. The demographic 
details of the eight experts are given in Table 2.

Table 2. Demographic details of the eight experts

EMPID Designation Experience Evaluated group

EMP1 Technical Architect 2.3 yrs 1

EMP2 Senior Developer 4.8 yrs 1

EMP3 Senior business analyst 3.7 yrs 1,2

EMP4 Module lead 5.2 yrs 2

EMP5 Senior Developer 6.8 yrs 2

EMP6 Senior business analyst 2.8 yrs 3

EMP7 Senior Developer 4.9 yrs 3

EMP8 Senior Developer 4.4 yrs 3

4.4. STATISTICAL ANALySIS

At the juncture of the actual experiments, Group1 
spotted 126 risks; Group2 figured out 83 ideas, and fi-
nally, the experiments were put to an end by Group3 by 
ascertaining 226 risks. For quantitative analysis, the IBM 
SPSS Statistics Version 26 was used. The values of the 
ordinal variables ’category’, ‘subcategory’, and ‘risk na-
ture’ were computed from the median and mode of the 
ranks imparted by three of our evaluation experts. Ac-
cording to the results, the Organizational category tops 
the list, followed by Human and Capability categories. 
To eliminate the bias, the two pivotal dependent vari-
ables, ‘actualscore’ and ‘actualcriticality’ for each identi-
fied risk is employed by using the formula below:

actualcriticality=(category*subcategory* 
risknature)*uniqueness/totalcriticality

actualscore=uniqueness/totalscores (6)

(7)

where category, subcategory, and risk nature denote the 
recoded rank values proffered by the experts. The total 
scores and total criticality for each identified risk are com-
puted by summing up the marks allotted by the experts.

4.5. PROPOSITIONS

The narration of the propositions formulated for the 
study is as follows.

4.5.1. Proposition 1

Null Hypothesis:  There is no difference in the distri-
bution of unique ideas with good scores among the 
three groups.

Alternate Hypothesis: There is a difference in the dis-
tribution of unique ideas with high scores among the 
three groups.

We tested the normality of the distribution by the Sha-
piro-Wilk test and derived the significance value as 0.000 
less than 0.05, and the hypothesis of normality was reject-
ed. The Kruskal Wallis test was conducted to examine the 
hypothesis, and the result shows that the null hypothesis 
is rejected since the significance value is 0.000 less than 
0.05, which is shown in Table 3. There was also no signifi-

cant difference between Groups 1 and 2, as assured by 
the significance value of 0.345 greater than 0.05.

Sample1-
Sample2 

Test-
Statistic Std.Error Std.Test 

Statistic Sig. Adj.Sig.

Group1-
Group2 -15.653 16.579 -.944 .345 1.000

Group1-
Group3 -61.565 13.039 -4.722 .000 .000

Group2-
Group3 -45.912 15.052 -3.050 .002 .007

Table 3. Pairwise Comparisons of Experimental 
Groups for Actual Scores of Identified Risks

4.5.2. Proposition 2

Null Hypothesis:  There is no difference in the distri-
bution of unique ideas with good criticality among the 
three groups.

Alternate Hypothesis: There is a difference in the dis-
tribution of unique ideas with good criticality among 
the three groups.

Table 4. Pairwise Comparisons of Experimental 
Groups for Actual Criticality of Identified Risks

Sample1-
Sample2

Test-
Statistic

Std. 
Error

Std. Test 
Statistic Sig. Adj. Sig.

Group2-
Group1 1.798 16.616 .108 .914 1.000

Group2-
Group3 -57.819 15.086 -3.833 .000 .000

Group1-
Group3 -56.021 13.068 -4.287 .000 .000

Scrutinizing the Kruskal Wallis test results interprets 
in favor of the alternative hypothesis by rejecting the 
null hypothesis as the significance value is 0.000 less 
than 0.05, which is shown in Table 4. 

4.6. OTHER FINDINGS

The frequency with which participants engendered 
their viewpoints in their respective sessions is depicted 
by the graphical illustration in Fig. 2. It is pretty obvious 
that the graph tends to be more or less uniform among 
the participants of Group 3, in contrast to the rest of 
the groups.

Fig. 2. Bar Chart representing the frequency of par-
ticipation among the samples across the three groups
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Fig. 3. Bar Chart representing the ‘Risk Nature’ of 
the identified risks among the three groups

The cross-tabulation exemplified via the bar chart 
in Fig. 3 exhibits the rendering of risks under the ’Risk 
Nature’ facet by the 3 groups during their respective 
brainstorming sessions. Group 3 was the only one to 
accomplish ideas under every nature of risk. This is a 
positive sign concerning our proposed methodology.

4.7. FEEDbACK ASSESSMENT

For feedback assessment, a short questionnaire was 
fabricated and supplied to the participants of the treat-
ment groups at the end of sessions 1 and 3, including 
the facilitator and one of the dropouts from session 1. 

Fig. 4. Mann-Whitney U Test for comparing the 
mean ranks of the Total Scores in Feedback among 

Groups 1 and 3

The ‘Total Score’ is computed by summing up the 
variables aforementioned. The Mann-Whitney U Test in 
Fig. 4 reveals the inference of a similar distribution of 
Total Scores among the 2 groups through the signifi-
cance value of 0.794 greater than 0.05, thus accepting 
the null hypothesis.

4.8. RELIAbILITy AND VALIDITy ANALySIS

The reliability analysis for the experiment was at-
tained by the statistical test using Cronbach’s Alpha 
test, as manifested in Tables 5 and 6. As a result of the 
Cronbach’s Alpha values of 0.753 greater than 0.6 and 
0.767 greater than 0.6, our experiment is acknowl-
edged to be reliable. 

Table 5. Reliability Statistics for Criticality of Risks

Cronbach’s 
Alpha

Cronbach’s Alpha based on 
Standardized Items N of Items

.753 .761 3

Cronbach’s 
Alpha

Cronbach’s Alpha based on 
Standardized Items N of Items

.767 .803 3

Table 6. Reliability Statistics for Score of Risks

The correlation analysis was performed using Spear-
man's correlation coefficient which is given in Table 7 
which indicates a positive correlation between risk na-
ture and actual criticality.

Table 7. Construct Validity Analysis using 
Spearman’s Rho correlations

Risk types Risk Nature Actual Criticality

Correlation Coefficient 1.000 .180

Sig.(2-tailed) . .000

N 435 435

Correlation Coefficient .180 1.000

Sig.(2-tailed) .000 .

N 435 435

4.9. PERFORMANCE ANALySIS

In Fig. 5, the accuracy graph is estimated with the 50 
epochs and accuracy range. The proposed Multihead-
CNN obtains a high accuracy of 99.16% with a small error 
rate with 50 training epochs in the identification of risks. 

Fig. 5. Training and testing accuracy of the 
proposed Multihead-CNN model

The proposed multi-head CNN network has been 
compared with existing techniques such as SVM [34], 
MLP [35], GLM [36], and CNN [37] using specific param-
eters such as accuracy, specificity, and sensitivity which 
are shown in Fig 6. From the figure, it is clear that the 
proposed method achieves better accuracy than exist-
ing techniques.
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Fig. 6. Performance comparison of the proposed 
method with existing techniques

The proposed multi-head CNN network has been 
compared with existing techniques such as SVM [34], 
MLP [35], GLM [36], and CNN [37] using specific param-
eters such as accuracy, specificity, and sensitivity which 
are shown in Fig. 6. From the figure, it is clear that the 
proposed method achieves better accuracy than exist-
ing techniques.

5. CONCLUSION

In this paper, a novel well-defined proactive ASRI-
DL methodology method was proposed for risk man-
agement, which employs a closed fishbowl strategy 
and multihead-CNN technique for the risk identifica-
tion process of Agile software projects. The proposed 
method has been compared with existing techniques 
such as SVM, MLP, GLM, and CNN using specific pa-
rameters such as accuracy, specificity, and sensitivity. 
Experimental findings show that the proposed ASRI-DL 
technique achieves a classification accuracy of 99.16% 
with a small error rate with 50 training epochs respec-
tively. On this note, we conclude the paper with the fu-
ture intention of steering the research towards further 
phases of risk assessment, including risk analysis and 
prioritization.
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Abstract – Any object-oriented (O-O) module's primary goal is to build classes with a high level of coherent interaction between 
variables and methods. To increase the quality of O-O (Object-Oriented) software, various metrics emphasizing cohesiveness have 
been established so far. These metrics operate on both the design and the code levels. However, these metrics still fall short of fully 
measuring the cohesion of object-oriented (O-O) software. Based on several concepts of cohesive interlinkages between variables 
and procedures, the study proposed an enhanced cohesion metric. The four forms of cohesive linkages (VMRv, VMMv, VMRTv, and 
VMOv) between variables and procedures were the focus of this study. The axiomatic frame of reference was employed for theoretical 
validation, and univariate logistic regression was applied in the MATLAB environment for empirical validation. The approach of 
univariate logistic regression has been adopted because it provides incredibly accurate data and can even be applied to datasets that 
can be linearly separated. The proposed metric exhibits high cohesion, which is the ultimate perspective of a highly reusable Object-
Oriented (O-O) module, as evidenced by the testing phase and even training the real dataset with reusability prediction in terms of 
high values of precision, recall, R2, and low value of RSME of VMICM metric. The study results demonstrated that the proposed metric 
can act as a measure for predicting the reusability of the Object-Oriented (O-O) system.

Keywords: cohesion, cohesive linkages, logistic regression, reusable, validation

1.  INTRODUCTION

The importance of software applications has increased 
in recent years, and the wide variety of advantages of-
fered by them is drawing a large global audience [1, 2]. 
Any software development phase involves a variety of 
intricate [3] tasks that must be efficiently managed if 
high-quality software is to be produced. It is possible to 
reduce the work needed for similar procedures by using 
the enhanced software generated after careful monitor-
ing of various activities at various stages, and this will 
also assist in increasing the overall quality of newly de-
veloped software [4]. Measurement supports an institu-
tion's efforts to enhance the overall software develop-
ment process and even improve the product's overall 
quality. Additionally, this would assist programmers in 

addressing the complexity of a particular software com-
ponent at a very early stage of the process.

Building high-quality software,  and  Object-Orient-
ed- based techniques are still quite popular [5]. Good 
modular designs maximize cohesion. The attributes of 
high cohesion classes are not shared with other classes, 
and they can be reused. 

Therefore, by reducing complexity, a high level of co-
hesion promotes reusability. To assess software modules 
concerning cohesion, many scholars have developed 
numerous Object-Oriented (O-O) metrics [6]. However, 
in several situations, such measures do not take into ac-
count cohesion properly and thus have only a limited 
view of measuring it. To accurately measure cohesive-
ness, there is therefore a need to develop cohesion met-
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rics that vary given the idea of cohesive interactions. This 
study presents the following contributions:

•	 Proposing a new cohesion metric called VMICM 
that emphasizes variable-method interactions.

•	 Validating the proposed metric empirically using a 
univariate logistic regression approach and study-
ing correlation with other cohesion-based metrics.

•	 Analyzing the relationship between metric and de-
gree of inheritance.

The framework of this work is further organized as 
Section II provides a detailed literature analysis of vari-
ous studies. Section III details about designing phase of 
the proposed metric i.e. VMICM metric and a case study. 
The validation (theoretically and empirically) of the pro-
posed metric is discussed in  Section IV. Section V finally 
outlines the conclusion drawn from the study.

2. LITERATURE ANALYSIS

In the Object-Oriented (O-O) model, cohesion mea-
sures the relatedness between variables as well as 
methods of a particular class [6, 7]. Relatedness depicts 
the similarity between variable-method interactions. 
Cohesion can be categorized into a range from highly 
desirable i.e. functional cohesion to very low desirable 
i.e. coincidental cohesion. Cohesion can be maximized 
by effective as well as efficient O-O (Object-Oriented) 
based systems. The complexity of particular software 
can increase due to the low value of cohesion which 
in turn increases bugs during the development phase. 
Any class with a low value of cohesion can be further 
segmented into many subclasses [7] that would help to 
increase the value of cohesion.

The requirements of common instance variable us-
age by method pairs serve as the foundation for co-
hesion. measurements of Tight Class Coherence (TCC) 
and Loose Class Cohesion (LCC) provided by Bieman 
et al. [8] The authors suggested that the two methods 
are considered related if they use or refer to the same 
instance variable either directly or indirectly. The fact 
that variable A occurs in the body of method M indi-
cates that variable A is being used directly by M. While 
a direct reference to variable A by a method M' that 
is either directly or indirectly invoked by method  M 
qualifies as an indirect use of variable A by method M. 
TCC is defined as the proportion of method pairs that 
are directly connected, whereas LCC is defined as the 
proportion of method pairs that are either directly con-
nected or indirectly connected.

Kakkar et al. [9] developed a SCOM metric that em-
phasizes interlinkage intensity in addition to taking 
weight into account. The ratio of the number of shared 
variables between two techniques to the greatest 
number of variables that any method can access is 
used to determine how strongly two methods are in-
terconnected. The weight component is determined 
by dividing the total number of variables in a certain 
class by the number of variables that are shared by the 

Table 1. Comparative Analysis of Various 
Frameworks related to reusability enhancement

Ref. 
No. Motive

Metric 
used for 

Study
Conclusion

[4]

Developers of Object-
Oriented software 

can identify flaws in 
class design and LSCC 

metric

LSCC 
metric

The findings imply 
that the cohesion 

metric which takes into 
consideration the level 
of interaction between 

each pair of methods, can 
more effectively explain 

the class quality

[14]

High Precision 
Cohesion Measure 

(HPCM), a new 
cohesion metric that 
aims to address the 
shortcomings of the 
preceding  metrics

HPCM 
Metric

One of the desirable 
characteristics of a good 
object-oriented design 

is a class with high 
cohesiveness. A class 

that works well together 
is less likely to make 

mistakes and is simple to 
create and keep up with

method pair. SCOM value is the sum of the products 
of the weight and interlinkage intensities of all poten-
tial method pairs. Kansal et al. [10] in their study do not 
consider criteria based on similarity but focus on in-
terlinkage patterns between various methods to com-
pute cohesion. A class's protected or private meth-ods 
never access any of the variables found in that class. If 
protected or private methods are invoked by 2 public 
methods then we can say that they are interconnected 
to each other. Khajenoori et al. [11] suggested the first-
class-based cohesion metric, LCOM (Lack of Cohesion 
in methods). This metric computes several method 
pairs that do not share any variable. It also represents 
the count of methods having zero similarity minus the 
count of methods not having zero similarity.  If there 
are several pairs of comparable method definitions, the 
class is more cohesive. If none of a class's method pairs 
employ instance attributes, then there is no similarity 
between them, and the LCOM metric's value will be 
zero. The LCOM metric value is a measurement of the 
distinctiveness of the various method pairings that are 
present in the class.

Rasool et al. [12] discussed cohesive interlinkages be-
tween variables used by methods. They have proposed 
3 types of cohesive interlinkages and then categorized 
them based on the ranking as well as weights. Both 
theoretical and empirical validation have been carried 
out. Pearson analysis and logistic regression are used 
to carry out experiments. Alsarraj et al. [13] introduced 
AECC which measures the degree of interconnected-
ness between distinct methods via variable-variable 
linkage as well as the invocation of methods in a specif-
ic class while taking the size of the cohesive fragment 
into account. even correlation experimentation of this 
metric with previously proposed class-based cohesion 
metrics was completed in this study. The comparison 
of related studies on cohesion-based metric approach-
es for reusability enhancement conducted by various 
scholars is shown in Table 1.
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[15]

Variable Frequency- 
Inverse Method 

Frequency (VF-IMF) 
metric is proposed to 

evaluate the degree of 
cohesion in modules 
and to group module 

methods to foster 
high cohesion

VF-IMF 
metric

To make it easier for a 
developer to create a 
module that ensures 

code reuse, the variables 
in this study are grouped 
using the VF-IMF metric 

to show what level of 
cohesion exists in a 

module among three 
low, high, and medium 

cohesions

[16]

Proposed a new 
method of measuring 

the cohesion of 
object-oriented 
software at the 

module level, where 
modules initially 

denote a single class 
and then a group 
of classes in later 

sections 

UPBC 
metric

The suggested method 
aims to increase 

the object-oriented 
software’s cohesion 

iteratively and repeatedly, 
calculating the cohesion 
score and using it to do 
clustering up until there 

is no longer a meaningful 
increase in the system’s 

overall cohesion 

[17]

The method devised 
in this study offers 

a technique to 
gauge cohesiveness 
measures at the class 

level 

CSM 
metric, 
ACSM 
metric

Very cohesive classes 
must be designed 

with a strong coupling 
between their methods 
and a coherent internal 

description

3. MATERIAL AND METHODS

One of the most crucial aspects of an object-oriented 
(O-O) module is its high cohesiveness, which even aids 
in identifying the most reusable module. This section 
summarises the methodology of the proposed VMICM 
metric by anticipating high cohesiveness between vari-
able-method interlinkages.

3.1. PROPOSED METRIC- VARIABLE METHOD 
 INTERACTION COHESION METRIC 
 (VMICM)

The majority of cohesion metrics that have been 
developed so far focus either on the use of methods 
within a class or their similarity due to the sharing of 
instance attributes. A new class cohesiveness metric,  
which takes into account the interlinking of variable 
methods from various contexts, has been proposed in 
this study. To better understand the variable methods 
interlinkages, this study has concentrated on four dis-
tinct coherent linkages between variables and meth-
ods. Considering variable vi ϵ V and method mn ϵ Md 
of class F, this study elucidated four types of cohesive 
interlinkages in  the following manner:

i. Received (CRv) [17, 20]: (V × Md) such that vi*CRv* 
mn, if vi ϵ V is received as a parameter to a particu-
lar method mn ϵ Md.

ii. Manipulated (CMV) [17, 20]: (V × Md) such that vi  
*CMv *mn, if vi ϵ V is manipulated by method mn ϵ 
Md. This computation could be done either math-
ematically or it could be in the form of a function 
call [17, 20].

iii. Returned (CRtv) [20]: (V × Md) such that vi*CRtv* mn, 
if the value of viϵV is returned by method mn ϵ Md.

iv. Override (COv): (V×Md) such that vi*COv*mn, if the 
scope of vi is overridden by method mnϵMd.

3.1.1. Defining Proposed Metric- Variable Method 
 Interaction Cohesion Metric (VMICM)

This proposed metric describes the MMI definition 
[20], which serves as the foundation for the widely ac-
knowledged class-based cohesion features as indicat-
ed in [21], and this even has the potential to be utilized 
as a signal for the reconstruction of classes with weak 
cohesion. Non-inherited methods (both private as well 
as public) have been taken into consideration for the 
study. Eq.(1) represents the combination of several co-
hesive interlinkages in Class F as:

(1)

where CIv represents the union of all proposed co-
hesive interlinkages between different variables and 
methods of Class F.

The two interconnected methodologies shown by 
VMICM are AVU (Average Variable Usage) and CSv  (Co-
hesive Strength). AVU (Average Variable Usage) as de-
fined in Eq. (2) denotes the average count of all vari-
ables used by all methods included in Class F:

(2)

where Md represents the total methods present in a 
Class F.

The total count of common variables between vari-
ous methods pairs is represented by Eq. (3) as:

(3)

Based on the count of shared variables between 
method pairs, Cohesive Strength (CSv) represents the 
degree of [21, 22] cohesive interlinkages between 
them. Cohesive Strength is defined by Eq. (3) as:

(4)

Where:

CVv = Total count of common variables between vari-
ous method pairs of Class F

AVU = Average count of all variables used by all 
methods included in Class F

VMICM represents the average of cohesive strength 
(CSv) between variables and methods available in a 
particular class. 
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In the same way as an AVU analysis is carried out, it 
will take account of both privately and publicly inherit-
ed methods, and then their cohesive strength is added 
up. So, VMICM proposed by this study is represented by 
Eq.(5) as follows:

(5)

3.2. RESEARCH METHODOLOGY

In this section, the process flow of the proposed met-
ric VMICM (Variable Method Interaction Cohesion Met-
ric) is discussed. The research methodology used in this 
work was carried out in various phases as shown in Fig. 
1. Different phases of the research flow are as follows:

•	 Initially, various metrics from the online MAVEN re-
pository were assimilated.

•	 To examine interlinkages between variable meth-
ods and their interaction with the reusability factor, 
cohesion metrics derived from the MAVEN reposi-
tory have been applied as input.

•	 The concept of the MMI was used as a foundation 
to create more coherent interlinkages.

•	 The next phase was the creation of a proposed 
metric VMICM outline using 2 methodologies - 
AVU (Average Variable Usage) and CSv (Cohesive 
Strength).

•	 Theoretical validation has been performed using 
an axiomatic frame of reference. Alternative mea-
surement hypotheses relating to the length, size, 
coupling, complexity, and unity of the software are 
analyzed using a base of reference for axioms in 
this model.

•	 Univariate logistic regression has been used in the 
MATLAB environment for empirical verification.  
This method was used to assess both the efficiency 
of the proposed VMICM metric as well as those 
from the previous studies. It also demonstrates 
how the proposed metric contributes significantly 
to the reusability of Object-Oriented (O-O) soft-
ware systems.

•	 Open-source JAVA-based classes were used as data 
sets in the testing and training phases.

•	 After repeated repetition of the training data set, 
the work was able to achieve high precision, recall, 
R2, and low RSME values for the proposed metric.

Thus, this paper demonstrated that the proposed met-
ric shows high cohesion and can act as a measure for pre-
dicting the reusability of Object-Oriented (O-O) classes.

4. RESULTS AND DISCUSSION

The theoretical and empirical validation of the pro-
posed metric VMICM using several techniques and ap-
proaches is discussed in this section.

4.1. THEORETICAL VALIDATION Of PROPOSED  
 METRIC VMICM

This study incorporated the framework suggested 
by Briand for validating the proposed metric VMICM 
theoretically. In this work, an axiomatic frame of refer-
ence for different software properties such as length, 
size, coupling, complexity, and cohesion are used to ex-
amine the various measurement parameters. To deter-
mine cohesion and verify that the VMICM metric com-
plies with the abovementioned benchmarks,  there  are  
several  properties applied in this framework:

•	 Non-negativity[14-16]:  VMICM is calculated with 
the help of the modulus of the union of four types 
of cohesive interlinkages CRv, CMv, CRtv, and COv 
and the resultant value of VMICM obtained was 
not less than 

•	 Normalization [14]: When there are no cohesive 
interlinkages between the methods and the vari-
able, VMICM acquires 0 (i.e., the minimum value), 
and when there are all cohesive interlinkages, it 
reaches 1 (i.e., the maximum value). So, the value of 
the VMICM metric falls between the range [0-Max].

•	 Cohesive modules [14, 15]: This property states 
that if two unrelated components are combined, 
the cohesiveness of the combined component will 
not increase. VMICM metric satisfies this property.

•	 Monotonicity [14, 15]: Any cohesive interlinkages 
added to the proposed framework means that ei-
ther |CRv|,|CMv|,  |CRtv|, or |COv|  increases by  1. 
Consequently, the value of the VMICM metric 
would be either increased or not affected at all.

•	 Null value [23]: The VMICM metric shall be 0 if there 
is no cohesion among variables and methods of a 
particular class used in the analysis, such as CRv, 
CMv, CRtv, or Cov

All the properties suggested by Briand are met by the

proposed VMICM metric. Thus VMICM metric is prov-
en to be a valid cohesion metric.

4.2. EMPIRICAL VALIDATION Of PROPOSED 
 METRIC VMICM

We have empirically tested the proposed metric 
VMICM in this section to assess reusability for an Ob-
ject-Oriented (O-O) module. This study produces a 
highly cohesive metric that contributes towards the 
high reusability of Object-Oriented(O-O) software sys-
tems.

4.2.1. Experimental Set-up

The analysis in the above study was carried out using 
JAVA-based classes from an online MAVEN Repository. 
They were relatively different from each other in terms of 
methods pairs used in particular classes, due to the dif-
ferences in size between the classes chosen for this study.
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fig. 1. Research Methodology Flowchart 

Table 2 depicts the datasets used for this study.

Table 2. Datasets

Class Name MD CRV   CMV   CRtv    COv Civ AVU

Loan 3 3 3 3 1 10 3.3333

BMI 2 1 3 3 1 8 4

Employee 2 4 4 2 2 11 5.5

Course 3 2 1 1 1 5 1.6667

Box 2 4 4 2 1 12 6

Stack 3 1 1 1 1 4 1.3333
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Complex 2 3 1 1 1 6 3

Shopping Cart 3 4 4 4 2 14 4.6667

Account 2 1 1 3 1 6 3

Lottery 3 4 4 4 1 13 4.3333

Person 3 2 2 2 2 8 2.6667

Triangle 3 3 2 3 2 10 3.3333

Stack of Integers 4 2 2 1 1 6 1.5

Car 3 3 3 3 3 12 4

Rectangle 2 2 1 2 1 6 3

Queue 5 3 1 1 3 8 1.6

Tax 2 2 2 2 2 8 4

Compute Change 6 4 4 5 2 12 2

Circle 3 1 1 4 1 4 1.3333

Calendar 2 2 2 6 2 8 4

After collecting the dataset from open-source proj-
ects, the proposed VMICM metric value is computed 
for the input classes. Earlier proposed cohesion metric 
values are also computed for the same input classes.  
Table 3 lists the calculated values of the VMICM metric 
and other cohesion-based metrics for each input class.

Table 3. Values of Proposed VMICM metric and 
other cohesion-based metrics of input classes used 

for the study

CNO Class Name CC LAMCC VMICM 

CN1 Loan 0.67 0.34 3.3333

CN2 BMI 1.45 0.62 4

CN3 Employee 0.74 0.75 5.5

CN4 Course 0.48 0.45 1.6667

CN5 Box 0.457 0.356 6

CN6 Stack 1.22 0.833 1.3333

CN7 Complex 0.75 0.93 3

CN8 Shopping Cart 0.345 0.225 4.6667

CN9 Account 0.98 0.73 3

CN10 Lottery 0.35 0.26 4.3333

CN11 Person 0.350 0.456 2.6667

CN12 Triangle 0.451 0.382 3.3333

CN13 Stack of Integers 0.777 0.775 1.5

CN14 Car 0.25 0.38 4

CN15 Rectangle 0.65 0.52 3

CN16 Queue 0.90 0.82 1.6

CN17 Tax 0.83 0.73 4

CN18 Compute Change 0.35 0.28 2

CN19 Circle 0.534 0.486 1.3333

CN20 Calendar 0.76 0.50 4

To assess how the proposed VMICM metric can be 
adapted to the reusability of these classes, values for 
the proposed VMICM metric and all cohesion metrics 
are shown in the table above. 

4.2.2. Data Selection

•	 Context Selection: This paper aims to demonstrate 
the fact that the proposed metric can act as a mea-
sure for the reusability of Object-Oriented (O-O) 
classes.

•	 Variable Selection: This work considers cohesion as 
an independent attribute and reusability measure 
as a dependent attribute.

4.2.3. Result Analysis

The univariate logistic regression technique [24, 25] 
is used in this study. The effectiveness of the proposed 
metric VMICM as well as currently utilized metrics from 
earlier studies have been independently examined 
using this method. It also demonstrates how the pro-
posed metric contributes significantly to the reusabil-
ity of Object-Oriented (O-O) software systems. Table 
4 compares the proposed VMICM metric with existing 
cohesion-based metrics.

Table 4. Descriptive Analysis Results

Metric Min. Max. Mean Median Standard 
Deviation

LCOM1 0.0 7875 89.45 20.0 336.7

LCOM2 0.0 7875 69.61 9.0 314.3

LCOM3 0.0 11.0 1.32 1.0 0.90

LCOM4 0.0 11.0 1.31 1.0 0.89

LCOM5 0.0 2.0 0.76 0.82 0.26

TCC 0.0 1.0 0.42 0.37 0.35

DCD 0.0 1.0 0.45 0.42 0.31

CAMC 0.0 1.0 0.39 0.39 0.16

NHD 0.0 1.0 0.64 0.67 0.16

LAMCC 0.0 0.9 0.54 0.51 0.22

VMICM 0.0 0.6 0.27 0.25 0.15
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A graphical representation of a comparison of exist-
ing cohesion-based metrics and the proposed metric 
VMICM is shown in Fig. 2.

fig. 2. Analysis of Proposed Metric VMICM and 
other metrics

In comparison to the existing metrics, according to 
the above analysis, the proposed VMICM metric has 
low mean and median values. 

This lower value suggests that this study did not take 
into account an increased inheritance level. Increased 
level of inheritance leads to less reusable Object-Ori-
ented (O-O) modules. Various statistics have been re-
ported in this study for the evaluation of the proposed 
metric VMICM. These statistics are as follows:

•	 Precision [23-25]: This depicts the ratio between 
the counts of classes that are least reusable to the 
total count of reusable classes.

•	 Recall [23-25]: This depicts the ratio between the 
counts of classes that are reusable to the total 
count of actual classes [25] that are highly reusable.

•	 R2 [23-25]: This is one of the techniques of good-
ness-of-fit. It represents the percentage of the vari-
ance of the dependent attribute to the percentage 
of the variance of the independent attribute.

•	 RSME [23-25]: It represents the average magnitude 
of overall errors [24, 25]. This focus is on a relatively 
large count of errors.

The results of the above statistics evaluated for the 
study are shown below with the help of Table 5.

Metric Precision Recall R2 RMSE
LCOM1 0.645 0.545 0.514 0.181

LCOM2 0.827 0.750 0.100 0.211

LCOM3 0.729 0.659 0.210 0.208

LCOM4 0.577 0.721 0.012 0.208

LCOM5 0.567 0.785 0.010 0.198

TCC 0.562 0.800 0.007 0.200

DCD 0.691 0.800 0.101 0.194

CAMC 0.553 0.752 0.221 0.208

NHD 0.589 0.660 0.013 0.219

LAMCC 0.823 0.875 0.414 0.210

VMICM 1.00 1.00 0.977 0.172

The observations that can be analyzed from the table are:

•	 High values of precision, recall, and R2 for the pro-
posed metric VMICM demonstrate that it exhibits 
high cohesion, which is the ultimate perspective of 
a highly reusable Object-Oriented (O-O) module.

•	 The low RSME value of the proposed metric VMICM 
shows that it is the most suitable cohesion met-
ric among those previously proposed and that it 
causes fewer errors, which results in a highly reus-
able module.

From the above analysis, we can conclude that our 
proposed metric VMICM is the best cohesion metric 
that contributes to a highly reusable Object-Oriented 
(O-O) system which is the main objective of this study. 
Fig. 3 shows a graphical comparison of the proposed 
metric VMICM and other cohesion metrics.

fig. 3. Comparison of Univariate Statistics Results of 
Proposed Metric VMICM and other metrics

5. THREATS TO VALIDITY

Researchers suggest that there are various threats to 
the validity of any experimental analysis. We attempted 
to discuss the following threats in this section:

•	 Construct Validity [25]: This study deals with the 
measurement of variables used for this purpose. If 
these variables (dependent as well as independent) 
are accurately measured, we can say that they are 
valid constructively. This study even ensures the 
construct validity of dependent attributes.

•	 Internal Validity [25]: This deals with the relation-
ship between cause and effect of both dependent 
attribute and independent attribute. If a particular 
study can establish effectively this relationship, we 
can conclude that it is valid internally.

•	 External Validity [25]: JAVA is used to implement 
the data set, i.e. all classes that are being consid-
ered. Applicability of the proposed cohesion met-
ric should not be confined to one platform only, 
it should also apply to other Object-Oriented lan-
guages such as C++. 

6. CONCLUSION AND fUTURE STUDY

This work has addressed the shortcomings of earlier 
proposed cohesiveness measurements. The study pro-
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poses a new class-based cohesion metric VMICM that 
accounts for four different types of cohesive interlink-
ages CRv, CMv, CRtv, and COv between variables and 
methods. Using theoretical and empirical analysis, the 
quality of the metric is also validated against several 
modules. The results showed that the proposed metric 
VMICM is the most appropriate cohesion-based metric 
contributing towards the highly reusable Object-Ori-
ented (O-O) system. The theoretical validation of the 
proposed metric VMICM conforms with all the proper-
ties suggested by Briand, proving it to be a valid cohe-
sion-based metric. 

In the future, the proposed metric will be taken as an 
input dataset and then a hybrid data mining algorithm 
will be applied to uncover relationships between metrics 
values and different levels of reusability of a given class.
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Abstract – Requirement engineering is a mandatory phase of the Software development life cycle (SDLC) that includes defining and 
documenting system requirements in the Software Requirements Specification (SRS). As the complexity increases, it becomes difficult to 
categorise the requirements into functional and non-functional requirements. Presently, the dearth of automated techniques necessitates 
reliance on labour-intensive and time-consuming manual methods for this purpose. This research endeavours to address this gap 
by investigating and contrasting two prominent feature extraction techniques and their efficacy in automating the classification of 
requirements. Natural language processing methods are used in the text pre-processing phase, followed by the Term Frequency – Inverse 
Document Frequency (TF-IDF) and Word2Vec for feature extraction for further understanding. These features are used as input to the 
Machine Learning algorithms. This study compares existing machine learning algorithms and discusses their correctness in categorising 
the software requirements. In our study, we have assessed the algorithms Decision Tree (DT), Random Forest (RF), Logistic Regression 
(LR), Neural Network (NN), K-Nearest Neighbour (KNN) and Support Vector Machine (SVM) on the precision and accuracy parameters. 
The results obtained in this study showed that the TF-IDF feature selection algorithm performed better in categorising requirements than 
the Word2Vec algorithm, with an accuracy of 91.20% for the Support Vector Machine (SVM) and Random Forest algorithm as compared 
to 87.36% for the SVM algorithm. A 3.84% difference is seen between the two when applied to the publicly available PURE dataset. We 
believe these results will aid developers in building products that aid in requirement engineering.

Keywords: Natural Language Processing, Machine Learning, Software Engineering, Supervised Machine Learning

1.  INTRODUCTION

In system engineering, the software development life 
cycle (SDLC) or application development life cycle is a 
process utilised to plan, test, and deploy software proj-
ects. The SDLC is a standardised procedure that tries to 
guarantee the accuracy of the shipped software in ac-
cordance with the client’s requirements. A crucial stage 
in SDLC is requirement engineering, which involves es-
tablishing, documenting, and managing system require-
ments [1]. Requirement elicitation, which is a compo-
nent of requirement engineering, is the process of col-

lecting software requirements by communicating with 
stakeholders. The methods used for requirement elicita-
tion include task analysis, interviews, and brainstorming. 

There are two main types of requirements: Function-
al and Non-Functional. Functional requirements are 
mandatory requirements that must be implemented in 
the software system. It defines what a system must do 
and its features and functions. Non-functional require-
ments are not mandatory but desirable attributes that 
specify how a system should function. They can be con-
sidered as quality attributes of the software systems.
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Another aspect of requirement engineering is re-
quirement prioritisation. After identifying functional 
and non-functional requirements, priorities are to be 
assigned to streamline and order the development of 
software. Requirement prioritisation is a continuous 
process encompassing multifaceted and critical deci-
sion-making events that simplify high-quality software 
development. This process ensures that the ordering 
of both functional and non-functional requirements 
specified by software stakeholders is correct for imple-
mentation [2]. 

These requirements are ordered as per their signifi-
cance, such as conflict, penalty, and price [3]. Given the 
rising demand for software functionality, many software 
solutions have a wide range of requirements. Imple-
menting various requirements in a limited amount of 
time with limited availability of resources and budget is 
challenging. Hence, software products are delivered in 
stages. With each new release, features can be added. 
However, this prioritisation of shipping the critical re-
quirements earliest and proceeding with the less crucial 
aspects makes requirement engineering a challenging 
process. Accurate requirement classification is critical to 
a software project’s success. There are significant risks as-
sociated with the incorrect classification of requirements 
[4]. These risks can entail the project being over budget, 
going overtime, or even failing. According to research, 
71% of errors result from an unclear understanding and 
classification of requirements [5]. The CHAOS report by 
the Standish Group outlined the causes of IT project fail-
ure in the United States. It revealed that just 16.2% of IT 
projects were successful; the rest failed [6]. The current 
manual methods for classifying software requirements 
are labour and time-intensive and require subject-mat-
ter specialists. Additionally, manual techniques can also 
lead to inaccuracy and misrepresentation. Our purpose 
in undertaking this research is to provide a modern auto-
mated solution that will aid the process of requirement 
engineering by improving accuracy while reducing the 
time taken. 

Significant research is being conducted in the field 
of applying machine learning models and techniques 
in classifying text [7] from documents and other natu-
ral language processing techniques. Based on several 
studies [3, 8, 9] and comparative analysis, in this paper, 
TF-IDF and Word2Vec techniques have been employed 
for feature selection and several machine learning al-
gorithms, which are Decision tree, Random Forest, 
Linear regression, Neural network, KNN (K – nearest 
neighbours), SVM (Support vector machines) for text 
categorisation.

This paper is organised as follows: The literature re-
view is covered in section two. The research method-
ology and techniques employed are thoroughly de-
scribed in section three. Experimental results are dis-
cussed in section four. In section five, the conclusion is 
presented, and future scope is discussed in section six. 

2. LITERATURE REVIEW

Using machine learning, researchers have employed 
many techniques to classify software requirements 
(functional and nonfunctional). The j48 decision tree 
is implemented with pruned and unpruned being 
the two types of trees to create a total of four models; 
model 1 handles ‘authentication authorization’ type 
of security requirements, model 2 deals with ‘access 
control’ requirements, model 3 defines ‘cryptography-
encryption’ requirements and model 4 is concerned 
with ‘data integrity’ requirements. Out of which, model 
4 gives the maximum accuracy [10]. The use of algo-
rithms such as MNB, Gaussian Naïve Bayes (GNB), KNN, 
Decision tree, Support Vector Machine (SVM), and Sto-
chastic Gradient Descent SVM (SVM SGD) was done. Of 
these, SVM and SGD performed better than all the al-
gorithms with GNB performing the worst [11]. The au-
thor has used KNN, SVM, Logistic regression, and MNB. 
SVM and Linear regression both have shown high pre-
cision values in classifications of functional and non-
functional requirements [12]. In this paper, the authors 
have used Multinomial Naïve Bayes, KNN, Sequential 
Minimal Optimization (SMO). SMO performed the best 
with an accuracy of 0.729 [13]. A series of support vec-
tor machine (SVM) is used along with lexical features to 
achieve recall and precision on 0.92 [10]. It is observed 
that the modified version of decision tree, Multiple Cor-
relation based decision tree, used to classify software 
requirements performs better when using TF-IDF as a 
feature extraction method [14]. MNB and Logistic re-
gression are employed to obtain an accuracy of 95.55% 
and 91.23% respectively [15]. Naïve Bayes and decision 
tree were employed on a dataset comprising crowd-
sourced software requirements with accuracy results 
for Naïve Bayes being 92.7% and Decision tree being 
84.2% [16]. The study investigated two types of models 
CNN (convolutional neural network) and ANN (Artificial 
neural network) by varying the hyperparameters i.e., 
Training epoch, Batch size, Number of filters, Embed-
ding Dimension for CNN and Training Epochs, Alpha, 
Hidden Neurons for ANN having achieved an accuracy 
of 82% to 90% for the ANN model and 82% to 94% for 
the CNN models [17]. A semi-supervised learning ap-
proach is described for NFR classification. This approach 
with EM strategy (expectation maximisation) shows an 
improvement in classification accuracy as compared to 
supervised naïve bayes, KNN and TF-IDF in terms of its 
accuracy. In accordance with the percentage increase 
of labelled requirements, the accuracy achieved ranges 
from 80% to higher 90’s [18]. In this approach, the BoW 
(bag of words) is used as a text vectorization technique 
in combination with two machine learning algorithms, 
SVM and KNN. The results are presented in three types. 
Firstly, the classification of FR/NFR having a precision of 
90% and 82%, secondly, the classification of subcatego-
ries of NFR with an accuracy of 68% and 56% and lastly, 
the classification of subcategories of NFR and FR with 
a precision of 73% and 67% respectively, for SVM and 
KNN algorithms [19]. Researchers applied the TF-IDF 



1109Volume 14, Number 10, 2023

preprocessing technique to a dataset containing SRS 
document phrases with functional and non-functional 
requirements and were able to achieve an accuracy of 
78.57% for the SVM algorithm whereas decision tree 
performed the worst with an accuracy of 61.42% [20]. 

The studies mentioned had to preprocess and extract 
important features to manually achieve this goal. With 
the rise of powerful deep learning algorithms, cheaper 
computational power, and other advancements facili-
tating the use of such algorithms, it was observed that 
end-to-end methods could be built to do this work. 
The authors in [21] employed the use of Bidirectional 
Gated Recurrent Neural Networks (BiGRU) to classify 
requirements using raw text, using word and character 
sequence as tokens. The accuracy range for the Word 
sequence ranged from 76% to 87% whereas for the 
character sequence ranged from 56% to 70% for binary 
classification and multiclass multilabel classification. The 
results were 69% for word vector and 64% for character 
sequence. The authors have examined the possibility of 
combining standard feature selection with 9 different 
kinds of deep learning predictors. They have used dif-
ferent types of Max–Min ratio (MMR) approaches, which 
have shown an improvement in performance by 1 to 5% 
when tested on the PROMISE dataset [22]. 

The research gap that we identified in the reviewed 
publications is that they do not consider all types of 
software requirements (functional/non-functional) 
[10, 11, 13] as well as a wide array of existing machine 
learning algorithms have not been evaluated [10, 15, 
16, 19]. To overcome this drawback, machine learning 
algorithms such as DT, RF, LR, NN, KNN, and SVM are 
considered, and feature extraction techniques, TF-IDF 
and Word2Vec are evaluated in this study. This will as-
sist researchers in developing the software framework.

3. METHODOLOGY

To classify software requirements, many research-
ers have suggested various requirement classification 
strategies. Since each stakeholder has a unique view-
point on the software, this process takes a long time 
to complete. This calls for automating the requirement 
identification process. Different machine learning (ML) 
techniques are utilised to automate the requirements 
classification. As these requirements are stated in natu-
ral language, the text pre-processing phase is neces-
sary to turn the text into vectors. These vectors can be 
used as input for ML algorithms. The steps in the con-
duct of this research are mentioned in Fig.1.

Fig. 1. Proposed Architecture for Automation of Classifying Requirements

3.1. TExT PREPROCESSING

Natural language processing (NLP) is a branch of Ma-
chine learning that deals with teaching computers to 
process data that is specified in human-readable lan-
guage. The raw text is cleaned by feature extraction 
and text preprocessing techniques, which then supply 
the features to machine learning algorithms. Training 
on supervised learning algorithms becomes easier 
when raw text is processed. The text preprocessing 
methods are as follows:

•	 Extract text: This method uses Python libraries to 
extract the text from documents in PDF or CSV for-
mats to give the outputs in paragraphs.

•	 Lowercase: All uppercase characters are converted 
to lowercase, as having some uppercase characters 
might lead to incorrect feature extraction caused 
by duplication.

•	 Removal of noise: meaningless symbols that do not 
carry any specific meaning, such as ! $@$%&*(^$#@
{}[]:’’><,.}]| are removed.

•	 Removal of white space: extra white space occurring 
between two words is removed for preprocessing.

•	 Removal of stop words: certain words in grammar 
such as “the”, “a”, “on”, “is”, “all” do not carry any in-
formation of significance and hence are removed.

3.2. ExTRACTION TECHNIqUE

Based on the literature survey, two techniques, Term 
Frequency – Inverse Document Frequency and Word-
2Vec are used to extract features.

Term Frequency – Inverse Document Frequency 
(TF-IDF) – is a method to compute words in a set of 
documents. It quantifies the frequency of a term in a 



1110 International Journal of Electrical and Computer Engineering Systems

document while considering its rarity across the entire 
collection, aiding in information retrieval and text anal-
ysis. It is calculated by:

(1)

where Term Frequency (TF) is simply a frequency coun-
ter for a word (w) in document(d).

(2)

Inverse Document Frequency measures the informa-
tiveness of word (w). It is calculated by

(3)

Word2Vec – Word2Vec's objective is to align the vec-
tors of words with similar meanings in the vector space. 
It searches for mathematical similarities. Word2Vec au-
tomatically distributes numerically and vectorizes word 
characteristics, such as the context of specific words.

3.3. CLASSIFICATION ALGORITHMS

•	 Decision Tree (DT): A Decision Tree is a non-para-
metric algorithm for classification and regression. It 
organises data into a tree-like flowchart, using if-else 
tests on features to recursively partition the dataset. 
The leaves of the tree provide final predictions. Mea-
sures like Entropy, Gini Index, and Chi-Square Test 
guide the selection of important features, aiding in 
decision-making and prediction accuracy.

•	 Random Forest (RF): It is an ensemble method, 
which means that a random forest model is com-
posed of numerous decision trees, known as esti-
mators, each of which generates a separate set of 
predictions. The estimators' predictions are com-
bined by the random forest model to yield a more 
precise prediction.

•	 Logistic Regression (LR): It is an ML Algorithm used 
for binary classification by predicting whether 
something happens or not. It uses a Sigmoid func-
tion (Logistic function) to give the probability 
output which is then compared to a pre-defined 
threshold and further labelled into one of the two 
categories accordingly. 

•	 Neural Network (NN): It is an ML Algorithm used 
to diagnose the relationships in a set of features 
through a process inspired by the behaviour of the 
human brain. Several nodes comprise a neural net-
work layer that can have multiple layers.  

•	 K-nearest neighbours (KNN): It is a type of supervised 
learning classifier that groups individual data points 
together which are in close proximity (k closest rela-
tives). It assumes that points lying near one another 
are similar. The class label is decided based on the 
class labels assigned to the surrounding points; this 
is referred to as “majority voting”. Its performance is 
lower than SVM and Multinomial Naïve Bayes.

•	 Support Vector Machines (SVM): are a set of super-
vised machine learning algorithms employed for 
classification and regression. In an n-dimensional 
space, where n represents the number of features, 
data items are plotted, and a hyperplane is identi-
fied. This hyperplane effectively separates the co-
ordinates into positive and negative classes, clas-
sifying the data items. SVM is less suitable for large 
datasets due to extended training times.

4. ExPERIMENTAL RESULTS

To the best of our knowledge, a comparison between 
Word2Vec and TF-IDF feature extraction techniques 
has yet to be performed on the PURE dataset.

4.1. ExPERIMENTAL SETTINGS

These experiments were carried out on a local com-
puter running 64-bit Windows 11 equipped with 8GB 
RAM. These experiments were carried out on a local 
Jupyter Notebook environment with the Python3 pro-
gramming language.

4.2. DESCRIPTION OF THE DATASET

Table 1. Categories of Requirements

PURE dataset [23]

1. Functional Requirement 
(FR) 11. Quality attribute 

requirements

2. Qualitative attributes 12. Availability requirement

3. Help module 13. Maintainability requirement

4. Support module 14. Other requirements

5. Audit module 15. Safety requirement / 
Security requirement

6. Access module 16. Usability requirements

7. Ease of use 17. Portability requirements 

8. Usability 18. Testability requirements 

9. System Availability 19. Other nonfunctional 
requirements 

10. Performance and scalability 
/ Performance requirement 20. Software quality attributes

The publicly available dataset PURE (PUblicREquire-
ment) used is a compendium of 79 different documents 
in PDF and HTML formats. These are SRS (Software Re-
quirement Specification) documents that represent re-
al-world requirements taken from academia, industry, 
etc., and contain 20 different functional and nonfunc-
tional requirements written in natural language. These 
documents would be representative of the client’s re-
quirements, typically presented to the software devel-
opers. Table 1 provides an overview of the number of 
requirements present in the dataset [23].

4.2. RESULTS

This study uses the PURE dataset, which contains 79 
SRS documents. Two text preprocessing techniques, 
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Word2Vec and TF-IDF, are employed. A total of 2153 
feature instances were extracted, representing 20 dis-
tinct feature categories within the dataset. The results 
are as follows. A comparison of the results using the 
TF-IDF technique and the Word2Vec technique is dis-
cussed below.

Using the TF-IDF preprocessing technique, which 
calculates how relevant a word in a series or corpus is 
to a text/document [24], in our study, all of the algo-
rithms were able to identify Functional, Access mod-
ule, Maintainability requirements, other requirements, 
Performance requirements, software quality attributes, 
Usability, and software qualitative attributes, as illus-
trated in Fig. 2. 

Only Decision Tree was able to identify the Audit 
Module, and only Neural Network was able to identify 
Portability Requirements. The Help module, support 

Fig. 2. Comparison of ML Algorithms Using TF-IDF 
(Precision)

Fig. 3. Comparison of ML Algorithms Using TF-IDF 
(Accuracy)

module, Ease of use, Availability, Usability require-
ments, Testability, and Other nonfunctional require-
ments were all not identified by any of the algorithms. 
However, some algorithms, while able to correctly 
identify the requirements, are not in all cases able to 
correctly map those requirements to the correspond-
ing test dataset, as shown in Table 2. ‘0’ indicates that it 
is identified but not mapped, whereas ‘-‘ indicates it is 
not identified at all.

Fig. 3 shows the accuracy technique for the various 
algorithms. SVM (support vector machine) performs the 
best with an accuracy of 91.20%, followed by 90.10% for 
the KNN algorithm. Decision Tree, Logistic Regression, 
Random Forest, and Neural Network all have accuracies 
of 88.46%, 87.91%, 87.36%, and 84.06% respectively.

Table 2. Comparison of Precision Value for ML Algorithms Using TF-IDF
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KNN - - 0 0.25 0.75 - - - - 0

SVM - - 0 0.33 0.57 - - - - 1
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Fig. 5. Comparison of ML Algorithms Using 
Word2Vec (Accuracy)

Fig. 4. Comparison of ML Algorithms Using 
Word2Vec (Precision)
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Logistic regression 0.87 0 - - - 0 - 0 - -
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KNN 0.89 0 - - - 0 - 0 - -

SVM 0.87 0 - - - 0 - 0 - -
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Decision tree - 0 0 0 0 0 0.1 - 0 0

Random forest - 0 0 0.33 0 0 1 - 0 0

Logistic regression - - 0 0 0 0 0 - 0 0

Neural network - - 0 0 0 0 0 - 0 0

KNN - - 0 0.5 0 0 0 - 0 0

SVM - - 0 0 0 0 0 - 0 0

The Word2Vec learns representations by predicting 
word contexts in a given dataset. This enables efficient en-
coding of semantic similarities and differences, facilitating 
tasks like natural language processing and machine learn-
ing [25]. In our research, all the algorithms were able to 
identify Functional requirements, Qualitative attributes, 
Access module, Usability, Maintainability, other require-
ment, Safety/Security Requirements, Usability require-
ments, Portability, other nonfunctional requirements, 
and software quality attributes. Only random forest and 
decision tree can classify the Help module and Availabil-
ity requirements; all other requirements were unidenti-
fied by any of the algorithms. However, some algorithms, 
while able to correctly identify the requirements, are not 
in all cases able to correctly map those requirements to 
the corresponding test dataset, as illustrated in Table 3. ‘0’ 
indicates that it is identified but not mapped whereas ‘-‘ 
indicates it is not identified at all.

5. CONCLUSION

Through this work, we have provided a systematic 
comparison of several ML algorithms (DT, Random 
Forest, LR, NN, KNN, and SVM) used to identify and 
categorise a number of functional and non-functional 
requirements. The dataset undergoes preprocessing 
which includes extracting the text, conversion to low-
ercase, removal of noise, white space, and stop words 
after which the feature selection technique of TF-IDF 
and Word2Vec is employed. The performance of the ML 
algorithms is measured by the test dataset.

79 separate SRS documents in PDF and HTML for-
mats that depict actual client requests were employed 
in the second phase of our research. In this, the feature 
selection techniques are compared while the pre-pro-
cessing methods stay the same. The study was carried 
out using the Word2Vec and TF-IDF approaches. When 
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compared to the Word2Vec technique, it has been 
found that the TF-IDF feature selection technique pro-
duces better outcomes in subsequent algorithmic eval-
uations. 91.20% (for the SVM and Random Forest algo-
rithm) as compared to 87.36% (for the SVM algorithm), 
a 3.84% difference is seen between the two. We are 
sure that these techniques will assist developers in au-
tomating the task of software requirement categorisa-
tion, thus saving time, money, and other vital resources 
in the SDLC while being able to ship the most suitable 
product tailored to the stakeholder’s requirements. Ad-
ditionally, it can assist industry experts in choosing the 
appropriate algorithm that offers the most significant 
degree of accuracy in the categorisation process. 

6. FUTURE SCOPE

To facilitate the widespread adoption of ML algo-
rithms in requirement engineering, the future scope 
entails extending the research to ensure practical ap-
plicability and scalability. The focus should be on opti-
mising the proposed methods for large-scale projects. 
Additionally, there is a need to explore integration with 
popular development tools, thereby facilitating adop-
tion by development teams and streamlining the soft-
ware engineering process. 
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Abstract – Transformer-based models have been utilized in natural language processing (NLP) for a wide variety of tasks like 
summarization, translation, and conversational agents. These models can capture long-term dependencies within the input, so they 
have significantly more representational capabilities than Convolutional Neural Networks (CNN) and Recurrent Neural Networks 
(RNN). Nevertheless, these models require significant computational resources in terms of high memory usage, and extensive training 
time. In this paper, we propose a novel document categorization model, with improved parameter efficiency that encodes text using 
a single, lightweight, multiheaded attention encoder block. The model also uses a hybrid word and position embedding to represent 
input tokens. The proposed model is evaluated for the Scientific Literature Classification task (SLC) and is compared with state-of-the-art 
models that have previously been applied to the task. Ten datasets of varying sizes and class distributions have been employed in the 
experiments. The proposed model shows significant performance improvements, with a high level of efficiency in terms of parameter 
and computation resource requirements as compared to other transformer-based models, and outperforms previously used methods.

Keywords: deep learning, document categorization, text classification, scientific literature classification

1.  INTRODUCTION

An ever-increasing amount of textual information in 
the form of research articles, books, conference pro-
ceedings, patents, and theses is produced and pub-
lished every year. PubMed, a biomedical and life sci-
ence literature search engine, lists more than 30,000 
journals and more than 35 million citations [1]. As far 
back as 2009, the number of published journal articles 
surpassed 50 million [2] The value and utility of scientif-
ic literature depends upon the automatic organization 
and categorization into different subjects, domains, 
and themes. Text classification has proven to be an 
indispensable tool for the organization, curation, and 
retrieval of such textual data repositories.

Deep learning algorithms such as Convolution neu-
ral network (CNN) [3-6]  and Recurrent neural network 
(RNN) [7, 8] based models have been used for text clas-
sification. The applications of these supervised deep 
learning models are numerous and varied, ranging 
from biometrics such as face recognition [9] and finger-
print recognition [10] to medical science [11, 12] and 
time series forecasting [13].

Recently more complex, transformer-based models 
have been applied [14-19]. These models outperform 
the other simpler models for tasks involving text clas-
sification. However, the performance improvements 
are at the cost of increased model size and complex-
ity. Such complex models are required for good re-
sults in tasks such as translation and summarization. 
However, these models are inefficient when used in 
comparatively simpler tasks such as text classification. 
This inefficiency and model complexity result in issues 
such as higher computational demands, complex fine-
tuning, model space complexity, interpretability issues, 
latency, and data requirements. Besides they may not 
be suitable for small datasets, consume substantial re-
sources, and lack transparency.

In this study, we address the efficiency and model 
complexity issues associated with the transformer-based 
models in dealing with the text classification problem. 
The architecture choices for the transformer-based model 
are reconsidered to achieve parameter efficiency for text 
classification. A new efficient model is proposed and 
evaluated on the task of Scientific Literature Classification 
(SLC) and is compared with previously used models.
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2. RELATED WORK

Deep learning has been applied in a variety of differ-
ent applications of supervised learning [20]. Different 
approaches have been employed in text classification 
tasks [3-8]. Convolutional Neural network (CNN) based 
models apply filters of varying sizes on the input text to 
extract useful features. Such models vary in input rep-
resentation, the number of CNN layers, and the number 
and size of filters in each layer. The model Text-CNN [3] 
trains a CNN over text represented as a matrix compris-
ing pre-trained word vectors. The model uses both fi-
netuned as well as pre-trained word embeddings. The 
authors in [21] demonstrate the advantages of using 
pre-trained word embeddings in text classification tasks. 
Multi-group norm constraint CNN [22] uses multiple 
such word embeddings to improve the performance of 
CNN-based algorithms. The authors apply the model to 
text classification tasks such as sentiment analysis, irony 
detection, and question type detection. Self-attention 
mechanisms can be used to achieve improvements for 
such algorithms [23]. Inspired by the success of large 
models used in image classification tasks, a deeper CNN 
network that uses a character-based input text represen-
tation is employed by some authors [24, 25]. The model 
VDCNN [25] uses up to 30 layers to extract features from 
the input text. For text classification, the use of such 
deep models is costly and not necessary [26]. Set-CNN 
employs semantic extension and multi-channel convo-
lution to improve classification performance [27].

Recurrent neural network-based models have been 
used in text classification tasks [7, 28]. Enhanced recur-
rent models such as BLSTM-2DCNN try to combine the 
best features of CNN and RNNs to obtain a better input 
representation [7, 8].

Hybrid models that combine CNN and RNN in dif-
ferent ways have been proposed, as those used in [29, 
30,  31]. These models use a CNN layer to extract useful 
features followed by an RNN layer to obtain an enriched 
contextual representation. The authors in [29] use BiGRU 
(Bidirectional Gated Recurrent unit), a gated RNN while 
[31] uses LSTM (Long Short-Term Memory). An alternate 
approach is to use RNN followed by CNN. This approach 
has been employed by [7, 32]. The authors in [7] use two-
dimensional max-pooling to the output of LSTM. The 
model BiLSTM-C uses two layers of LSTM followed by a 
layer of CNN [32]. In such models, the LSTM layer outputs 
token representations based on the previously seen to-
kens. This representation is input into the convolutional 
layer(s) for feature extraction. Similar models are used in 
[33, 34, 35]. The authors in [36] propose enhancing RNN 
models by modifying the activation functions used.

To address the problems associated with CNN and 
RNN-based methods, specifically, the lack of interpret-
ability and intuition, Attention-based models were pro-
posed in [37]. Attention-based models have been em-
ployed for machine translation [37], visualizing impor-
tant parts of a text [38]. HAN (Hierarchical Attention Net-

work) proposed in [38] encodes a sentence by focusing 
on the constituent words differentially. Another encoder 
is used to encode the whole document by attending to 
the constituent sentence representations [39]. Trans-
former-based models similar to the original transformer 
model [15] such as BERT (Bidirectional Encoder Repre-
sentation for Text) [14] use a stack of attention-based 
encoders. Similar variations have been proposed. These 
include the models proposed in [16-19]. These models 
have been applied for tasks such as translation [40], sum-
marization [41] as well as text categorization [42].

This paper proposes a new multi-headed attention-
based model for text classification that reconsiders 
the architectural choices in transformer-based models 
when used for tasks involving text classification. The 
model demonstrates that significantly more parame-
ter-efficient models can be designed and used for such 
tasks. This reduces memory requirements as well as 
training and inference times. Besides the carbon foot-
print associated with large pre-trained language mod-
els is also minimized [43]. The paper applies the model 
to the task of classifying scientific literature. The model 
outperforms previously applied methods.

3. PROPOSED MODEL

3.1. OvERvIEW

Transformer-based models such as BERT [14] have 
the drawback of having large parameter spaces (BERT-
base has 108 M parameters), making them slow to 
train and run. For relatively simple NLP tasks such as 
text classification, this makes their use inefficient. The 
proposed model addresses this by reconsidering the 
architectural choices in such large and complex trans-
former-based models.

We employ a single efficient and lightweight encoder 
block with 12 attention heads. The encoder block con-
sists of a Self-Attention subunit and a fully connected 
neural network (FCN) subunit. Our experiments show 
that this simplification of the architecture of the encod-
er block suffices to capture textual semantics without a 
significant loss in performance.

3.2. DETAILED DESCRIPTION Of ThE 
 PROPOSED MODEL

This subsection presents a detailed description of the 
proposed approach and explains the different steps in-
volved using mathematical equations.

3.2.1. Embeddings Block

The proposed model (Fig. 1) uses two types of em-
beddings, word embedding and positional embed-
ding. We use token embeddings of size 100 initialized 
using GloVe [44]. The word embedding outputs a dense 
word representation as a linear projection of one-hot 
encoded words as shown in (Eq. 1).
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(1)

Here xi
word is the dense word vector for the ith word in 

the input, wi. W
word is the word embedding matrix ini-

tialized using GloVe [44].

The positional embedding learns to encode the order 
of tokens in the input text as a linear transformation of 
the position within the input text as shown in (Eq. 2).

(2)

Here xi
pos is the positional embedding vector corre-

sponding to the kth word in the input, wi. W
pos is the po-

sitional embedding matrix. The positional embedding 
matrix is initialized as used in [15]. 

The two embeddings are combined to obtain a bet-
ter, position-aware word embedding. The combined 
word embeddings are obtained by calculating the sum 
of the corresponding word and positional embeddings 
as shown in (Eq. 3).

(3)

Here, xi is the combined word vector.

fig.1. Proposed model architecture

3.2.2. Light Weight encoder block

The proposed model approach uses a single efficient 
and lightweight encoder block to obtain token repre-
sentations using the mechanism of self-attention. We 
project the word embeddings, to three different dense 
vector spaces using three projections – Query, Key, 
and Value which are linear transformations of the com-
bined word vector (Eq. 3). This is shown in (Eq. 4), (Eq. 
5), and (Eq. 6).

(4)

(5)

(6)

Here, vi is the key vector corresponding to the ith word 
in the input text, xi is the combined word embedding 
vector and Wv is the value projection matrix.

The encoder outputs an attention-based representa-
tion with the capability to attend to a specific piece of 
information from a potentially infinitely large context. 
The scaled dot product (aij) of a query vector (qi) (repre-
senting the word being encoded) with a key vector (kj) 
(representing another word) is treated as the attention 
score assigned to the keyword when interpreting the 
query word as shown in (Eq. 7).

(7)

(8)

here, qi is the query word (one that is being encod-
ed) and kj is a keyword (one of the words in the input) 
whose attention score against qi is to be calculated. n is 
the length of the query and key vectors.

Next, softmax is applied over scores for all key vectors 
for a query vector. This scaled set of scores (αi) is used to 
scale each value vector vj. The scaled value vectors are 
added together to obtain zi, the representation of the ith 
word in the input text. This operation is shown in (Eq. 9).

(9)

We use residual connections [45] across the atten-
tion mechanism in the proposed model, allowing gra-
dients to travel through them directly. The unattended 
representations (xi) are added to the representation 
obtained as a result of the attention mechanism (zi) to 
obtain the input for the next step, layer normalization 
(ni∈Rembedding_dim). This is shown in (Eq. 10).

(10)

The proposed model uses layer normalization as a 
means of regularization to reduce training time [46]. 
This can be represented as shown in (Eq. 11)
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(11)

The normalized word representations are input to 
two successive fully connected neural network layers 
to generate the attention head output. The output 
vectors obtained from multiple attention heads are 
concatenated together and are subjected to a linear 
transformation layer to output a combined multihead-
ed word representation. A residual connection is used 
that bypasses the output i.e., pi is added to ri to obtain 
a combined output si as shown in (Eq. 12).

3.2.3. Classification Block

The combined output from all the heads is passed to 
a single linear transformation layer, followed by a nor-
malization layer that generates the normalized vectors 
ti, as shown in (Eq. 13).

(12)

(13)

Finally, the average overall positions represent the 
entire text as shown in (Eq. 14).

(14)

The feature vector, u, is finally input into a softmax 
activated fully connected layer of neurons whose out-
puts are treated as class probabilities as shown in (Eq. 
15) and (Eq. 16).

(15)

(16)

4. EXPERIMENTS AND RESULTS

The proposed model was applied to ten different 
datasets. For comparison, seven other deep-learning-

based text classification models were also tested on 
the task. The following subsections describe the datas-
ets and the model evaluation method used.

4.1. DATASETS

In this study, we used ten datasets comprising ab-
stracts of scientific papers. Three Web of Science (WOS) 
datasets created and used by [6] were employed. In ad-
dition to these, seven new SLC datasets were created 
and used. We used Python libraries like Urllib, Lxml, and 
Beautiful Soup to obtain data. The datasets contain la-
beled abstracts with their associated categories and 
subcategories.

The three WOS datasets [6] include abstracts from 
46958 publications and are categorized into 134 cat-
egories and 7 domains. The three COR datasets are de-
rived from the ArXiv metadata repository released by 
Cornell University. The ArXiv dataset was gathered from 
the ArXiv [47]. The collection is divided into seven do-
mains and contains 146 areas. The Nature dataset was 
gathered from the scientific paper repository - Nature 
[48]. It is divided into eight domains and contains 102 
areas. The Springer dataset comprises metadata about 
116230 published papers available from Springer [49]. 
The collection is divided into 24 domains and contains 
117 areas. The Wiley dataset was gathered from the Wi-
ley Online Library [50]. There are 494 areas in the collec-
tion, which are divided into 74 categories.

Table 1 describes the features of the datasets used 
in the study. These datasets vary in the number of do-
mains, training and testing samples, mean number of 
words and characters per sample, and vocabulary size. 
These characteristics can impact the performance of 
text classification models trained on these datasets. 
The larger and more diverse the dataset, the better the 
model's performance is likely to be. Table 2 lists the 
classes within each dataset.

Dataset
Dataset characteristics

Number of 
Domains

Number of 
Abstracts

Training 
samples

Testing 
samples

Words/sample 
(Mean)

Chars/sample 
(Mean)

vocabulary 
Size

WOS5376 3 5736 4588 1148 209.03 1386.13 42306

WOS11967 7 11967 8017 3950 201.43 1340.19 57875

WOS46985 7 46985 31479 15506 205.27 1375.76 125968

ArXiv 7 40060 32048 8012 148.21 978.67 112452

Nature 8 49782 24891 24891 175.20 1206.56 84228

Springer 24 116230 92984 23246 167.92 1128.41 22254

Wiley 74 179953 143962 35991 170.26 1150.62 113534

COR-8883 3 8883 7106 1777 135.705 889.15 28836

COR-61033 4 61033 48826 12207 127.545 782.714 52053

COR-233962 6 233962 187169 46793 148.247 971.305 172954

Table 1. Summary of datasets used
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Table 2. Classes in datasets

Number Labels

WOS5376 3 Elec. & Comm. Eng., Psychology, Biochemistry

WOS11967, WOS46985 7 Comp. Sci., Elec. & Comm. Eng., Psychology, Mech. & Aero Eng., Civil, Medical, Biochemistry

ArXiv 7 Comp Sci, Economics, EE&SS, Math, Physics, Q Biology, Q Finance

Nature 8 Bio Sci, Bus & Comm, Earth & Env Sci, Health Sci, Humanities, Phys Sci, Sci Community & Society, Soc Sci

Springer 24
Biomedicine, Bus. & Mgmt., Chemistry, Comp Sci., Earth Sci., Economics, Education, Engineering, 

Environment, Geography, History, Law, Life Sci., Literature, Mat. Sci., Math, Med. & Pub. Health, 
Pharmacy, Philosophy, Physics, Poli. Sci. & Intl. Relations, Psychology, Social Sci., Statistics

Wiley 74 Accounting, Agriculture, Allergy & Clin. Immunology, Analytical Chem., Anatomy & Physiology, ..., 
Religion & Theology, Social Policy & Welfare, Space & Planetary Sci., Statistics, Veterinary Medicine

COR-8883 3 Economics, Chaotic Dynamics, Algebraic Geometry

COR-61033 4 HEP - Experiment, HEP - Lattice, Nuclear Exp, Quantitative Finance

COR-233962 6 Gen. Relativity & Quantum Cosmology, Stats, Elec. Eng. & Sys. Science, Nuclear Theory, Math Physics, 
Quant. Biology

4.2. EXPERIMENTAL SETUP

This subsection describes the experimental setup 
used in this study. The experiments were performed 
using Python v3.9.1 [51] using Keras  v2.3.1 [52] API for 
Tensorflow 2.0 [53]. Python libraries such as the lxml 
v4.6.4 [54], and beautiful soup v4.10.0 [55] were utilized 
to acquire some of the datasets from websites such as 
ArXiv, Wiley, Springer, and Nature 

The datasets were cleaned by filtering out special 
characters. Tokenization was then done using a dic-
tionary size of 20000. A constant length of 250 words 
was ensured using padding and truncation as needed. 
The datasets underwent a random shuffle to eliminate 
any ordering bias, and subsequently, a standard (80-
20) rule was used to split them into training and testing 
subsets. In the proposed model, we utilized the Adam 
optimizer, with a learning rate of 0.01 and a batch size 

of 16. All the models were trained for 20 epochs. (Fig. 2) 
shows the training graphs for the proposed model on 
two different datasets.

4.3. RESULTS

We compare the performance of the proposed mod-
el with previously applied deep learning-based text 
classification methods based on classification accu-
racy percentages. This subsection presents the results 
of the experiments conducted to assess the efficacy of 
the proposed model and to compare its performance 
against other deep learning-based models that have 
previously been applied to the task of SLC.

Table 3 compares the accuracy of the proposed mod-
el with state of art models on seven different datasets. 
The performance can be depicted visually as shown in 
(Fig. 3). Model training times are listed in Table 4. 

Table 3. Comparison with previously used models on classification accuracy (%) metrics

Models

Datasets TextCNN [3] MGNCNN 
[22] CharCNN [24] RCNN [28] vDCNN [25] hDLTEX- CNN 

[6]
hDLTEX – 

RNN [6]
Proposed 

Model

Parameters (M) 25.6 33.7 11.5 16.9 14.35 34.9 11.32 11.9

WOS-5736 49.46 97.41 88.48 97.07 82.9 96.47 97.82 99.13

WOS-11967 16.55 92.94 25.45 92.94 67.64 93.52 93.98 96.17

WOS-40896 31.13 89.33 76.59 88.2 75.76 88.67 90.45 95.71

ArXiv 26.26 85.35 80.53 83.32 66.11 85.84 84.26 87.11

Springer 27.7 100 61.6 85.0 63.0 99.98 100 100

Nature 33.79 57.23 51.23 52.21 53.44 60.12 61.83 61.56

Wiley 8.15 52.04 7.82 62.10 49.50 50.81 43.39 72.24

COR-8883 88.74 91.64 97.97 91.87 67.24 93.35 92.90 94.25

COR-61033 90.06 90.66 93.38 92.38 28.16 94.67 92.46 93.41

COR-233962 87.23 91.93 90.725 92.31 56.44 90.2 91.55 93.37
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fig. 2. Training graphs of the proposed model on two datasets WOS- 46985 and Wiley

Table 4. Comparison with training times with previously used models (in seconds)

TextCNN MGNCNN CharCNN RCNN vDCNN hDLTEX- 
CNN

hDLTEX – 
RNN sBERT

WOS5736 73.15214 3631.116 158.1202 501.49 269.139 140.4653 166.1034 157.2688

WOS11967 106.2313 5498.224 221.2821 716.46 405.123 206.5897 708.5794 286.5306

WOS46985 333.4941 10805.61 771.9043 2644.6 1267.18 482.8745 2948.638 604.8373

arXiv 341.4121 15226.54 450.2403 771.23 687.927 330.3308 831.7495 500.1951

Nature 243.1619 10844.71 386.2782 532.34 407.972 271.8696 639.7405 361.6975

Springer 776.393 34626.14 880.3642 2096.1 788.691 549.7363 2251.08 721.5509

Wiley 1222.111 54504.59 1077.362 3002.8 8974.24 1845.265 3309.169 1333.135

COR-8883 94.99683 4236.737 186.051 457.67 555.342 127.8164 696.8934 179.0956

COR-61033 464.6511 20722.85 670.7038 1324.9 1891.57 434.1656 906.9122 527.6036

COR-233962 1509.796 67334.97 1773.456 4780.1 8909.46 1510.261 2864.248 1493.209

fig. 3. Classification accuracy performance of different models

5. DISCUSSION

This section provides an analysis and discussion of 
the experimental results, comparing and contrasting 
the performance of the various models under consid-
eration From the experimental results, it follows that 
models such as TextCNN capture local n-gram features 
and ignore long-range dependencies within the input, 
resulting in poor performance on the task. Models such 
as HDLTex CNN use a deeper network architecture with 
a wider range of filter sizes. Although this improves the 
results, the models still do not capture long-range de-
pendencies within the text.

Models like VDCNN and CharCNN detect character 
n-grams rather than words and phrases within the 
text. The models need to be deeper, which increases 
the time required to train and infer. Models such as 
RCNN treat text as a sequence of tokens and attempt 
to capture long-range dependencies within the text by 
finding contextual representations. This is limited by 
the problem of vanishing gradients. HDLTex RNN uses 
LSTM to maintain an internal cell state and a system of 
gates to maintain information over an extended num-
ber of timesteps. These models are slow to train and 
infer because of their sequential nature. 
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Transformer-based models make it possible to attend 
to a potentially infinitely long context while encoding 
a given position within a text. These models, however, 
suffer from a large parameter space, leading to ineffi-
ciency in tasks like text classification.

The proposed model employs a single, parameter-
efficient encoder block. The parameter efficiency 
achieved facilitates faster training and utilization. 
Moreover, the model significantly reduces resource 
requirements, making it feasible to train and deploy in 
low-resource environments. The proposed model out-
performs previously used methods on the task.

6. CONCLUSION

Text classification, particularly in scientific literature, 
holds significant importance. While Transformer-based 
models have revolutionized NLP, applying them to text 
classification results in parameter-inefficient models 
with considerable space and time complexities. The pro-
posed model addresses these issues by re-evaluating 
the architectural choices of Transformer-based models 
while prioritizing parameter efficiency. As a result, the 
model surpasses the performance of previously em-
ployed deep learning-based methods in the task of SLC, 
with only a fraction of the parameter space required by 
Transformer-based models like BERT. However, it is es-
sential to recognize that our approach's applicability ex-
tends beyond scientific literature classification. To gauge 
its full potential and limitations, future research should 
involve its evaluation in other related tasks such as sen-
timent analysis, toxicity detection, and similar domains. 
Assessing the model's performance in diverse contexts 
will provide a comprehensive understanding of its capa-
bilities and guide further refinements.
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Abstract – In this paper, we present a novel approach to simulating the interaction between electromagnetic waves and a Debye 
medium utilizing a Transmission Line Matrix (TLM) algorithm with the symmetrical condensed node (SCN-TLM) technique. The 
proposed method utilizes the polarization current within the media and incorporates the auxiliary differential equation (ADE) 
technique to handle scattering following the conventional discretization process. The averaged approximation is employed to utilize 
the polarization current density J and the electric voltage. By reducing the number of operations required per iteration, the New ADE-
TLM method has successfully decreased the computational time compared to time convolution techniques. Despite this reduction 
in computational time, the New ADE-TLM method maintains a numerical accuracy that is comparable to that of time convolution 
techniques. The efficiency and precision of this approach are confirmed by the agreement between the results obtained and those 
predicted by the analytic model.

Keywords: Auxiliary Differential Equation (ADE), Symmetrical Condensed Node (SCN), Transmission line matrix (TLM) approach, 
Debye medium

1.  INTRODUCTION

The Transmission Line Matrix (TLM) approach was 
designed as a simple analogy between the principles of 
electromagnetic wave propagation and those of elec-
trical currents and voltages in a network of continuous 
transmission lines. This network, representing the dis-
cretization of the physical environment to be studied, 
is formed by interconnected transmission lines, which 
constitute the basic elements called nodes.

The TLM approach is immediately derived from Max-
well's equations using the centered derivative approxi-
mation [1], shares similarities with the finite difference 
model. This suggests that the TLM approach offers a 
similar level of accuracy and efficiency in representing 
and solving electromagnetic problems, making it a vi-
able choice for modeling such systems.

For example, it has been shown that the equations 
of the extended TLM node model can be transformed 

into the finite difference equations used by Brodwin 
and Taflove [2, 3].

The TLM technique can be considered either as a 
mathematical representation obtained from Maxwell's 
equations using the finite difference approach or a 
physical representation based on the Huygens prin-
ciple for modeling transmission line networks.

In recent years, several approaches based on the 
FDTD model [4, 5] have been presented to analyze 
problems related to the propagation of electromag-
netic wave fields in linear media [6, 7] and to predict 
the gain, absorption, and scattering in a nonlinear me-
dium [8].   

The technique, which depends on the auxiliary dif-
ferential equation (ADE-FDTD), has been effectively 
used in modeling nonlinear media [9, 10].

The TLM approach effectively simulated the per-
formance of electromagnetic waves in nonlinear and 
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linear media [11, 12], allowing the resolution of three-
dimensional problems as well as the treatment of in-
homogeneous, anisotropic and dispersive waves [13].

In recent years, we report a many TLM-based ap-
proaches for the analysis of a dispersive medium. We 
find that : the use of equations characterizing the con-
ductive medium in terms of equivalent node sources 
[14], the use of Constant Recursive Convolution (CRC) 
[15], which was later improved to the Current Density 
Recursive Convolution (CDRC-TLM) technique [16], and 
the Piecewise Linear Current Density Recursive Convo-
lution (PLCDRC-TLM) technique [17] ,which are applied 
to magnetized plasma, the application of the Z-trans-
form approach [18] to characterize the electric proper-
ties of the dispersive media, and the other technique 
includes  the JE-TLM with voltage sources [19] which is 
applied to model isotropic plasma.

The auxiliary differential equation (ADE-TLM) ap-
proach is employed to simulate the chiral media [20], 
this is achieved by utilizing the ADE approximation, 
and employed to model Cole-Cole media [21].

In this paper, we propose the new ADE-TLM algo-
rithm in terms of polarization current density and the 
constitutive relations between the voltage V and the 
polarization current density J, which are presented in 
[22], to simulate the propagation of EM wave in the De-
bye medium. Therefore, we will discuss the formulation 
of this technique in detail.  

The New ADE-TLM algorithm is based on the SCN-
TLM by using 12 principal ports to model the free space 
and modeling the properties of the Debye medium by 
using 3 additional ports as voltage sources.

   In contrast, the derivation of our new ADE-TLM al-
gorithm, which utilizes the centered derivative approx-
imation, is simpler in comparison to the derivation of 
the ADE-TLM algorithm discussed in [23].

When comparing the ADE schemes to the RC and 
PLRC schemes [16, 17], it is found that the ADE schemes 
require a smaller number of variables to be stored and 
involve fewer arithmetic operations. As a result, the 
ADE schemes significantly reduce the computational 
complexity involved in the calculations, making them 
a more efficient option. Also, the derivation of our pro-
posed method is simpler compared to the derivation 
of the JE-TLM method [19]. However, it typically leads 
to enhanced accuracy.

This new ADE-TLM method is examined and vali-
dated by calculations of the reflection coefficient of a 
Gaussian pulse incident at the air-water interface. An 
excellent agreement has been found between the new 
proposed ADE-TLM calculation and the analytical solu-
tions for the reflection coefficient.

The present paper is organized in the following sec-
tions: In Section 2, we present the theoretical formu-
lations and equations related to the Debye model. In 
Section 3, we introduce the derivation of the New ADE-

TLM algorithm, which is used for calculating sources. 
The efficiency and validity of this algorithm are dem-
onstrated in the frequency domain, and the results are 
detailed in Section 4. In conclusion, section 5 presents 
our final remarks.

2. FORMULATIONS AND EQUATIONS 

In the Debye medium, the polarization current den-
sity is described by Maxwell equations as follows:

(1)

(2)

Where H represents the magnetic field strength, E 
defines the electric field strength, ε0 is the permittiv-
ity of vacuum, ε∞ is the relative permittivity at infinite 
frequency, μ0 is the magnetic permeability of vacuum, 

and  defines the polarization current density 
with multiple poles, where J represents the polarization 
current density and p is the number of poles.

In the frequency domain, we express the relative per-
mittivity of the Debye media as [24]:

(3)

τp is the relaxation time for the pth pole, the ampli-
tude for each pole is: Δεp=εs-ε∞. Where εs is the static 

permittivity. With [24]: 

In the frequency domain, the polarization current 
density caused by one pole is given as [25, 26]:

(4)

An efficient means to obtain J̃p from Eq. (4) is to first 
multiply both sides of this equation by (1+jωτp). This 
gives:

(5)

We obtain by applying the inverse Fourier transform 
to each term in equation (5):

(6)

3. ADE-TLM ALGORITHM 

We obtain by using the finite difference time in Eq. (6) 
at time step n+1: 

(7)
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The updated equation is:

(8)

With the coefficients:

(9)

The time discretization centered at step n + 1/2 of Eq. 
(1) gives:

(10)

From Eq. (8), we obtain the polarization current cen-
tered at step n + 1/2 by:

(11)

We convert the electric field to a voltage utilizing the 
following equation:

(12)

Where Δl represents the space step as well as V de-
fines the electric voltage.

By substituting Eq. (12) in Eq. (8) and Eq. (10) respec-
tively, we find:

(13)

(14)

We first update Eq. (13) to improve the efficiency of 
ADE-TLM, and we find by utilizing the average approxi-
mation defined in [27]:

(15)

We obtain by substituting Eq. (15) into Eq. (13):

(16)

We find by utilizing the SCN-TLM method [28] to Eq. (2):

(17)

Applying the charge conservation's laws:

(18)

Replacing Eq. (17) in Eq. (14), utilizing Eq. (18), and 
employing the Symmetrical Condensed Node (SCN), 
the total voltage is written as follows:

(19)

Yox, Yoy, and Yoz  indicate the normalized admittances.

The normalized admittances Yox, Yoy, and Yoz can be 
written after comparing between Eq. (14) and Eq. (19) 
as follows:

(20)

And the voltage sources Vox, Voy, and Voz are :

(21)

With: u∈{x, y, z}.

The ADE-TLM algorithm procedure in the Debye me-
dium is as follows:

1. We start by conserving values from Vn, Vn-1 and Jp
n 

, and Jp
n-1.

2. We update Jp
n-1 made by Eq. (16), and we introduce 

the obtained values of Jp
n-1 in the voltage Sources 

employing Eq. (21).

3. According to Eqs. (20) and (21), we update the V n+1 

characterized in Eq. (19) using normalized admit-
tance and voltage sources.

4. The reflected pulses are simulated by using the 
conserved values of V n+1 , employing the scattering 
matrix.

5. At the end, the connection matrix is used to simu-
late the propagation to neighboring nodes.

The flow chart of the New ADE-TLM algorithm for De-
bye dispersive media is proposed in Fig. 1.



1128 International Journal of Electrical and Computer Engineering Systems

Fig. 1. Flowchart of New ADE-TLM process for 
Debye Dispersive Media

4. RESULTS AND DISCUSSION

To evaluate the efficiency and validity of the newly 
presented ADE-TLM algorithm, which includes volt-
age sources for the Debye medium. A simulation is 
performed to study the interaction between an elec-
tromagnetic wave and a Debye slab. We simulate the 
reflection coefficient of an interface between air and 
water (Debye medium) employing a one-dimensional, 
the results obtained are compared to the analytical so-
lutions to validate and make comparisons.

  A Gaussian plane wave is incident from air to a 
Debye media. First the TLM network is partitioned in 
(1,1,1000)Δl with the space step: Δl=37.5μm and the 
time step: Δt=0.0625 ps.

  We partitioned the one-dimensional computation-
al space into 1000 cells, with 500 cells represented to 
simulating air and the remaining 500 cells representing 
water.Similar to [29], the following parameters describe 
the simulated Debye media in the structure:

The wave source was defined in the form of :

and t0=400Δt . The simulations are programmed to 
run 5000 iterations.

After being reflected from the air-water interface (cell 
499), the Gaussian pulse propagates across it.

Figs. 2-6 show the total electric field along the x-axis 
after different time steps: 750, 1300, 1500, 1800, and 
3000. These figures clearly indicate the presence of dis-
persion and attenuation effects. 

Fig. 2. The incidence Gaussian signal  
after 750 time steps

Fig. 3. The total electric field versus position  
after 1300 time steps

Fig. 4. The total electric field versus position  
after 1500 time steps
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Fig. 5. The total electric field versus position 
after 1800 time steps

Fig. 6. The total electric field versus position 
after 3000 time steps

For the ADE-TLM approach, we simulate the air-water 
interface reflection coefficient, which is calculated by 
subtracting the Fourier transform of the incident field 
from the Fourier transform of the reflected field.

We calculate the analytical solution for the reflection 
coefficient, utilizing the next formulation [30]:

(22)

Where ε*(ω)  is the complex permittivity.

Fig. 7. shows the results of the reflection coefficient 
simulation at the air-water interface.

An efficient agreement was noted between the sim-
ulation results obtained employing the new ADE-TLM 
method, the ADE-TLM method described in [23] and 
the analytical results for the reflection coefficient at 
different frequencies as defined by Eq. (22). 

This agreement is excellent and is consistent with 
the findings presented in [29].

Fig. 7. Comparison of the new ADE-TLM calculated 
with the analytical solution (eq.22) for the 

magnitude of the reflection and the ADE-TLM 
method described in [23]

5. CONCLUSION

In this work, the New ADE-TLM algorithm was effec-
tively used to analyze various polarization formulations 
and Maxwell's equations, allowing the simulation of re-
flected optical pulses propagation in a Debye media. 
This method utilizes the connection between centered 
derivatives approximations, electrical voltage, and po-
larization current density J.

In our approach, we included voltage sources that 
model linear characteristics and utilized the principle 
of variable admittance. In general, the proposed model 
offers simplicity as an advantage, as it avoids the need 
to handle convolution products, which are required in 
recursive convolution methods. This simplicity results 
in notable performance improvements when com-
pared to other methods like RC, PLRC, and JE.

The results obtained using our new ADE-TLM ap-
proach are in excellent agreement with both the ana-
lytical values of the reflection coefficient and the ADE-
TLM method described in [23], demonstrating the ef-
ficiency and  validity of the suggested method.

Future work will integrate the new ADE-TLM algo-
rithm into Kerr and Raman nonlinear dispersive media.
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Abstract – The pre-processing of satellite data is a vital step in harnessing the full potential of remote sensing pictures. EgyptSat-1, 
Egypt's first satellite for observing the Earth from a distance, encountered a major obstacle as a considerable amount of the images 
it captured could not be used since the necessary radiometric coefficients were missing. This study utilises a cross-calibration 
methodology, taking advantage of the spectral similarity between Spot 4 and Spot 5 as reference satellites, in order to retrieve these 
difficult-to-obtain coefficients. The analysis demonstrates that the selection of window size in the cross-calibration process is crucial 
in determining the outcomes. In general, smaller window sizes tend to produce better results. However, there are certain cases when 
larger windows are more successful, such as in the scenario of EgyptSat-1's band 3 and its cross-calibration with Spot 5. In contrast 
to a previous study, the new methodology produces much diminished uncertainty factors, indicating a remarkable enhancement in 
accuracy. The cross-calibration results highlight the significance of selecting the appropriate window size and satellite for accurate 
calibration, especially for the Near-Infrared (NIR) band, which is highly responsive to these parameters. Moreover, there are differences 
in the computations of offset and gain between Spot 4 and Spot 5, which further highlight the intricacies involved in radiometric 
calibration. The results of this study lead to the determination of improved calibration coefficients for EgyptSat -1, with the specific 
aim of maximising the accuracy of the results and minimising any errors.

Keywords: information security, information system, security awareness, user behavior

1.  INTRODUCTION

It is well known that the satellites orbiting the earth 
are subjected to mechanical or electrical effects, as well 
as UV radiation. These effects can alter the way sensors 
on board operate, resulting in inaccurate results from 
satellite image processing. This is why satellite sensors 
must be calibrated on a regular basis. The calibration 
is basically the comparison of the measured instru-
ment to an absolute reference, standard reference or 
a well-known accuracy this later one is called cross 
calibration. In cross calibration the comparison is made 
between the sensor to be calibrated and a well-known 
sensor. Egypt has lunched Egyptsat -1 since 2007, 
a huge amount of data has been sent to the ground 

station since then. the missing calibration coefficients 
made it hard to use those data.  In 2012, cross calibra-
tion is made between Egyptsat -1 and Spot 4 to re-
trieve the missing radiometric calibration coefficients 
of Egyptsat -1 [1]. In 2016, Using simultaneously col-
lected Landsat-8 OLI data, the Gaofen-1 WFV cameras 
were cross calibrated, and the findings showed that the 
newly calibrated reflectance exhibited a modest differ-
ence (5%) with the calibrated OLI (Operational Land 
Imager) reflectance for the four spectral bands over a 
large reflectance range [2]. In 2017, the 8 correspond-
ing spectral bands of the Sentinel-2 MSI (MultiSpectral 
Instrument) cross calibrated with the well-calibrated 
Landsat 8 OLI as a reference and the results showed 
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that the radiometric difference of the 7 corresponding 
bands are consistent to OLI within 1% or better, except 
on cirrus band [3]. In 2018, Landsat and Sentinel-2 cross 
calibration resulted in stable radiometric calibration for 
each instrument and consistency to ~2.5% between 
the instruments for all the spectral bands that the in-
struments have in common [4]. In 2019, the GF-1 wide 
coverage multi-spectral camera cross calibrated with 
MODIS and the results used to correct the side swing 
angle [5]. The findings of the calibration coefficients 
from the 2019 GF-1 satellite cross-calibration with MO-
DIS and Landsat 8 showed that the suggested strategy 
can obtain excellent calibration accuracy, and the total 
calibration uncertainties of PMS using MODIS as refer-
ence sensor are less than 6% [6]. In 2019, FORMOSAT-5 
satellite was both vicarious and cross-calibrated with 
Landsat 8, the results showed a decaying optical sen-
sitivity, which resulted in rapid changes (6%–24% in 
radiometric coefficient) during the first year after [7] 
launch . In 2020, the GF-6/WFV is cross-calibrated with 
Landsat-8/OLI, Sentinel-2/MSI and Terra/MODIS, the 
uncertainty analysis showed that the total uncertainty 
is 3.35% for the blue band, 3.56% for the green band, 
4.23% for the red band and 4.60% for the NIR band, all 
less than 5% [8]. In2020, a 4-angle BRDF normalization 
model was used for Cross Calibration and Validation 
between Landsat 8 and Sentinel 2A, the findings indi-
cated that there was good potential for normalization 
in the longer wavelength bands but less promise in 
the blue and coastal aerosol bands. [9]. in 2021, a new 
cross-calibration approach using extended pseudo in-
variant calibration sites (EPICS) over North Africa used 
to evaluated the gain for Landsat 7/8 and Sentinel 2A/B, 
with the results showing that the sensors are calibrated 
within 2.5% (within less than 8% uncertainty) or better 
for all sensor pairs  [10]. In2021, HJ-1A CCD1 and Terra 
MODIS data was cross calibrated on long term for gains 
calculation and the results are validated by the field 
calibration results, the gain difference between the site 
calibration and cross-calibration is less than 3%. The 
long-term cross-calibration results further indicate the 
attenuation rate has reached 23.51%, 21.89%, 8.11%, 
and 13.37%, respectively by the end of 2019 based on 
the cross-calibration results [11]. This study addresses 
the critical challenge of missing radiometric coeffi-
cients in EgyptSat-1's acquired imagery by employing 
a cross-calibration approach with reference to Spot 4 
and Spot 5. The key contributions of this research are:

•	 Improved comprehension of the influence of vari-
ous window widths on radiometric calibration, 
yielding valuable observations for enhancing the 
accuracy of satellite photography. 

•	 Enhanced calibration precision, rendering Egypt-
sat -1 data more reliable and valuable for research 
and practical purposes. 

•	 The introduction of updated calibration coefficients, 
specifically tailored to each band, guarantees low 
inaccuracies and maximizes the quality of the data.

Therefore, the rest of this paper is organized as fol-
lows, literature review of the presented problem in sec-
tion 2. Detailed data descriptions are presented in Sec-
tion 3. In section 4, description of the study area and 
region of interest. The proposed approach is illustrated 
in a detailed manner in Section 5. The detailed presen-
tation of the results is presented in Section 6. Finally, 
the conclusion is discussed in section 7.

2. DATA DESCRIPTION 

The study uses data from Egyptsat -1 while data from 
Spot4 and Spot 5 is used as reference. Egyptsat -1 is 
Egypt's first Earth remote sensing satellite. This satel-
lite was jointly built by Egypt's National Authority for 
Remote Sensing and Space Sciences (NARSS) together 
with the Yuzhnoye Design Bureau in Ukraine and was 
launched on board a Dnepr rocket from the Baikonur 
Cosmodrome. On 23 October 2010, the National Au-
thority for Remote Sensing and Space Sciences an-
nounced that control and communication with the sat-
ellite had been lost since July 2010 [12, 13]. 

SPOT-4 (Satellite pour l'Observation de la Terre) is a 
public Earth-imaging satellite launched in 1998 by the 
French National Centre for Space Studies (CNES) to 
provide worldwide crop monitoring for environmental 
research. [14], SPOT 5 was a commercial Earth-imaging 
satellite launched by CNES (Centre National d'Études 
Spatiales), the French Space Agency. Launched on 4 
May 2002, it terminated operations in March 2015 due 
to a technical failure [15]. In this study, the first three 
bands' spectral range similarities were used to select 
a reference coefficient for cross-calibration retrieval of 
the missing coefficient. Table 1 lists the characteristics 
of the three satellites, while Table 2 lists the spectral 
resolutions.

Egyptsat -1 Spot4 Spot5

Lunch date 17 April 2007 24 March 1998 4 May 2002

altitude 668 Km 832 Km 832 Km

orbit sun synchronous sun synchronous sun synchronous

Swath width 46 Km 120 Km 120 Km

Instrument Push broom Push broom Push broom

Repeat cycle ~ 57 days 26 days 26 days

viewing capability ±35º about nadir ± 27º about nadir ± 27º about nadir

Table 1. Characteristic of Egyptsat-1, Spot4 and Spot5
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Table 2. Spectral resolutions of Egyptsat -1, Spot4 and Spot5

Bands Description Egyptsat -1 Res. Spot 4 Res. Spot5 Res.

Band1 Green 0.51-0.59 7.8 m 0.51-0.59 20 m 0.50-0.59 10m

Band 2 Red 0.61-0.68 7.8 m 0.61-0.68 20 m 0.61-0.68 10m

Band3 NIR 0.79-0.89 7.8 m 0.79-0.89 20 m 0.78-0.89 10m

Band4 Pan 0.50-0.89 7.8 m 0.61-0.68 10 m 0.48-0.71 5m

Band 5 SWIR 1.55 - 1.7 39 m 1.58 - 1.75 40 m 1.58-1.75 20m

3. STUDY AREA

The optical images selected for usage in the study 
area (Southern Egypt) must be cloud-free and col-
lected on dates that are close together. The images 
used in this study are from the area of Aswan Egypt-
sat -1 Feb., 23, 2010 Spot4 Feb., 9, 2010 Spot5. Feb.,5, 
2010 Fig. 1., these dates are the best that could be and 
the gap can be ignored as the ROI (Region Of Insert) 
is stable and doesn’t contain much urban as well the 
method used uses only the homogeneous areas. The 

image contains water, desert and vegetation cover to 
consider both “bright” and “dark” target sites to allow 
better characterization across each sensor’s dynamic 
range. To minimize the deference brought on by the 
sun's position change, the calibration target should 
be nearly Lambertian in nature and constant in terms 
of radiometric response and atmospheric conditions. 
Some of these qualities, such as a steady environ-
ment, radiometric response, and spatial uniformity, 
are present in desert sites, making them a good target 
for cross-calibration [16].

(a) (b)

(c)

(d)

Fig. 1. (a)map of Egypt indicating the study Area ROI (b) Egyptsat -1, (c) Spot4, (d) Spot5

As the regions of interest (ROI must be in the same 
size and resolution and perfectly aligned together as 
the process uses sliding window to extract the points 
of interest and Calibration errors are introduced by any 
incorrect registration between the images acquired by 
the two sensors. The images used in this paper is in the 
DN form but registered to each other. As noticed that 
the resolution of the images is different so a prepro-
cessing is a must first to proceed to the cross calibra-
tion the Egyptsat -1 is subjected to upsampling process 
using cubic convolution and Spot 4 MS (multispectral) 
bands was fused with the panchromatic band to resa-
mple the MS bands to 10 m while the Spot5 left as it is.

4. METHODS 

Typically, the first stage in cross calibration is Spec-
tral Adjustment, which eliminates the discrepancy 
between the spectral response of the target sensor 
and that of the reference sensor using spectral band 
adjustment factors (SBAF) [17], however the spectral 
response of Egyptsat -1 is unavailable that’s why Spot 
4 and Spot5 is chosen for the similarity in the spectral 
range (Table 2) Egyptsat -1's manufacturer did not pro-

vide generic calibration data, so it is considered to be 
missing. Consequently, Egyptsat -1 sensor calibration 
data is estimated using the output pixel Digital Num-
bers (DNs), and the missing radiometric coefficient is 
obtained through relative calibration relationships 
between the DNs of Egyptsat -1 and the source. Fig.2. 
shows the flow chart of the cross-calibration procedure 
used in this paper.

Step1: a sliding window goes over the image to ex-
tract the points of interest by selecting the center point 
of the window if its CV (coefficient of variation calcu-
lated by dividing the standard deviation by the mean 
value) of the master image (in this case the Spot image) 
is < 1%, as the surface in this window could be consid-
ered as homogenous. The size of the window is taken 
to be 15x15, 5x5 and 3x3. 

Step 2: A list of matched point from the master (Spot) 
image and slave (Egyptsat -1) image is used to apply lin-
ear regression on the points to find the relation between 
the master and slave images> the list is divided to two 
parts 70% for the training and 30% for testing. Equation 
1 shows the relation between the DNEgyptsat and DNSpot 
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DNSpot =A.DNEgptsat +B (1)

From this relation the gain and offset be determined 
the gain and offset of Egyptsat -1 as follows:

Given: L = GainSpot DNSpot + OffsetSpot (2)

From equation (1)

L = Gainspot(A⋅DNEgyptsat + B )+OffsetSpot (3)

L = A⋅GainSpot DNEgyptsat + B⋅GainSpot +OffsetSpot (4)

From that

GainEgyptsat = A⋅GainSpot (5)

OffestEgyptsat = B⋅GainSpot +OffsetSpot (6)

Fig. 2. The work flow of the cross-calibration process

Step 3: Using the obtained coefficients from the cross 
calibration with Spot 4 to retrieve Egyptsat -1 level 2A 
image and compare it to Spot 5 level 2A image, Likewise 
Using the obtained coefficients from the cross calibra-
tion with Spot 5 to retrieve Egyptsat -1 level 2A image 
and compare it to Spot 4 level 2A image. The compare 
process is done by computing the RMSE (Root Mean 
Square Error) and normalizing the result by dividing it 
by the range of the DN of the images (in this case 0-255).

5.  RESULTS AND DISCUSSION

Table 3 shows the gain of Spot4 and Spot 5 from the 
metadata files while the offset for both satellites is 0.0. 

Table 3 gain of Spot4 and Spot5

Satellite Band1 Band2 Band3

Spot4 0.85857 0.78700 1.34100

Spot5 0.830500 0.800678 1.313315

After applying the previous algorithm and equations (5, 
6) the results are shown in Tables 4 and 5, along with the 
uncertainty degree calculated from the normalized RMSE.

Table 4. The calibration coefficients due to cross 
calibration with spot 4

15x15 window

Band Gain Offset Uncertinity

1 2.2022 -14.0150 25.06%

2 1.3463 -6.7689 16.15%

3 1.4357 5.9256 18.7%

5x5 window

Band Gain Offset Uncertinity

1 2.8486 -61.6575 22.13%

2 1.5203 -25.0393 14.99%

3 1.4876 -0.1991 18.57%

3x3 window

Band Gain Offset Uncertinity

1 3.0921 -79.1228 21.5%

2 1.7706 -51.6968 12.91%

3 1.8168 -46.0309 14.95%

Table 5 The calibration coefficients due to cross 
calibration with spot 5

15x15 window

Band Gain Offset Uncertinity

1 2.1487 -73.4105 19.53%

2 1.4341 -57.5250 12.34%

3 0.8430 30.0816 11.9%

5x5 window

Band Gain Offset Uncertinity

1 2.0602 -66.7629 19.36%

2 1.3454 -48.3277 11.49%

3 0.8732 24.9954 12.25%

3x3 window

Band Gain Offset Uncertinity

1 2.0523 -66.1413 19.18

2 1.3215 -45.8055 11.54%

3 0.9437 15.2819 12.71%

The findings displayed were produced using an aver-
age of 400 points for the 3x3 window, while 8000 and 
34,000 points, respectively, were used for the 5x5 and 
15x15 windows. Figs. 3, 4 represent the scatter plot of 
Egyptsat -1 DN versus Spot 4 and Spot 5. plotted by 
MATLAB. It is evident that the points tend to form verti-
cal lines. In order to investigate this issue, a histogram 
plot was drawn for Egyptsat -1 bands in Fig. 5., which 
reveals voids in the histogram for all three bands. This 
indicates that the vertical lines in Fig. 3, 4 are the result 
of Egyptsat -1 poor quantization. It is evident from Fig. 
3, 4, that the line generated is satisfactory and fairly de-
picts the relationship between Egyptsat -1 points and 
Spot points. Spot 4 results (Table 4) shows that the un-
certainty factor is decreasing with decrease of the win-
dow size, it is also noticeable that the gain fluctuates 
around the average with no more than 20% declines 
to 15% in the case of band 2 and 3, whereas the offset 
results are so widely dispersed from the average.
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In the other hand Spot 5 results (Table 5) shows that 
with the decreasing of the window size the uncertainty 
factor decrease with the exception of band 3 (NIR) the 
uncertainty factor increase with decreasing the window 
size. By examining the findings, it can be found that the 
gain fluctuates around the average with no more than 

6% in band 2 and 3, falling to 3% in the case of band 
1,and that the offset results fluctuate by 7% in band 1, 
14% in band 2, and 35% in band 3. Table 5 lists the out-
comes of an earlier attempt to determine the messing 
coefficient of Egyptsat1 and was obtained via 13 points 
of cross-calibration between Egyptsat1 and Spot4 [17].

Fig. 3. Scatter plot of Spot 4 and Egyptsat -1 DN’s

Fig. 4. Scatter plot of Spot 5 and Egyptsat -1 DN’s

Fig. 5. A histogram for the bands of the Egyptsat -1 image in Fig. 1.(b)
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It is apparent that the Spot 4 results are similar to 
those previously acquired in the case of gain, particu-
larly in the window sizes of 5 and 3, while the results are 
very different in the case of offset.

The outcome of applying the coefficient in Table 6 to 
the Egyptsat-1 image to generate a level 2A image and 
comparing it to a level 2A image from Spot 4 is shown 
in Table 7.

Table 6. The finding of the prior study

Egyptsat-1 Band1 Band2 Band3

Gain [W/(m2 sr μm)] 3.032477 1.462634 1.458202

Offset [W/(m2 sr μm)] -32.1473 -9.89971 -27.8724

Table 7. The uncertainty factor of the prior finding

Band Uncertinty
1 38.29%

2 18.85%

3 7.06%

6. CONCLUSIONS

By stdying the cross-calibration results between 
Egyptsat -1 and Spot 4/5, it is evident that the smaller 
the window size the better the result.with except in the 
case of Egyptsat -1 and Spot 5 band 3 the bigger the 
window size the better the results

With the exception of band 3, where the earlier 
study's results are superior with an uncertainty factor 
of 7.06%, the results of the cross calibration of Egyptsat 
-1 with Spot 4/5 reveal that the new study has a low 
uncertainty factor.

The data indicate that switching from Spot4 to Spot5 
and adjusting the window size has a slight impact on 
the gain. However, the window size in Spot 4 cross-cali-
bration has a significant impact on the offset computa-
tion. In the case of Spot5, changing the window size 
from 5 to 3 has a negligible impact on the results, ex-
cept for the NIR band (band 3). The NIR band is typically 
very sensitive to window size changes. While the offset 
varies between Spot4 and Spot5, band 3 varies greatly 
when the window is altered. In the case of the offset 
calculation, the results vary greatly, whereas the gain 
calculation yields very similar values. The uncertainty 
factor in the case of Spot 4 is varying from 25.06% to 
21.5% in the case of band 1 while in the case of spot 5 it 
varies from 19.53% to 19.18% in case of band 1.

From all the previous results the calibration coeffi-
cients can be considered as follows:

Table 8. The estimated calibration coefficient of 
Egyptsat1

Egyptsat-1 Band1 Band2 Band3

Gain [W/(m2 sr μm)] 2.0523 1.345 1.458202

Offset [W/(m2 sr μm)] -66.1413 -48.3277 -27.8724

These results are chosen in the light of the uncer-
tainty factor to achieve the best results with minimum 
error. Band 1 coefficients are chosen from the cross cali-
bration results with Spot5 with window size 3x3 with 
uncertainty of 19.18%. Band 2 calibration coefficients 
are chosen from the cross calibration with Spot5 with 
window size 5x5 with uncertainty of 11.49%.Band 3 
best results obtained by applying the calibration coef-
ficients of the prior study with uncertainty 7.06%.

7. ACKNOWLEDGMENT

The authors are grateful to the National Authority for 
Remote Sensing and Space Sciences (NARSS) in Egypt 
for supporting this study.

8. REFERENCES: 

[1] A. Nasr, B. El Leithy, H. Badr, J. Centeno, "Estimation 

of Radiometric Calibration Coefficients of EGYPT-

SAT-1 Sensor”, The International Archives of the 

Photogrammetry, Remote Sensing and Spatial In-

formation Sciences, Vol. 39, 2012, pp. 139-143.

[2] J. Li, L. Feng, X. Pang, W. Gong, X. Zhao, "Radiomet-

ric cross calibration of gaofen-1 wfv cameras using 

landsat-8 oli images: A simple image-based meth-

od”, Remote Sensing, Vol. 8, No. 5, 2016, p. 411.

[3] S. Li, S. Ganguly, J. L. Dungan, W. Wang, R. R. Ne-

mani, "Sentinel-2 MSI radiometric characterization 

and cross-calibration with Landsat-8 OLI”, Advanc-

es in Remote Sensing, Vol. 6, No. 02, 2017, p. 147.

[4] J. A. Barsi et al. "Sentinel-2A MSI and Landsat-8 OLI 

radiometric cross comparison over desert sites”, 

European Journal of Remote Sensing, Vol. 51, No. 

1, 2018, pp. 822-837.

[5] Y. Xie, Z. Tao, W. Shao, J. J. Qu, H. Huan, C. Tian, 

"Radiation Cross Calibration Based on GF-1 Side 

Swing Angle”, Journal on Internet of Things, Vol. 1, 

No. 1, 2019, p. 9.

[6] Q. Liu, T. Yu, H. Gao, "Radiometric cross-calibration 

of GF-1 PMS sensor with a new BRDF model”, Re-

mote Sensing, Vol. 11, No. 6, 2019, p. 707.

[7] T.-H. Lin et al. "Radiometric variations of On-Orbit 

FORMOSAT-5 RSI from vicarious and cross-calibra-

tion measurements”, Remote Sensing, Vol. 11, No. 

22, 2019, p. 2634.

[8] A. Yang et al. "Radiometric cross-calibration of the 

wide field view camera onboard GaoFen-6 in mul-

tispectral bands”, Remote Sensing, Vol. 12, No. 6, 

2020, p. 1037.



1139Volume 14, Number 10, 2023

[9] M. Farhad, M. Kaewmanee, L. Leigh, D. Helder, "Ra-

diometric cross calibration and validation using 4 

angle BRDF model between landsat 8 and sentinel 

2A”, Remote Sensing, Vol. 12, No. 5, 2020, p. 806.

[10] P. Khakurel, L. Leigh, M. Kaewmanee, C. T. Pinto, 

"Extended Pseudo Invariant Calibration Site-

Based Trend-to-Trend Cross-Calibration of Optical 

Satellite Sensors”, Remote Sensing, Vol. 13, No. 8, 

2021, p. 1545.

[11] L. Liu, T. Shi, H. Gao, X. Zhang, Q. Han, X. Hu, "Long-

term cross calibration of HJ-1A CCD1 and Terra 

MODIS reflective solar bands”, Scientific Reports, 

Vol. 11, No. 1, 2021, p. 7386.

[12] Y. G. Moustafa, F. A. Farrag, A. A. Abdelhafiz, A. M. 

Abd Elwahed, "The Potentials of Satellite Images 

for Map Updating with Emphasizes on Egypt Sat-1 

Images”, JES. Journal of Engineering Sciences, Vol. 

40, No. 4, 2012, pp. 989-1003.

[13] A. R. Elshehaby, L. G. E.-d. Taha, "Assessment of 

cartographic potential of EgyptSat-1 satellite im-

age (case study in flat areas)”, Applied Geomatics, 

Vol. 3, 2011, pp. 159-169.

[14] M. Magnusson, J. E. Fransson, "Combining air-

borne CARABAS-II VHF SAR data and optical SPOT-

4 satellite data for estimation of forest stem vol-

ume”, Canadian Journal of Remote Sensing, Vol. 

30, No. 4, 2004, pp. 661-670.

[15] W. Fu, J. Ma, P. Chen, F. Chen, "Remote sensing sat-

ellites for digital earth”, Manual of Digital Earth, 

2020, pp. 55-123.

[16] S. Kabir, L. Leigh, D. Helder, "Vicarious method-

ologies to assess and improve the quality of the 

optical remote sensing images: A critical review”, 

Remote Sensing, Vol. 12, No. 24, 2020, p. 4029.

[17] Q. Zhou, L. Tian, J. Li, Q. Song, W. Li, "Radiomet-

ric cross-calibration of Tiangong-2 MWI visible/

NIR channels over aquatic environments using 

MODIS”, Remote Sensing, Vol. 10, No. 11, 2018, p. 

1803.





FOE-NET: Segmentation of Fetal in Ultrasound 
Images using V-NET
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Abstract – Ultrasound is a non-invasive method to diagnose and treat medical conditions. It is becoming increasingly popular 
to use portable ultrasound scanning devices to reduce patient wait times and make healthcare more convenient for patients. By 
using ultrasound imaging, you will be able to obtain images with better quality and also gain information about soft tissues. The 
interference caused by tissues reflected in ultrasound waves resulted in intensified speckle sound, complicating imaging. In this paper, 
a novel Foe-Net has been proposed for segmenting the fetal in ultrasound images. Initially, the input US images are noise removal 
phase using two different filters Adaptive Gaussian Filter (AGF) and Adaptive Bilateral Filter (ABF) used to reduce the noise artifacts. 
Then, the US images are enhanced using CLAHE and MSR for smoothing to enhance the image quality.   Finally, the denoised images 
are input to the V-net is used to segment the fetal in the US images. The experimental outcomes of the proposed Multi-Scale Retinex 
(MSR) is an image enhancement technique that improves image quality by adjusting its illumination and enhancing details. Foe-Net 
was measured by specific parameters such as specificity, precision, and accuracy. The proposed Foe-Net achieves an overall accuracy 
of 99.48%, specificity of 98.56 %, and precision of 96.82 % for segmented fetal in ultrasound images. The proposed Foe-Net attains 
better pre-processing outcomes at low error rates and, high SNR, high PSNR, and high SSIM values.

Keywords: Ultrasound images, Adaptive Gaussian Filter, Adaptive Bilateral Filter, CLAHE, Multi-scale retinex, V-net

1.  INTRODUCTION

  Ultrasound (US) image mechanism is considered an 
important medical imaging method that is used for vi-
sualizing the growth and pathology of the fetus in the 
womb of a mother. The ultrasound scan sends high-fre-
quency waves through the abdomen into the uterus. 
This wave gets reflected by the baby and reaches the 
scanner [1]. Ultrasonic waves are used at frequencies 
ranging from 2 MHz to 15 MHz Ultrasonic waves re-
flected by body tissues after traveling through an organ 
are struck. To create US images, the echoes that reflect 
are analyzed, and the scattered echoes are referred to 

as speckle noise [2]. Speckle noise reduces the clarity 
and contrast of US images. It is extremely difficult for 
radiologists to diagnose diseases accurately due to 
speckle noise. The structural analysis of the US images 
is distorted by speckle noise [3]. Speckle noise reduces 
the quality of the images, resulting in low-quality im-
ages for the US. Many denoising techniques have been 
developed to minimize noise, including total variation, 
wavelet-based filtering techniques, median filtering, 
nonlocal means, and various other techniques [4]. 

In recent years, deep learning has been applied to 
medical image analysis, bringing about a revolution-
ary impact on the existing diagnostic techniques [5]. 
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US images commonly contain two types of noise due 
to the technology used to obtain ultrasonic images and 
the presence of various organs and tissues within the 
imaging area [6]. The quality and contrast of a US image 
drastically deteriorate, making medical diagnosis chal-
lenging. The Adaptive Gaussian Filter (AGF) is an image 
analysis method that improves the conventional Gauss-
ian filter by varying its regional visual factors that reduce 
distortion while maintaining borders and patterns. ABF 
enhances bilateral filters changing their characteristics 
to regional image features. The AGF and ABF are more 
effective compared to different techniques for reducing 
the level of noise in the original image. CLAHE technique 
is used for enhancing images to improve spatial bright-
ness and features by breaking an illustration into tiny 
segments.  Histogram equalization [7] is implemented 
for each segment and limiting contrast enhancement 
to prevent noise activation. In Multi-scale Retinex (MSR), 
the illumination and details of an image are adjusted to 
improve its quality. The CLAHE and MSR are more effec-
tive compared to different techniques for enhancing the 
quality of the original image. The segmentation process 
simplifies the analysis of images by making them more 
understandable. when compared to segnet [8], Alexnet 
[9], and U-Net [10], the proposed V-net achieves better 
accuracy. As a result, despeckling ultrasound images is 
critical, and numerous research have been conducted to 
enhance image quality using noise filtering algorithms 
and segmentation results. 

The main contribution of the research summarised as, 

•	 The main objective of the work is to represent 
a novel Foe-Net that has been proposed for seg-
menting the fetal in ultrasound images. Initially, 
the input US images are noise removal phase using 
two different filters AGF and ABF used to remove 
the noise artifacts.

•	 Then, the US images are enhanced by CLAHE and 
MSR for smoothing to enhance the image qual-
ity. The proposed Foe-Net technique is evaluated 
based on denoising filters PSNR, MSE, SNR, and 
SSIM.

The following five divisions were developed for the 
remaining components of this investigation. The in-
volved works are specified in Section 2, the proposed 
foe-net is reviewed in Section 3, findings and analysis 
are reported in Section 4, and a conclusion and recom-
mendations for further study are provided in Section 5.

2. LITERATURE SURVEY

In recent days some methods and techniques re-
mained presented by researchers mainly to detect the 
fetus efficiently. This section provides a brief overview 
of the most recent studies.

In 2019 Sobhaninia et al. [11] developed a multitask-
ing deep network for 2D ultrasound image calculation 
of the fetal head circumference based on a Link-Net ar-

chitecture with multiscale inputs. A completely linked 
network-based Ellipse Tuner formed part of the orga-
nized system. 

In 2020 Qiao et al. [12] employed 2D prenatal ultra-
sound images to propose a DL semantic segmentation 
network in fetal HC segmentation. A squeeze-and-ex-
citation (SE) block was added to the jump connection, 
and an advanced convolutional layer was added after 
the last encoder.

In 2022 Ashkani Chenarlogh et al. [13] developed a 
novel fast, and accurate U-Net-based architecture for 
the problem of segmenting medical images. The en-
coder-decoder path consists of four blocks. Dice and 
Jaccard coefficients for the dataset using the suggested 
precise model were 97.62% and 95.43%, respectively. 

In 2021 Singh, et al. [14] created an innovative deep-
learning method for automatically segmenting the foe-
tal cerebellum from 2D US images. By integrating the 
residual block (Res), adding extended convolution to the 
final two slices, and using U-Net as the basis model, able 
to distinguish the cerebellum (c) from the noisy US image.

In 2023 Cengiz et al. [15] proposed an improved seg-
mentation quality assessment methodology (FUSQA) 
to automatically classify the quality of a fetal ultrasound 
segmentation model on unseen data. They contrasted 
the various designs, attaining over 90% classification 
accuracy when separating high- and low-quality seg-
mentation masks from a dataset that was unidentified. 

In 2022 Cammarasana et al. [16] developed a deep 
learning system for denoising US pictures in real-time. 
The most effective method for preserving morphological 
features and enhancing edges is Weighted Nuclear Norm 
Minimization (WNNM), which was determined after a 
comparison of state-of-the-art denoising approaches. 

In 2021 Dong et al. [17] a Feature-guided CNN for im-
age denoising using portable ultrasonography equip-
ment was developed. To achieve high-quality denois-
ing outcomes for clinical images, a feature masking 
layer was utilized to power a tiered denoising system. 

From the comprehensive study of the existing works, 
the observed all existing work has some sort of pitfalls. 
Therefore, the proposed method focuses on denoising 
and segmenting the fetal US images using a novel Foe-
Net method, a combination of denoising filters and 
segmenting the US images of fetal.

3. PROPOSED FOE-NET

In this section, a novel Foe-Net for segmenting the 
fetal in ultrasound images. AGF and ABF are used to re-
move noise artifacts from US input images. To enhance 
the quality of the US images, CLAHE and MSR are ap-
plied for smoothing. Pre-processed US images are 
given as input to the deep-learning based V-net for the 
segmentation of fetal. The overall flow diagram of the 
proposed method is illustrated in Fig. 1.
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3.1. ImAgE DEbLURRINg 

Image deblurring techniques have developed re-
cently in response to the pressing demands of numer-
ous businesses for image clarity, and these techniques 
are currently in use. 

If the image destruction process is assumed to be 
spatially constant, the mathematical method can be 
expressed in equation (1)

Fig. 1. Schematic representation of proposed methodology

f(y,z)=g(y,z)⊗h(y,z)+m(y,z) (1)

It is generally assumed that the process of image 
degradation is represented by f(y,z) the interaction of 
spatial motion invariant functions g(y,z)⊗h(y,z) with 
additional noise. The following equation (2) can be 
used to describe the process of image degradation:

f(y,z)=G([h(y,z)]+m(y,z) (2)

In the formula from equation (3) the function G is a 
linear system that satisfies,

G[bh1 (y,z)+ch2 (y,z)]=bG[h1 (y,z)]+cG[h2 (y,z)] (3)

where b and c are arbitrary values, function G is a linear 
system, and h1(y,z) and h2(y,z) are optional depicts of 
the same size in equation (4).

G[h(y-α, z-β)]=f(y-α, z-β) (4)
The system has space shift invariance y-α, z-β at that 

point, it is typically said in equation (4). It demonstrates 

how a point's output is only influenced by its input and 
not by its geographical position within the system. 
According to the procedure representation in the fre-
quency domain F(v,w), can be denoted in equation (5)

(v,w)=G(v,w)H(v,w)+M(v,w) (5)

From the above equation (7) (v,w) the denoted coef-
ficients of the image frequency. The image deblurring 
approach M is improved and simplified using the be-
low equation (6):

F = GH+M (6)

The absolute evaluation approach, which is distingué 
by evaluation scales by international standards and is 
the most often applied technique for image deblur-
ring, is immediately categorized based on vision. The 
results of the evaluation will differ due to the impact of 
other testers and evaluating situations on image qual-
ity, but this method can best capture the impact of im-
age restoration.

3.2. PRE-PROCESSINg STAgE

In this phase, the US images are pre-processed in 
two phases namely denoising using AGF & ABF filter-
ing techniques and enhancement using CLAHE & MSR 
techniques. Initially, the AGF filter automatically adjusts 
flattening using localized image features to minimize 
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distortion while keeping edge patterns in fetal images. 
Along with suppressing distortion after AGF, the ABF 
also maintains boundaries by adapting filter variables 
to localized image qualities. Afterward, the CLAHE ef-
fectively improves contrast in images by enhancing the 
dynamic range of pixel intensity levels. Next, the MSR 
analyses images at multiple resolutions to eliminate 
poor illumination and improve the clarity of the image.

3.2.1. Image Denoising

(a) Adaptive Gaussian Filter (AGF)

The image is deformed but the noise is smoothed out 
when using an adaptive Gaussian filter to reduce the 
noise. The following terms can be used to express the 
two-dimensional digital Gaussian filter in equation (7):

(7)

Where σ2 is the Gaussian filter's variance, and the size 
of the filter kernel k(-k≤y, z≥k) is frequently calculated 
by excluding values that are smaller than the kernel's 
maximum value. The expression for the one-dimen-
sional Gaussian filter G(y) is denoted in equation (8),

(8)

When the Gaussian filter is used to reduce noise, a 
high filter variance is successful at reducing noise, but 
it also distorts the areas of the image where there are 
sharp fluctuations in pixel brightness. The adaptive fil-
ter variance σ2 (y) is defined in equation (9):

(9)

Where ε is the step of predefined error brought on by 
a Gaussian filter. E"(x) is determined using a complex re-
gression-based method from the noisy, distorted signal.

The goal of the adaptive Gaussian filtering problem is 
to minimize the mean square error while ensuring that 
the filter variance does not significantly shift from pixel 
to pixel. Let G and E stand for the image and the two-
dimensional Gaussian filter, respectively.

(b) Adaptive Bilateral Filter (ABF)

For removing noise artifacts, images are pre-pro-
cessed using adaptive bilateral filters. The adaptive 
bilateral filter is a new sharpening and smoothing 
technique (ABF). Where [xt, yt] and Ωxt, yt

 are defined as 
before, and the normalization factor, the suggested 
shift-variant ABF's response at [xt, yt] to an impulse at 
[x, y] at the bottom is given by equation (10),

(10)

ABF includes two significant modifications but main-
tains the basic structure of a bilateral filter. ABF is first 
given an offset ζ. Second, the ABF's locally adaptable pa-
rameters include both the width and ζ of the range filter. 

ABF is a fixed low-pass Gaussian domain filter. If =0 
and r is fixed, the ABF transforms into a normal bilateral 
filter (BL). The domain filter of the ABF is a fixed low-pass 
Gaussian filter. The BL smooths and sharpens when com-
bined with a locally adaptive ζ and σr. Let Ωxt, yt

 denote 
the group of pixels in the window of pixels (2M+1) × 
(2M+1) cantered at [xt, yt].

The initial threshold value is calculated by using the 
following equation (11) and considering the brightness 
du and dv of pixels ei and ej

(11)

where Z stands for the Laplacian second-order differ-
ential equation used to isotopically distribute pixels 
across the blood smear images. The equation (12) is to 
calculate Z.

(12)

The pre-processed image has been blurred, the edg-
es may not have been retained, and the image will look 
flattened even though the pre-processing is complete 
and the image is noise-free.

3.2.2. Image Enhancement 

(a) CLAHE

CLAHE improves adaptive histogram equalization. The 
image appears more natural due to the limitation on the 
amplification of noise in the image, which overcomes the 
problems possessed by AHE. In addition to producing an 
optimal equalization, it seems to be an effective algorithm 
for obtaining a good-quality ultrasound fetal image. It 
raises the brightness level to a particular range, making 
it easier to compare various portions of an image. CLAHE 
works by partitioning the image into many nonoverlap-
ping regions that have almost equal sizes and HE is applied 
to each one. The CLAHE filter method was primarily cre-
ated for medical imaging, and it aims to reduce the noise 
produced by homogeneous areas. When pre-processing 
digital photos, the procedure can be used to improve the 
image by removing noise. Rather, than using the complete 
image, CLAHE works on discrete areas of the image called 
tiles. CLAHE is an improved form of HE (Histogram Equal-
ization), a quick and efficient technique for enhancing im-
ages that can improve the contrast by reducing the gray-
scale. If colored images are utilized, the input images are 
greyed out and CLAHE suggests the three channels. The 
effects of CLAHE processing on images are in Fig. 2.

(b) MSR

The MSR technique is used for pre-processing, which 
has become more popular in recent years. It is com-
monly known as MSR for enhancing fetal ultrasound 
images. Numerous researchers have developed a vari-
ety of Retinex-based image enhancement algorithms, 
including the single-scale Retinex algorithm, multi-
scale Retinex algorithm, and multi-scale Retinex algo-
rithm with colour restoration.
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Fig. 2. (a) Original image, and (b) Image enhanced 
using CLAHE

Then, averaging and adding the results of the filtering 
on different scales can maintain the image's high quality, 
reduce its dynamic range, and achieve colour improve-
ment and consistency. The algorithm of the Multi-Scale 
Retinex (MSR) is as follow in equation (13) and (14):

(13)

(14)

Rv stands for the color parameter of the v-th channel, 
which is used to modify the ratio of the color of the three 
channels, where S(j) is enhanced output for MSR, Y(j) is 
the input image, and g(j) is the filter function, β is a gain 
contrast and α controls the nonlinear strength, n = 3 rep-
resents the three channels of RGB. 

3.3. V-NET

The V-net network framework contains encoders 
and decoders. V-Net is an advanced neural network 
designed for efficient image segmentation in medical 
images. V-Net is useful for complex frameworks and 
3D medical images. Additionally, it reduces fading gra-
dients problems enhances training reliability, and en-
ables more modern performance in segmentation than 
other traditional networks. The encoder comprised nu-
merous phases, each of which had a different resolu-
tion. Finally, after a long decompression process, the 
decoder can provide an output image with the same 
size as the original image. Additionally, V Net uses Res 
Net's short-circuit connection method to learn the re-
sidual function simultaneously like every phase's input 
and output. When waiting, the cross-entropy loss func-
tion is replaced with the dice reduction rate to increase 
the susceptibility of the desired segment area. used a V 
Net network where the encoder part extracted global 
features of the decoder component and generated a 
full-resolution result from the source visual. It is sug-
gested that the V net's fundamental structure is for seg-
menting fetal tissue. The architecture diagram of the V 
net is shown in Fig. 3. 

Fig. 3. V-net architecture

Fig. 3 displays the structure of V-Net, which holds 
the properties of the encoder/decoder structure. The 
entire network consists of convolutional blocks, non-
convolutional blocks, and a final layer of convolutional 
outputs. Each convolution block consists of 32 convo-
lution kernels, 32 regularization functions, and 32 ReLU 
activation functions. 

These convolution blocks extract features using the 
convolution kernel's 4, 8, 16, 32, and 64 channels while 
reaching phase 1. Compression is employed to reduce 
the quantity of memory needed during training by 
replacing the pooling process in the down-sampled 
phase with a kernel of convolution and a variable dura-
tion overlap. 

(a) (b)
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The size of the output feature map matches the input 
and is determined by a remnant pooling engine that 
includes pooling layers, convolution layers, and rem-
nant structures. Then a suitable stage is inserted, fol-
lowed by the data supplied for the following level. To 
create a photo with the exact size as the data input, the 
last layer of convolution applies an efficient convolu-
tion base. It is a widely used loss function in the field of 
medical image segmentation and is perfect for balanc-
ing backdrop and background information.

4. RESULT AND DISCUSSION

In this section, the efficiency of the Proposed Foe-Net 
is estimated using Matlab-2019b. This work was evalu-
ated and compared with a database of 100 fetal images 
from subjects between 6 and 20 weeks of maturation. 
The database images were collected using a variety of 
scanning techniques, including the THI 

Siemens machine, the Wipro GE Logic 400, the Toshi-
ba color Doppler tests, and others. There are 100 im-
ages gathered from different ultrasound institutions 
in the Kanyakumari District of Tamil Nadu, India. This 
dataset consisted of 80% training images, 10% testing 
images, and 10% validation images. The performance 
of the Proposed Foe-Net is estimated through the vali-
dation of denoising metrics like MSE, SNR, SSIM, and 
PSNR of standard processing metrics. The competence 
of the proposed Foe-Net is assessed by the SSIM, PSNR, 
and MSE. The PSNR is a frequently used metric to de-
termine the image quality and SSIM is utilized to mea-
sure the similarity value between the ground truth and 
the produced output of the proposed network. There 
is a comprehensive comparison between the reference 
and altered images. MSE is a measure of the error ratio 
between the original and inpainted images. MSE val-
ues are used to evaluate the effectiveness of a model 
with a lower error rate considered more effective. The 
evaluation of the parameters is given below,

Data analysis results show the effectiveness of this 
method using maximum PSNR and SSIM in equation (15).

(15)

The ratio of signal power to background noise is 
called the SNR. It is explained in equation (16).

(16)

Where DS is the estimated image signal density and 
σm̂ is the estimated image noise standard deviation. 

Mean Squared Error (MSE) is a measure of the total 
squared error between the denoised image and the 
raw image. It is calculated in equation (17): 

(17)

where the dimensions of the image are U and V and 
m1 (u, v) is the original image. m2 (u, v) is an approxi-
mate version of the filtered image.

The SSIM measures the structural similarity between 
the original and denoised images. It's described as 
equation (18):

(18)

where, 𝜇y and 𝜇z the average values and, 𝜎y and 𝜎z 
are the image’s standard deviations. 

The dice index (DI) uses both a reproducibility valida-
tion metric and an index of spatial overlap of the fetal 
images. DI is calculated to determine the exact ratio of 
the true region (fetal) to pixels. The predicted fetal pixels 
and background pixels are calculated in equation (19). 
Jaccard index (JI) measures the similarity between two 
finite samples by dividing intersection sizes by union 
sizes. JI is determined which measures the similarity be-
tween actual fetal pixels and predicted fetal pixels.

(19)

(20)

Where Tpos and Tneg means true positives and nega-
tives of the sample images, Fpos and Fneg specifies false 
positives and negatives of the sample images. The per-
formance analyzed by these metrics is shown in Table.1.

Fig 4. Training and testing accuracy of the 
proposed method

Fig 5. Training and testing loss of proposed method
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Figs. 4 and 5 show the results of 100 completed train-
ing epochs that were used to test the accuracy and loss 
of the model. Additionally, the test dataset utilized for 
each of these techniques was filled with images that 
were collected from the dataset. Epochs and accuracy 
for the suggested strategy are correlated in Fig. 4. It is 
evident that when the epoch value is raised, the mod-
el's performance improves. The epochs and loss curves 
in Fig. 5 show that the model loss will decrease as the 
number of epochs increases. Therefore, the proposed 
model was highly reliable for the accurate prediction of 
fetal in ultrasound images. 

The denoised output of the pre-processing filters is 
shown in Fig. 6

(i) (ii) (iii)

(iv) (v) (vi)

Fig. 6. Denoised output of the pre-processing 
filters: (i) Original image, (ii) Median filter, (iii) 

gaussian filter, (iv) bilateral filter, (v) wiener filter, 
and (vi) Proposed AGF and ABF filters

Fig. 6 expresses the denoised images produced by 
the pre-processing filters. The fetal input image from 
the acquired dataset is displayed in section (i). The me-
dian filter classified image is shown in section (ii), the 
Gaussian filter noise reduction images are shown in 
portion (iii), the bilateral filter pre-processed image is 
shown in section (iv), the wiener filter enhanced image 
is shown in portion (v), and the proposed AGF and ABF 
filter image is demonstrated in portion (vi).

Fig. 7 shows the results of the proposed Foe-Net ob-
tained from the dataset.  Denoising the input fetal im-
ages using AGF and ABF filters followed by CLAHE and 
MSR filters are applied to enhance the quality of images 
as depicted in column 1. The segmented ground truth 
images are shown in column 2. Then, the V-net approach 
for segmenting the input images in column 3. The seg-
mentation result reveals (Fig. 7) that the V-net performs 
faster and attains the best results based on the Jaccard 
index and dice index.

Fig. 7. The experimental segmented results of the 
proposed model

Denoised Image Groung Truth V-net

Networks Accuracy Specificity Precision Jaccard 
index

Dice 
index

Ghost Net 
[21] 95.48 94.34 93.26 94.32 81.74

Alex Net 
[22] 96.32 95.59 94.27 90.48 80.53

U-net [23] 98.46 96.18 95.08 89.51 78.73

V-net 99.48 98.56 96.82 96.67 85.82

Table 2. Comparison of different deep learning 
networks

AUTHOR mETHODS ACCURACY

Sobhaninia et al. [11] Link-Net 88.96%

Ashkani Chenarlogh 
et al. [13] U-Net 97.62%

Cengiz et al. [1] FUSQA 90%

Proposed method Foe-Net 99.48%

Table 1. Performance evaluation of the proposed 
method using denoising metrics

Table 1 shows the performance analysis of different 
image de-noising techniques such as median filter, 
gaussian filter, and bilateral filter. The proposed Foe-
Net achieves MSE values of 0.28, 0.36, and 0.26 for noise 
rates of 1%, 3% and 5%, respectively. The proposed 
Foe-Net achieves SSIM values of 0.65, 0.66, and 0.58 for 
signal-to-noise ratios of 1%, 3%, and 5%, respectively. 
The proposed Foe-Net achieves SNR values of 32.53, 
28.17, and 32.14 at signal-to-noise ratios of 1%, 3%, and 
5%, respectively. Then the proposed Foe-Net obtains 
PSNR values of 68.52, 73.52, and 73.48 for noise rates 
of 1%, 3%, and 5%, respectively. From the analysis, the 
proposed Foe-Net gives the minimum MSE, PSNR, SNR, 
and SSIM compared to other denoising techniques. 

4.2. COmPARATIVE ANALYSIS

The comparative analysis section analyzes the per-
formance of existing and proposed models. Table 2 
shows the comparison of existing deep learning net-
works and the proposed Foe-Net for segmenting the 
fetal in ultrasound images. The accuracy achieved by 
the proposed Foe-Net is 99.48%, which is better than 
the accuracy of existing deep learning networks. The 
proposed method performance is compared with the 
different deep learning networks such as Ghost Net, 
AlexNet, and U-net.
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Table 3. The comparison between the proposed 
Foe-Net and state-of-the-art models

From Table 2., the comparison was made between 
various segmentation algorithms in terms of the per-
formance metrics. The segmentation performance is 
evaluated in terms of the accuracy, precision, speci-
ficity, recall, f1 score, dice score, and Jaccard index as 
shown in table.2. The V-net increases the overall Jacca-
rd index by 2.43%, 6.84%, and 7.40% better than Ghost 
Net [21], Alex Net [22], and U-net [23] respectively. The 
V-net increases the overall Dice index by 4.75%, 6.16%, 
and 8.26% better than Ghost Net [21], Alex Net [22], 
and U-net [23] respectively. However, the classic seg-
mentation networks did not perform well compared to 
the V-net.

Noise 
Ratio

Performance 
metrics

De-noising techniques

median 
filter 
[18]

gaussian 
filter [19]

bilateral 
filter 
[20]

Proposed 

1%

PSNR 43.25 38.16 54.24 68.52

MSE 0.72 0.56 0.43 0.28

SSIM 0.26 0.43 0.56 0.65

SNR 11.04 19.54 24.68 32.53

3%

PSNR 50.64 56.25 64.28 73.52

MSE 0.86 0.63 0.59 0.36

SSIM 0.46 0.57 0.64 0.66

SNR 14.3 20.62 25.06 28.17

5%

PSNR 49.42 58.79 67.81 73.48

MSE 0.68 0.45 0.38 0.26

SSIM 0.24 0.34 0.43 0.58

SNR 24.7 28.61 30.5 32.14

Table 3 demonstrates how our novel network works 
better than the earlier methods. Several metrics are 
used to compare existing models with high classifica-
tion accuracy. In comparison to Link-Net, U-Net, and 
FUSQA the Proposed Foe-Net increases overall accu-
racy by 10.5%, 1.90%, and 9.52%, respectively. The pro-
posed Foe-Net results are therefore particularly trust-
worthy for glaucoma identification.

5. CONCLUSION

This paper proposed a novel Foe-Net for segment-
ing the fetal in ultrasound images. Initially, the input 
US images are noise removal phase using two different 
filters AGF and ABF, to reduce the noise artifacts. Then, 
the US images are enhanced using CLAHE and MSR 
for smoothing to enhance the quality of the image. 
The efficiency of the proposed Foe-Net was evaluated 
through the validation of denoising metrics like MSE, 
SNR, SSIM, and PSNR. The proposed Foe-Net gives an 
overall accuracy of 99.48% achieved for segmented fe-
tal in ultrasound images. In comparison to Link-Net, U-
Net, and FUSQA the Proposed Foe-Net increases overall 
accuracy by 10.5%, 1.90%, and 9.52%, respectively. The 
proposed Foe-Net achieves MSE values of 0.28, 0.36, 
and 0.26 for noise rates of 1%, 3% and 5%, respectively.  

The experimental outcomes show the PSNR, MSE, SNR, 
and SSIM of the proposed method which is significant 
compared to other techniques. In future research, the 
network performance will be examined using greater 
data sets directly from several fetal individuals. In addi-
tion, we'll look for and categorize structural deviations 
in the fetal heart.
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Abstract – Sensors incorporated in devices are a source of temporal data that can be interpreted to learn the context of a user. The 
smartphone accelerometer sensor generates data streams that form distinct patterns in response to user activities. The human context 
can be predicted using deep learning models built from raw sensor data or features retrieved from raw data. This study analyzes data 
streams from the UCI-HAR public dataset for activity recognition to determine 31 handcrafted features in the temporal and frequency 
domain. Various stacked and combination RNN models, trained with attention mechanisms, are designed to work with computed 
features. Attention gave the models a good fit. When trained with all features, the two-stacked GRU model performed best with 99% 
accuracy. Selecting the most promising features helps reduce training time without compromising accuracy. The ranking supplied by 
the permutation feature importance measure and Shapley values are utilized to identify the best features from the highly correlated 
features. Models trained using optimal features, as determined by the importance measures, had a 96% accuracy rate. Misclassification 
in attention-based classifiers occurs in the prediction of dynamic activities, such as walking upstairs and walking downstairs, and in 
sedentary activities, such as sitting and standing, due to the similar range of each activity’s axis values. Our research emphasizes the 
design of streamlined neural network architectures, characterized by fewer layers and a reduced number of neurons when compared to 
existing models in the field, to design lightweight models to be implemented in resource-constraint gadgets.

Keywords: Attention mechanism, deep learning, Gated Recurrent Units

1.  INTRODUCTION

Human activity recognition (HAR) is a widely re-
searched area due to the availability of cutting-edge 
technologies and miniature devices incorporating vari-
ous sensors capable of transmitting time-series data 
forming patterns that help users monitor motion. Of 
the available sensors, tri-axial accelerometer and gy-
roscope sensors are commonly used in determining 
human context. Various activities ranging from simple 
motion to highly complex activities can be accurately 
determined from the sensor data. 

Studies carried out a decade ago utilized the poten-
tial of machine learning classifiers. With the advent 
of deep learning models, features are automatically 
extracted from raw sensor data for classifying the ac-
tivities. The more the number of layers and hidden neu-

rons, the more time for training. Another pitfall is that 
the data collected from sensors forms a spare matrix 
as the continuous signal flow is disturbed due to the 
subtle movement of the sensor, resulting in less well-la-
beled data and an imbalanced class [1]. Data augmen-
tation techniques help in the formation of synthetic 
data computed from the available annotated data 
blocks, which reduces overfitting in models with fewer 
well-labeled data. Of the experimented data augmen-
tation strategies, the moving average smoothing and 
exponential smoothing, the latter increased the accu-
racy of the RNN models considerably when applied to 
temporal data.

The recurrent neural network variants, Long Short-
Term Memory (LSTM) and Gated Recurrent Unit (GRU), 
exhibit high-performance accuracy for time-series clas-
sification problems [2]-[4]. When subtle movements 
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are to be considered, deep learning networks fail to 
capture the context information required for general-
ization from a domain with an unbalanced class dis-
tribution, in particular. Simplified and context-based 
attention is applied to hidden layers in a two-stacked 
GRU architecture concatenated and applied to fully 
connected layers to learn weights for features auto-
matically computed from attention. When the layers 
of these networks are enhanced with an attention 
mechanism, the accuracy improves with the benefit of 
reduced model parameters [5].

Later studies extracted temporal and frequency di-
mension features from time-series data and proved 
that the deep learning models trained with these fea-
tures give comparable accuracies.  A total of 202 tem-
poral and frequency domain features extracted from 
raw accelerometer and gyroscope data stream with 
selected base classifiers recognized human motion 
in a context-aware scenario employing an incremen-
tal learning model [6]. An ensemble model updated 
through weighted majority voting when run with user 
and position-independent streaming data generates 
personalized context recognition applications.

To understand the decision taken by a model in clas-
sification, the knowledge of features is required. To 
learn the impact of each feature on the performance 
of a supervised learning model, a technique called fea-
ture importance ranking is used in deep learning mod-
els. The existence of irrelevant features in the input may 
breach the generalization of a learning system. An op-
timal subset of features results in better model perfor-
mance with optimum resources. In this regard, binary 
and multi-class classification is conducted using fea-
tures selected based on their correlation diversity from 
different activities [7]. Pair-wise correlation between 
temporal features extracted from the raw accelerom-
eter and gyroscope sensors of each activity is deter-
mined and extended to compare binary subsets. Clas-
sification using top-ranked features gave comparable 
performance against all with much reduction in data 
space. The study in [8] correctly separates dynamic ac-
tivities using bidirectional LSTM architecture, deploy-
ing a grid search strategy for the selection of layers and 
their depth. 

This work uses LSTM and GRU models to classify hu-
man context using features computed from raw ac-
celerometer sensor data available in UCI-HAR, a public 
dataset with 6 activities. The contributions of the study 
include the following:

•	 The construction of single and two stacked recur-
rent neural network variants with attention added 
to the RNN layer before the fully connected layer. 
The input to the models is 31 temporal and fre-
quency domain statistical features extracted from 
raw accelerometer sensor data.

•	 The work delves into feature selection, a critical task 
to optimize model performance and efficiency. 

•	 The choice of optimal features from the handcrafted 
features computed from accelerometer sensor data, 
employing feature importance ranking measures.

•	 The comparison of the accuracy of models trained 
with all features and optimal features. The evalua-
tion shows that training the attention-based clas-
sifiers with significant features improved model 
performance.

•	 GRU models’ performance is better than LSTM 
models considering the accuracy metric. 

Following is the structure of the remaining paper: 
Section 2 describes the related literature in time-series 
classification using deep learning models. Section 3 
gives a detailed explanation of various architecture, 
attention mechanisms and feature importance mea-
sures. Section 4 gives an insight into the proposed 
method, while experiments and results are discussed 
in Section 5.

2. RELATED WORKS

An extensive study on various deep learning architec-
tures apropos speed, accuracy and memory is conduct-
ed in [9] using accelerometer and gyroscope sensor data 
to determine human context. The models employed 
hidden units in the range of 100 to 600 that span across 
three layers. The article concluded that CNN captures 
sensor correlations and temporal dependencies effi-
ciently. The model proposed in [10] used two stacked 
LSTM with 64 neurons connected to two convolution 
layers with 64 and 128 filters and a global average pool-
ing layer which reduced model parameters to a great ex-
tent without compromising recognition rates. The per-
formance effect of filter count, optimizers and batch size 
are investigated and the final model is trained utilizing 
the selected optimal hyper-parameters. 

According to a multi-input CNN-GRU model intro-
duced in [11], the same input is fed into three heads 
with convolution layers having various filter sizes, al-
lowing the model to collect feature vectors with local 
correlations at various scales. Two GRU layers that au-
tomatically extract features from the input dataset and 
categorize activity data are applied after the convolu-
tion layers. To distinguish between everyday activities 
and accidents involving falls, this study [4] used inde-
pendent GRU models with forward and backward cells 
that each had 200 hidden units of data gathered from a 
mobile phone accelerometer sensor.

A hierarchical framework constructed with an SVM 
classifier on 12 statistical features from time and fre-
quency domain differentiated coarse-level activities as 
a GRU network input with RSSI data discriminated fine-
level similar activities [12]. The RSSI data was acquired 
from sensors mounted at different locations in two 
different environments utilizing the sniffer technique, 
thereby creating a low-cost, device-free HAR system. 
Accelerometer and angular velocity signal values from 
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the Shimmer platform are gathered to build low-en-
ergy wearable devices for fall and activity recognition 
[13]. These values are then subjected to a compressed 
sensing method. Machine learning classifiers are used 
to extract and analyze 44 temporal characteristics. Ac-
cording to the study, the use of compressed sensing al-
gorithms led to an increase in battery life of 2.55 times 
the higher duration without sacrificing precision.

Fall and non-fall events are categorized using four 
recurrent networks, and their performance is analyzed 
using an embedded device [14]. The advantage of these 
wearable fall detectors apropos energy consumption is 
provided in the paper. The findings demonstrate that 
when implemented in a real-time microcontroller that 
runs on small batteries, a single RNN is capable of dif-
ferentiating multi-class falls.  

The model proposed in [15] compared a linear and 
a nonlinear dimension reduction and feature selection 
technique using LSTM in binary and multiclass classi-
fication for monitoring malicious activity in a network. 
The calculation of the mutual information score helped 
select those features from among the 53 available fea-
tures that had the most significant impact in training the 
model. A novel dimensionality reduction technique that 
randomly organizes a small number of feature vectors 
from each class is proposed in [16]. The selection of fea-
tures is determined based on the Euclidean distance of 
feature vectors that fall in a specific range. The proposed 
method chose 11% of features, and the classification 
techniques resulted in good accuracy and low response 
time, paving the way to low computational cost.

The LSTM architecture's inception is covered in detail 
[17], along with a potential fix for the vanishing gradi-
ent issue that involves maintaining a constant error flow 
by controlling internal cell states. The potential of LSTM 
in overcoming the vanishing gradient problem sub-
stantiated by its performance in a handful of domains 
is portrayed [18]. The review covers in detail the main 
components of the network, their interaction and the 
determination of the weight matrix using a gradient-
based method.  When the input is sparse dataset, a data-
driven model like LSTM is utilized to simulate flood flow 
by analyzing sequential data streams and identifying 
long-term dependencies [19]. The study in [20] exam-
ined whether memristor-based LSTM might be used as 
a solution to the low speed of these models caused by 
their parallel structure and sequential behavior.

GRU networks with weighted averaging, which give 
more weights to the middle range, determine repre-
sentations using handcrafted features extracted from 
raw input vectors, thereby minimizing the need for ex-
pert-level knowledge in feature design [21]. A real-time 
model that recognizes complex activities is designed 
[2] by concatenating multiple convolution kernels with 
different scaling and max-pooling layers. Four such 
Inception-like network is connected with two GRU 
layers, enabling the model to extract sequential tem-
poral dependencies. The classification performance of 

gated recurrent units in emotion recognition is exam-
ined [22] using clean speech data overlay with various 
environmental noises. According to the research, GRU 
produced results similar to LSTM while taking 18.6% 
less time to run.  Network intrusions can be effective-
ly identified using a single or bi-directional GRU with 
128 hidden units followed by three layers of multilayer 
perceptron with 48 hidden nodes and softmax regres-
sion. According to the study [3] BGRU can do better 
in related domains. The work in [5] suggests that aug-
menting convolution models with LSTM moderately 
improves the performance of time-series datasets. The 
refinement phase that iterates with change in learning 
rate and batch size improved model accuracy although 
with increased computational complexity. 

This study applies different RNN variants with attention 
to time and frequency domain features that are extracted 
from raw accelerometer sensor data to identify human 
activity. These features are ranked according to relevance, 
and the best features are used to train the model.

3.  BACKGROUND

Recurrent neural networks (RNN) set themselves 
apart from other types of neural networks by having a 
memory structure that uses earlier input data to influ-
ence current input and output and finds use in ordinal 
or temporal problems involving sequential data. The 
units in each layer share the same weight parameters 
and leverage the backpropagation algorithm to deter-
mine the gradients that appropriately fit the model pa-
rameters. This process may result in smaller gradients, 
which ceases the network’s ability to learn by generat-
ing insignificant weight parameters through constant 
updates. Long short-term memory (LSTM) and Gated 
recurrent units (GRU) mitigate the short-term memory 
problem of RNN models. Internal gating mechanisms 
in these variants control information flow, eliminate 
unnecessary input, and retain what is necessary for ac-
curate prediction. 

3.1. LONG ShORT-TERm mEmORy (LSTm)

Long short-term memory (LSTM) networks are well 
suited for more general sequence learning tasks like activ-
ity identification because they can learn from sequences 
of data through recurrent processing, where the input 
at the present step influences the output at subsequent 
time steps. The gates in LSTM regulate the control flow by 
learning throughout the training procedure what is sig-
nificant and what can be allowed on the cell state [23]. To 
learn which data should be retained and which ought to 
be removed based on relevance, gates integrate sigmoid 
activations that push values between 0 and 1 rendering 
them suited for backpropagation [24]. 

The output of the LSTM is decided by the current 
long-term memory of the network, the cell state, the 
prior hidden state, and the input data at the current 
time step. The forget gate, ft, determines which part of 
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the long-term memory should be deleted or retained 
at this time, given the prior hidden state and the cur-
rent data point in the sequence. 

(1)

Given the previous hidden state and the new input 
data, the new memory network and input gate, it, de-
cide what new information should be added to the net-
work’s long-term memory. The tanh-activated neural 
network, which squishes values between -1 and 1, cre-
ates a vector that indicates how much to update each 
component of the cell state given the new data.

(2)

(3)

The output from the input gate is used to update 
the cell state, ct, to new values that the neural network 
deems appropriate.

(4)

The output gate, ot, which is applied to the newly up-
dated cell state, is a filter that accepts the same input as 
the forget gate along with a sigmoid activation to en-
sure that only necessary information is output. Hence, 
the output gate determines the next hidden state, 
which aids in prediction.

(5)

(6)

where Wx, gate(x) neuron weights, ht-1, the output of pri-
or block, xt, input at current time step, bx, gate(x) biases, 
ct, cell state at time step(t) and č, candidate for cell state 
at time step (t). The following time step is subsequently 
updated with the new hidden state and cell states.

3.2. GATED RECURRENT UNITS (GRU)

A gated recurrent unit (GRU) is designed similarly to 
LSTM and, for the most part, yields results that are just as 
good. Two vectors - update and reset gates – decide in-
formation transfer and the model trains relatively quick-
ly with fewer parameters.

The update gate, zt, assists the model in determining 
how much of the past information should be transmit-
ted into the future, thereby eliminating the possibility of 
the vanishing gradient problem.

The model uses the reset gate, rt, to decide how 
much of the past information to forget.

(7)

(8)

The candidate activation, ĥt, which uses the reset 
gate to store the apposite information from the past is 
computed.

(9)

Finally, the activation at time t, which contains the in-
formation for the current unit is determined and trans-
mitted to the network.

(10)

where ht-1, the output of the prior vector, xt, the input 
vector, ht, the output vector, W and U, weight matrices 
and ʘ, the Hadamard product.

3.3. ATTENTION mEChANISm fOR ACTIvITy 
 RECOGNITION

The attention mechanism enhances the accuracy of 
time series classification models by emphasizing the 
more pertinent temporal features produced by recur-
rent neural networks through a weighted combination 
of all hidden state vectors to focus the models's atten-
tion on the most significant part of the input sequence. 
The hierarchical context-based attention mechanism 
employs an adaptive focusing technique to produce a 
context vector capable of utilizing a hierarchy of time-
dependent features in the sensor data.

Alignment scores, weights, and the context vector are 
computed iteratively as part of the attention process. The 
alignment score, eij, computed using hidden state, hj, and 
previous output, si-1, indicates how closely the parts of the 
input sequence match with the current output.

(11)

where a(.) represents the alignment model of a feedfor-
ward neural network.

A softmax function is applied to the previously com-
puted alignment scores to determine the weights. 

(12)

The weighted sum of the hidden states then decides 
the context vector, c. 

(13)

Incorporating attention to the layer before the dense 
layer in a single RNN and on layers of a stacked network 
improves accuracy, reduces the computational cost 
and helps to learn the decision process.

3.4. fEATURE ImpORTANCE

3.4.1. CORRELATION AmONG fEATURES:

Algorithms for predictive modeling need data ad-
equately representational of the target domain. Identi-
fying and extracting discriminating features helps con-
struct a model that not only performs effectively but 
also lessen the likelihood that decisions will be based 
on outliers. The selection of appropriate features can 
be determined statistically using correlation analysis 
techniques like Pearson product-moment correlation 
and Spearman rank-order correlation.
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Pearson’s correlation coefficient concisely summaris-
es the relationship between two data points. It is calcu-
lated by dividing the covariance of the two points by 
the product of their respective standard deviation. For 
a given feature variable, x, and target variable, y, the 
Pearson coefficient, ρxy, is defined as:

(14)

Spearman’s correlation coefficient is a good measure 
when the nature of the distribution and relationship 
between the data points remain unclear. For the given 
variables, the Spearman correlation, σxy, is calculated as:

(15)

where di is the difference between the ranks of the 
data points. Fast Fourier Transform's first and third 
components are most correlated from among the 31 
features calculated on the UCI-HAR dataset, with cor-
relation values of -0.803 and 0.622 respectively, Fig. 1.

(a)

(b)

fig. 1. Correlation between feature and target data 
points in UCI-HAR dataset (a) Pearson Correlation 

(b) Spearman’s rank

3.4.2. permutation feature Importance:

Permutation feature importance inspects the estima-
tor by randomly shuffling one feature and the feature's 
importance is determined by calculating the model’s 
prediction error.  Suppose the model error increased af-
ter permuting the feature, in that case, it indicates that 
the feature contributed to prediction and if the error did 
not increase, it implies that the feature is not significant. 

Compute the score, s n,j, of a fitted predictive model, 
m, on a feature matrix, F, using a scoring argument that 
accepts multiple scores (like RMSE) for each iteration n 
from 1 to N and for each feature, fj, permuted randomly.

The computation of importance, ij, for a given fea-
ture, fj, is defined as:

Feature importance gives a reasonable interpreta-
tion of how the model will behave, provided the origi-
nal prediction is accurate. It requires that features be 
uncorrelated since highly correlated features reduce 
the importance of the feature in question by spreading 
the importance between both features.

3.4.3 Shapley values

The contribution of a feature in a prediction is given 
by the Shapley value, which evaluates the relevance of 
a feature by including and excluding it in the predic-
tion. More precisely, understanding how the model 
behaves for every potential combination of features 
is necessary to calculate Shapley values. The Shapley 
value, ∅i (v), for a given feature is calculated as:

(17)

where R, is the permutation order of features, v(P∪{i}), 
is the contribution of features to the outcome including 
the ith feature and v(P), is the contribution of features 
on the outcome excluding the ith feature. This calculates 
each feature’s average contribution by adding the mar-
ginal contribution of an individual feature to the result 
of all possible permutations of the order of the features.

4. pROpOSED mEThOD

The study predicts human context using data ac-
quired from smartphone accelerometer sensors. The 
raw signals are analyzed to extract several temporal 
and frequency domain features, which are then ap-
plied to deep learning models with an attention mech-
anism added to the layers before the dense layer. The 
model interpretability is studied using the permutation 
feature importance and shapely values. 

4.1 DATASET DESCRIpTION

The public dataset, Smartphone-based Recognition of 
Human Activities and Postural Transitions Data Set (UCI-
HAR https://archive.ics.uci.edu/dataset/240) [25], is used 
to evaluate the recurrent neural network variants. 

(16)
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Tri-axial accelerometer and gyroscope data from 30 
users between the ages of 19 and 48 were collected at a 
constant rate of 50 Hz for the samples in a semi-controlled 
environment. The signal data is available for 6 activities, 
three sedentary activities (Sitting, Standing, and Lying), 

three dynamic activities (Walking, Walk Upstairs and 
Walk Downstairs) and postural transitions. 

The dataset contains an equal proportion of represen-
tative samples from all activities.

(a) (b) (c)

fig. 2. Accelerometer Signal Transformation (a) Raw signal (b) ex of axis values (c) Fibonacci (ex) for n=4

4.2.  DATA pREpROCESSING

The accelerometer sensor data is considered a three-
dimensional vector, Ai=(axi

, ayi
, azi

) ∈ R3, where Ai repre-
sents the ith signal data. The raw signal data is smooth-
ened using a simple exponential window function.

Ak= α Ak+(1-α) Ak-1 where α=0.001

The continuous stream data is divided into blocks of 
128 sample points, called an example. The raw values are 
transformed to a larger range by first computing the ex-
ponent of each axis value, y=ex, and then by generating 
the Fibonacci series with the initial value obtained from 
the earlier step for n = 4. The transformations are applied 
in succession to separate linearly inseparable values; see 
Fig. 2. 31 temporal and frequency domain features are 
computed from a 50% overlapped window. The com-
plete feature list is given in Table 1. The standard devia-
tion indicates how far the signal deviates from its mean 
value. Skewness quantifies the dispersion of a signal 
around the mean value and is computed as the ratio 
of average deviation from the mean cubed by the stan-
dard deviation cubed. The availability of peaks in a nor-
mal distribution is measured by kurtosis. It is the fourth 
central moment divided by the square of the variance. 

Table.1. Temporal and frequency domain feature list

No feature
1 – 3 Mean along each axes

4 – 6 Standard Deviation along each axes

7 – 9 Skewness of the component signal

10 – 12 Kurtosis of the component signal

13 – 15 Root Mean Square of ith acceleration vector

16 - 18 Mean Absolute Deviation

19 – 21 Range of each axes

22 – 25 Fast Fourier Transformation components of block

26 Mean of magnitude vector

27 Standard deviation of magnitude vector

28 RMS of Standard Deviation along each axes

29 Standard Deviation magnitude in the horizontal plane

30 RMS of axes data in the horizontal plane

31 Maximum peak-to-peak acceleration amplitude

Root Mean Square (RMS) determines the signal am-
plitude and energy in the time domain.

(18)

The mean absolute deviation is the average distance 
between each data point, aki

, and the mean, μ.

(19)

The range is calculated as the difference between 
maximum and minimum axes value. Fast Fourier Trans-
form is applied to blocks to determine the amplitude 
spectrum. The standard deviation of the magnitude 
vector is determined as

(20)

The standard deviation of the horizontal plane and 
RMS of axes data in the horizontal plane is computed 
with data points in the x, akx

 , and z, akz
, axes.

(21)

(22)

Maximum peak-to-peak acceleration amplitude gives 
the maximum positive or negative signal deviation 
from its reference level.

(23)

4.3. LSTm AND GRU NETWORKS:

The study uses single and two-layer stacked LSTM and 
GRU architectures as well as LSTM-GRU combination 
networks with attention applied to the hidden state out-
put of the layer immediately preceding the dense layer. 
The proposed model is depicted in Fig. 3. 

Single-stacked models used 64 hidden neurons in 
the LSTM or GRU layer and a fully connected dense lay-
er with 32 neurons. A dropout of 50% is applied after 
the first layer to aid with the de-correlation of weights 
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by selectively eliminating neurons, thus forming a bet-
ter representation of input data. 

The rectified linear activation unit (ReLU) that works 
on a simple calculation that drops the value to 0 for 
non-positive inputs is employed as the activation func-

tion in layers. The final fully connected output layer is 
applied with a softmax activation to classify human 
activities. The two stacked variants and the combina-
tion models used 64 neurons each in their architecture 
layers, followed by a dense layer with 32 neurons. The 
stacked variant model is given in Fig. 4.

fig. 3. Proposed Architecture

(a) (b)

fig. 4. Two stacked layers model architecture (a) without attention (b) with attention

For LSTM and GRU stacked models, a dropout of 50% 
is introduced after the stacked layers. However, for the 
combination model, a dropout of 50% is added to the 
first layer and 20% to the second layer. All layers except 
the final fully connected layer used the ReLU activation 
function. The architecture diagram of the LSTM-GRU 
combination model is given in Fig. 5.

fig. 5. LSTM-GRU Combination model architecture

In every architecture, an attention mechanism is added 
to the layer just preceding the dense layer. When comput-
ing the weights for single stacked models, the attention 
mechanism uses the only RNN layer available. For stacked 
and combination models, weights are computed with the 
second RNN layer preceding the fully connected layer. All 
models gave better fit when trained with Adam optimizer 
and a batch size of 32. The models converged at epochs 
in the range of 25 to 40 when the early stopping regu-
larization technique was implemented. Validation loss is 
the monitoring metric to terminate the training based on 
validation performance. The learning rate is the hyperpa-
rameter that determines how much of the model should 
be changed each time the weights are updated with the 
estimated error. Single-stacked models performed better 
by setting the learning rate to 0.0025, while stacked mod-
els worked with a value of 0.001.

fig. 6. Network architecture diagram of the two 
stacked GRU model

The input sequence to the network in Fig. 6 is the 
features vector computed from each example of the 
transformed accelerometer signal. The GRU layers 
process the sequential data and capture temporal de-
pendencies. The attention mechanism added to the 
second GRU layer focuses on specific elements of the 
sequence. The dense layers process the output from 
the GRU layers and classify the activities. 
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5. EXpERImENTS AND RESULTS

The proposed models in the activity recognition do-
main are evaluated using the UCI-HAR public dataset. 
The metrics used in evaluating the model classification 
performance are accuracy, the ratio of correct predic-
tions to total predictions; precision, a measure of the 
accuracy of positive predictions; recall, a measure of 
the completeness of positive predictions and F1-score, 
the harmonic mean of precision and recall. 

(26)

(25)

(27)

(24)

5.1. EvALUATION Of mODELS USING ALL 
 COmpUTED fEATURES

The two stacked GRU architectures exhibited the 
highest accuracy of 99% when the model is trained 
with attention, compared to 98% when the attention 
mechanism is not used. Table 2 compares the recogni-
tion rate for models with and without attention when 
trained with all 31 features extracted from the raw ac-
celerometer signal.

Table. 2. Recognition rate of classifiers in the UCI-
HAR dataset

model Architecture
performance (Accuracy)

model without 
Attention

model with 
attention

Single Layer LSTM 0.85 0.89

Single Layer GRU 0.89 0.87

Two Stacked LSTM 0.94 0.93

Two Stacked GRU 0.98 0.99

LSTM - GRU 0.96 0.95

GRU - LSTM 0.93 0.93

The performance of stacked GRU architecture, when 
trained with attention, is given in Table 3. The dynam-
ic activity, walking, and all the sedentary activities 
achieved the highest scores.

Table. 3. Performance of stacked GRU with 
attention

Activity precision Recall f1-Score

Walking 1.00 1.00 1.00

Walk Up 0.94 0.98 0.96

Walk Down 0.98 0.94 0.96

Sitting 1.00 0.99 0.99

Standing 0.99 1.00 1.00

Lying 1.00 1.00 1.00

The confusion matrix for the two stacked GRU mod-
els with and without attention are given in Fig. 7. The 
misclassification of walking upstairs and downstairs is 
due to the similarity in signal patterns gathered from 
the accelerometer sensor.

(a)

(b)

fig. 7. Confusion Matrix for the two stacked GRU 
architecture (a) Model with attention (b) Model 

without attention

The raw signal pattern of these activities is given in Fig. 
8. The models are trained with fewer parameters as com-
pared to the baseline architectures. The total trainable 
parameters used in two stacked GRUs with attention is 
51519, whereas the model trained without attention 
used 51454 parameters. There is only a < 1% increase 
in parameters when trained with attention. Fig. 8 shows 
that both activities’ axis values fall within a similar range, 
which can cause misclassification when trained with 
handcrafted features. The factor that makes the pro-
posed model distinct is fewer neurons in the hidden lay-
ers and a single dense layer before the output layer. The 
training time is considerably reduced in training using 
features extracted rather than the automatically learned 
features from the accelerometer vector. 
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To comprehend how and why a complex model 
reached a particular conclusion, it helps to analyze the im-
portance of various features in the model. The permuta-

tion feature importance values are calculated to learn the 
model’s interpretability. Feature importance arranged in 
increasing order of significance is given in Fig. 9.

(a) (b)

fig. 8. Raw accelerometer signal patterns (a) Walking Upstairs (b) Walking Downstairs

fig. 9. Permutation feature importance scores in the UCI-HAR dataset

The magnitude vector computed for the x-axes com-
ponent of the acceleration vector gave the highest 
score of 0.09565 when feature ranking is performed us-
ing the Random Forest Classifier. Permutation feature 
importance may often lead to misleading interpreta-
tions in the presence of strongly correlated features. 
Figure 1 shows that the features used in the study are 

correlated. Hence, to determine how a feature contrib-
utes to making a prediction, Shapley values, shown in 
Fig. 10, are a better choice, but their implementation 
is more expensive. The area of the force plot to the 
left side from the mean position are the features that 
helped in prediction, whereas those on the right side 
would have decreased the likelihood of prediction.

fig. 10. SHAP explanation force plot for single layer GRU model

The four features with the highest score, namely, 
magnitude vector along the x-axis, signal mean along 
the y-axis, root mean square of standard deviation 
along each axis and fast Fourier transform component, 
plotted against the activity classes, are shown in Fig. 11. 

It is observed that lying (activity 6) in Fig. 11 (a) does 
not overlap with any other activities for the magnitude 
vector along the x_axis. This is the most separable ac-

tivity for all models. The dynamic activities of Walking 
(activity 1), Walking Upstairs (activity 2) and Walking 
Downstairs (activity 3), which overlap significantly for 
all features, make prediction hard. Similar to this, the 
root mean square of the standard deviation along each 
axis, Fig. 11 (c), and the fast Fourier transform compo-
nent, Fig. 11 (d), entirely overlap the sedentary behav-
iors of Sitting (activity 4) and Standing (activity 5), mak-
ing classification difficult. 
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(a)

(b)

(c)

(d)

fig. 11. Most important feature values against 
activity classes (a) Magnitude vector along the x-axis 
(b) Signal mean along the y-axis (c) RMS of standard 
deviation along each axis (d) Fast Fourier Transform 

component (Activity: 1 – Walking, 2 – Walking 
Upstairs, 3 – Walking Downstairs, 4 – Sitting, 5 - 

Standing, 6 – Lying)

5.2. EvALUATION Of ThE mODELS USING 
 OpTImAL fEATURES

Among the 31 features computed from raw accel-
erometer sensor data, 23 features representing three-
fourths of the total features, arranged according to 
relevance using permutation feature importance mea-
sure, are used to train the models. 

Table 4 shows the comparison between recognition 
rates of classifiers with and without attention mecha-
nism using three-fourths of the highly relevant features. 
The introduction of the attention mechanism has im-
proved the recognition rates of all models. The accuracy 
of models trained with GRU shows high performance 
compared to LSTM architectures. Figure 12 depicts the 
training and validation accuracy and loss curves for the 
GRU model having an attention-based stacked layer.

Table. 4. Recognition rate of classifiers using 75% 
features selected based on feature importance

model 
Architecture

performance (Accuracy)
model without 

Attention
model with 

attention
Single Layer LSTM 0.85 0.88

Single Layer GRU 0.87 0.88

Two Stacked LSTM 0.93 0.93

Two Stacked GRU 0.95 0.97

LSTM - GRU 0.92 0.93

GRU - LSTM 0.92 0.97

fig. 12. Train and validation curve for stacked 
attention-based GRU model (a) Accuracy curve (b) 

Loss curve

(a)

(b)

International Journal of Electrical and Computer Engineering Systems
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The training and validation loss decreases with in-
creased epochs and stabilizes at a value without much 
gap, indicating that the model is a good fit. It is also to 
be noted that the decrease in the number of features 
has not affected the performance of the model.

5.3.  EvALUATION Of ThE mODELS USING 
 fEATURES GIvEN By ShApLEy vALUES

The highly ranked features selected by Shapley val-
ues, Figure 9, and fast Fourier transform components, 
making a total of 16 features, are used to train the 
model. Table 5 shows the recognition rate of classifiers 
trained with and without attention using half of the to-
tal features originally used in the study, selected based 
on their ranking. 

Table. 5. Recognition rate of classifiers using 50% 
features selected by Shapley values

model 
Architecture

performance (Accuracy)
model without 

Attention
model with 

attention
Single Layer LSTM 0.85 0.96

Single Layer GRU 0.93 0.95

Two Stacked LSTM 0.93 0.96

Two Stacked GRU 0.96 0.96

LSTM - GRU 0.96 0.95

GRU - LSTM 0.96 0.96

Comparing the results obtained from various study 
using the lists of all significant features reveals that 
correlated features minimally impact the performance 
of the classifiers. When trained using 16 features and 
attention mechanisms, all models performed compa-
rably. The time overhead of the attention mechanism 
in single-layer models is less than 2 seconds, and in 
stacked models is less than 10 seconds.

Table. 6. Statistical analysis of classifiers

model Classifiers
Independent t-test

T-statistic p-value

All features 0.06 0.95

75% features 0.88 0.39

50% features 1.43 0.18

An independent t-test is carried out with a signifi-
cance threshold set at 0.05 to ascertain whether the 
observed performance difference between the atten-
tion-based approach and the non-attention-based 
strategy is statistically significant. The T-statistic and 
p-value obtained in the statistical analysis of the classi-
fiers are given in Table 6.

The Receiver Operating Characteristic (ROC) curve is 
shown for all models trained with optimal features in Fig. 
13, illustrates the classification performance. This measure 
depicts the model's ability to accurately predict the posi-
tive class when the result is positive. The Area Under the 
Curve (AUC) measure in Fig. 12 indicates that all models 
are good at discriminating various activities.  

(a)

(b)

fig. 13. ROC analysis (a) models trained with 
optimal features (b) ROC curve zoomed in at top left

The LSTM-GRU combination model has the highest 
AUC, followed by the two-stacked GRU model. Less false 
positives are indicated by smaller values on the plot's 
x-axis, and greater values on the y-axis show more true 
positives. Table 7 gives the proposed two stacked GRU 
models compared with other baseline architectures in 
the literature on the UCI-HAR dataset. The proposed 
model used a compact architecture with minimum lay-
ers and fewer neurons, thereby reducing the number of 
parameters, to design a lightweight RNN model.

6. CONCLUSION

In conclusion, we have conducted a comprehensive 
investigation into the classification of human activi-
ties using single and stacked recurrent neural network 
variants with an attention mechanism built into the 
layer preceding the fully connected dense layer. The 
attention mechanism enhanced the classification per-
formance of all models, particularly those trained with 
GRU. Our approach relies on analyzing temporal and 
frequency domain features calculated from raw accel-
erometer signal data, offering a robust foundation for 
human activity classification. The classifier uses fewer 
neurons and a single dense layer, distinguishing our 
studies from others in the field that often employ more 
complex architectures. 

Volume 14, Number 10, 2023
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The results obtained in the study are given below.

i. GRU performed better than LSTM with the selected 
handcrafted features to determine human context.

ii. The attention mechanism, when used with stacked 
variants, improved the overall accuracy of all mod-
els.

iii. The significance of features in prediction is deter-
mined using permutation feature ranking mea-
sures and shapely values. The model is retrained 

with optimal features that contributed the most, 
still attaining comparable accuracies. 

iv. The accuracy of the GRU stacked models, which 
reached 99% when trained with all features, 
dropped by less than 2% when trained with three-
fourths of the optimal features and by 3% when 
only half of the features were used. 

In future work, more feature importance measures 
to attain the interpretability of models having features 
with high correlation will be attempted.

Table. 7. Comparison of proposed model with baseline architectures

paper year model Layer Neurons/ layer Train example Test Example Accuracy

[7] 2020 LSTM-CNN 4 (32,32,64,128) 7319 3069 95.8

[26] 2019 GRU with 
Attention 2 - 7352 2947 94.16

[27] 2023 GRU-INC 2 (144, 128) - - 96.4

[28] 2023 CNN-GRU with 
Attention 4 (128,128) - - 94.19

Proposed Model Stacked GRU 
with Attention 2 (64,64) 2092 813 99

- The paper does not report these parameters
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Abstract – A dual feed and dual-band reconfigurable antenna is designed, analyzed, and prototyped in this work for fixed satellite 
service communication applications. The designed model occupies the compact dimension of 24X21X1.2 mm on FR4 substrate and 
provides an input impedance of 50 ohms at both ports. The proposed model offers additional circular polarization characteristics at both 
the resonating bands. The PIN diode-based switching conditions, and the frequency reconfigurability analysis in both simulation and 
measurement are almost match. The combination of dual-band resonance, frequency reconfigurable nature, and compact dimension 
makes this model an attractive candidate in the specified field with considerable gain (8.5 dB) and efficiency (80%).

Keywords: Circular polarization, Dual Band, Dual feed, Reconfigurability, Satellite application 

1.  INTRODUCTION

Recently, several advancements have happened in 
antennas due to their various applications. Emerging 
technologies came into existence in wireless commu-
nication, and the demand for antennas has increased 
tremendously. An antenna is the central part of any 
wireless communication application. The advanced an-
tenna design is very much needed these days for their 
extensive use in all modern gadgets and devices[1-2]. 
Several antennas are available in the literature for vari-
ous applications like Bluetooth, LTE, Wi-Fi, wireless LAN 
and 5G communication [3-8].

One reconfigurable antenna is equivalent to some an-
tennas; the reconfiguration is based on frequency, po-
larisation, and pattern of the antenna without regard to 
physical size.  For reconfugaration, varactor diodes, field 
effect transistors, and PIN diodes are commonly used [9]. 
PIN diodes are symmetrically positioned to retain the an-
tenna's electrical properties [10]. The dual-band antenna 
is conceivable depending on the feed position and inset 
size. Different band reconfiguration and modes of oper-
ation can achieved by ON and OFF of the PIN diodes [11]

There are several methods to design the antenna 
using various feeding techniques. The coaxial probe 
method is traditional, whereas the microstrip line feed 
method is another alternative and easy feeding meth-
od. The coplanar waveguide fed method is another 
alternative to design the antennas simply with good 
impedance matching [12-15]. Antenna with circular 
polarization has advantages over linear polarization. 
The researchers made several designs to attain circular 
polarization in the antenna with different feeding tech-
niques and with the combination of meandered slots 
[16-18]. The researchers extensively use other methods 
like metamaterials, electromagnetic bandgap struc-
tures, frequency-selective surfaces, and artificial mag-
netic conductors while designing modern communica-
tion-based antennas [19-23]. 

This work is concentrated on the design of a circu-
larly polarised antenna with a dual feeding technique. 
The Antenna consists of 4 slots in the radiating struc-
ture, fed with coaxial probe feeding. The design con-
siderations and the dimensional characterization is 
provided in the antenna design section.  
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2. ANTENNA DESIGN: 

The designed slot antenna is prototyped on an FR4 
substrate with dual feeding. The coaxial feeding has 
been used here due to its straightforward approach 
and ease of exciting the patch antenna. Coaxial feed-
ing done by conecting the condcting wire that termi-
nates at the patch. It has been implemented with the 
center conductor in the coaxial launcher attached to 
the ground plane at the bottom side. Based on the feed 
location, the input impedance varies in the probe feed-
ing, and here, the feed location away from the edge of 
the patch will affect lower input resistance. To obtain 
good matching with 50-ohm impedance, the condition 
should be 0.13 λg. Fig. 1 shows the antenna topside as 
well as the bottom side structure. Table 1 represents 
the parameter data of antenna design.

Table 1. Antenna design Parameters data

S. No Parameter Value
1 Length of patch (Lp) 8.2 mm

2 Width of the patch (Wp) 8.2 mm

3 L1 2 mm

4 Slot cut S1 2mm, 3mm, 4mm, 5mm

5 Length of slot 7.6424

6 Width of slot 0.155 mm

7 Coaxial length 0.425 mm

8 Coaxial width 0.3267 mm

9 Inset_1 3.94 mm

10 Inset_2 3.94 mm

Two separate probes are required to attain dual po-
larization with dual feeding, and each probe is respon-
sible for corresponding polarization. The narrow band-
width that is obtained with dual feeding is due to the 
high cross-polarization Because of the probe radiation 
and probe inductance. 

Fig 1. Dual Fed Slot Antenna, (a) Top View,  
(b) Bottom View

(a)

(b)

3. RESUlTS AND DISCUSSION: 

3.1. DUAl FEED SlOT ANTENNA: 

Fig. 2 shows S-parameters and VSWR plots for the 
dual-feed antenna model. Antenna resonating at the 
dual-band of 9.4 GHz and 13.3 GHz, respectively. 

Fig 2. S-Parameters and VSWR Vs Frequency

Antenna showing dual band characteristics with re-
flection coefficient less than -10 dB and VSWR of 2:1 ra-
tio. The transmission coefficient result indicates a value 
less than-25 dB at the first resonant band -10 dB at the 
second resonant band.

The parametric analysis has been done for the slot-
ted monopole antenna and presented the results in 
Fig. 3. It has been observed that for S1 of 2 mm and L1 
of 2 mm, the antenna shows dual band characteristics 
with good impedance matching.

Fig 3. Parametric Analysis, (a) Change in S1, 
(b) Change in L1

(a)

(b)



1167Volume 14, Number 10, 2023

(a)

(b)

Fig 4. Radiation Pattern at 9.4 GHz,  
(a) Three-dimensional, (b) E-Plane Pattern

Fig. 4 and 5 display the slotted monopole antenna's 
radiation characteristics. A maximum gain of 7.9 dB is 
attained at 9.4 GHz and a maximum gain of 7.91 dB is 
attained at 13.3 GHz. Antenna exhibiting low backlobe, 
monopole-like radiation in the E-plane. A nulling is oc-
curred for 210 degrees at 13.3 GHz and the antenna 
showing good radiation characteristics at dual band.

Fig 5. Radiation Pattern at 13.3 GHz,  
(a) Three-dimensional, (b) E-Plane Pattern

3.2. RECONFIGURABlE ANTENNA

The slotted monopole antenna is converted into a re-
configurable antenna with the placement of pin diodes 
at four slots, as shown in Fig. 6. The equivalent circuit 
model for PIN diode ON and OFF conditions is present-
ed in Fig. 6(c). The parameters like reflection and trans-
mission coefficients concerning the diodes on and off 
conditions are analyzed and presented in this section.    

(a)

(b)

(c)

Fig 6. Reconfigurable Dual Fed Slot Antenna with 
Diodes, (a) Top View, (b) Bottom View (c) PIN diode 

equivalent circuit for ON and OFF

The fabrication of the antenna is shown in Fig. 7. Dual 
feed slot antennas and dual feed slot antennas with di-
odes are displayed here. The S-parameters are analyzed 
with diodes ON and OFF condition is presented in Fig. 8 
and 9. Four diodes are used in the design to verify the 
performance characteristics of the antenna in reconfigu-
rable conditions. When four diodes are in an off state, 
antenna shows dual band characteristics at 9.4 GHz and 
13.3 GHz, respectively. Diode 4 in the ON condition and 
remaining diodes in the OFF condition also provide du-
al-band characteristics with resonance at 9.6 GHz and 13 
GHz, respectively. When diode 3 is in ON condition and 
the remaining diodes are in OFF condition, providing a 
single resonance at 9.7 GHz. When diode 2 is in ON con-
dition, the remaining diodes are in OFF condition, pro-
viding a single band with resonance at 9.8 GHz.  

(a)

(b)
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Fig 7. Fabricated a) dual Fed Slot Antenna  
b) feed line c) Dual Fed Slot Antenna with Diode

Fig 8. Reconfigurability Conditions 1 

Fig 9. Reconfigurability Conditions 2 

The reconfigurable conditions for 0101, 1010, 1100, 
and 0011 are presented in Fig. 8. When diodes 2 & 4 are 
in ON condition, and the remaining diodes are in OFF 
condition, antenna provides dual-band characteristics 
with resonance at 9.3 GHz and 13.4 GHz, respectively. 
When diodes 1 & 3 are in ON condition, and the re-
maining diodes are in OFF condition, antenna provides 
dual-band characteristics with resonance at 9.1 GHz 
and 13 GHz, respectively. When diodes 1 & 2 are in ON 
condition, and the remaining diodes are in OFF condi-

tion, antenna provides dual-band characteristics with 
resonance at 9.4 GHz and 13.1 GHz, respectively. When 
diodes 3 & 4 are in ON condition and remaining diodes 
are in OFF condition, the antenna provides single band 
characteristics with resonance at 9.2 GHz.

(a)

(b)
Fig 10. 3D-Radiation pattern, (a) At 1010, (b) At 0101

(a)

(b)

Fig 11. Radiation Pattern in Polar, (a) E-Plane at 
1010 Condition, (b) H-Plane at 1010 Condition
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Fig. 10. displays the antenna's radiation properties in 
both 3D and polar coordinates. A peak gain of 8.51 dB 
at 1010 conditions and 8.5 dB at 0101 conditions can 
be observed from Fig. 11. The radiation characteristics 
in polar coordinates are presented in Figs. 10 and 11 for 
1010 and 0101 conditions. A directive pattern with low 
back lobe radiation can be observed from Fig. 11(a) of 
the E-plane and quasi-omni directional patterns in the 
H-plane from Fig. 11(b) for 1010. A directive pattern with 
nulling between 190 to 210 degrees can be observed 
from Fig. 12(a) of the E-plane and quasi-omni directional 
patterns in the H-plane from Fig. 12(b) for 0101.

Fig 12. Radiation Pattern in Polar, (a) E-Plane at 
0101 Condition, (b) H-Plane at 0101 Condition

(a)

(b)

Fig 13. Relation between Envelope correlation to 
the frequency

Fig 14. Efficiency of the Dual Fed Slot Antenna w.r.t 
frequency

Table 2. Comparision of Proposed work with 
standrad literaure.

S.no Frequency Gain Efficiency

1 [24] 5.45 GHz 7.55dB -

2 [25] 4.63 GHz 1.02dB -

3 [26] 6.4GHz 1.87dB 70%

Proposed work 
gain

9.4 GHz 7.9dB
83%

13.3 GHz 7.91dB

Fig. 13. shows the envelope correlation factor with 
frequency, the maximum value of 0.8 obtained is 

good enough for a practical case. Fig. 14 represents 
the antenna's efficiency, which is almost above 

80%. Table 2 compares the proposed work with the 
standard and obtained a maximum gain of 7.91dB

4. CONClUSION

In this paper, a dual-feed, dual-band, reconfigurable 
antenna is designed and studied. The designed an-
tenna resonates at 9.4 GHz and 13.3 GHz, respectively, 
with a gain of more than 8 dB. Antenna shows excel-
lent radiation characteristics with monopole-like radia-
tion in the E-plane and omnidirectional radiation in the 
H-plane with low cross-polarization. The resonant fre-
quencies are changed concerning the diodes on and 
off conditions, and a remarkable gain change of 0.5 dB 
is observed in the reconfigurable antenna. There is a 
good match between the simulated and measurement 
results obtained from the prototype antenna with re-
configurable conditions.
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Abstract – This paper presents an effective speed control method for brushed DC motors fed by a DC chopper using the concept 
of Finite Control Set-Model Predictive Control (FCS-MPC). As this control algorithm requires the parameters of the controlled object, 
the estimation of motor parameters is first performed by using two types of data. The first data includes the output speed response 
corresponding to the step input voltage to obtain the transfer function in the no-load regime. The second data consists of the motor 
speed and armature current when a load torque is applied to the motor shaft. The discrete-time equation of the motor armature 
circuit is used to obtain the future values of the armature circuit current and the motor speed. A cost function is defined based 
on the difference between the reference and predicted motor speed. The optimal switching states of the DC chopper are selected 
corresponding to the maximum value of the cost function. The performance of the proposed speed control algorithm is validated 
on an experimental system. The simulation and experimental results obtained show that the MPC controller can outperform the 
conventional proportional-integral (PI) controller.

Keywords: Brushed DC motor, DC chopper, motor parameter estimation, motor speed control, model predictive control 

1.  INTRODUCTION

Electric drive systems can be only seen as high-
performance drive systems if they can accurately fol-
low specified trajectories regardless of unknown load 
variations and uncertainties of parameters. An electric 
drive system is basically formed by an electrical mo-
tor, a power electronic converter, and a controller to 
perform precise mechanical manoeuvres. As brushed 
DC motors can be controlled over a wide speed range, 
they are still widely used in various industrial and com-
mercial applications including electric vehicles, robotic 
manipulators, and precise mechanisms. In addition, 
brushed DC motors can be known as the most com-
mon controlled object for testing and evaluating differ-
ent proposed control algorithms.

The accurate mathematical model and related pa-
rameters of a specific brushed DC motor are usually 
needed for designing an appropriate controller for the 
motor. In addition, the exact model of the motor can 
allow the designer to predict the closed-loop dynamics 

of the motor control system. This work can be only fa-
cilitated if the motor parameters can be estimated. Mo-
tor parameter estimation approaches can be divided 
into two categories: offline estimation methods [1] and 
online estimation methods [2]. Offline methods require 
the use of test inputs and the measurement of corre-
sponding parameters using data acquisition (DAQ) 
devices. Next, coefficients determined by the measure-
ment are used to obtain unknown parameters by an 
offline computer-based analysis. Meanwhile, online 
parameter estimation techniques sometimes include 
power converters and high-speed DAQ devices. 

The conventional design of controllers for brushed 
DC motors often involves the use of constant gains for 
controllers like proportional-integral-derivative (PID) 
controllers, which are only useful for the control of a 
narrow speed range [3, 4]. Recently, brushed DC motor 
drive control systems have been developed using non-
linear control approaches, such as sliding mode con-
trollers [5, 6], fuzzy logic controllers [7, 8], and artificial 
neural network controllers [9, 10].
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As high-performance brushed DC motor drives fre-
quently need to be adaptable, several studies on motor 
control have focused on adaptive control methods [11, 
12], in which the coefficients of the controller can be 
adaptive utilising techniques for intelligent inference 
such as fuzzy logic and artificial neural networks. To 
increase the robustness of the motor control system, 
some studies have suggested techniques for estimat-
ing the speed of brushed DC motors [13-15] because 
the use of speed sensors could degrade system reliabil-
ity and necessitate periodic maintenance. Most speed 
estimation techniques, however, have been developed 
using a precise mathematical model of the motor.

With the recent rapid development of powerful and 
fast microcontrollers, there is increasing attention to 
the exploration of model predictive control (MPC) for 
various topologies of power converters [16-18]. The 
MPC algorithms can eliminate the use of pulse width 
modulation (PWM) techniques and conventional PID 
controllers. In addition, the MPC control algorithms 
can take the nonlinearities of controlled objects into 
account.

This research focuses on the development of an ef-
fective controller for a chopper-fed DC motor drive 
using the Finite Control Set-Model Predictive Control 
(FCS-MPC) theory. Specifically, a motor speed predic-
tive control strategy and its practical implementation 
have been presented in detail. It has been shown that 
the proposed control method can be used to control 
the motor speed very effectively. The proposed control 
method can result in good dynamic responses com-
pared to the use of a conventional PI controller. More-
over, the proposed MPC-based method in this study is 
simple and easy to implement on low-cost hardware. 
In this study, the proposed control method is imple-
mented on an STM32F4 Discovery board which is con-
veniently programmed using MATLAB Simulink. The 
analysis for obtaining the discrete model can be also 
used for other controlled objects.

The rest of this paper is divided into subsequent sec-
tions. Section 2 provides the concept of MPC for con-
trolling power electronic converters and electric drives. 
The motor parameter estimation process is described 
in Section 3. The procedure for designing an MPC con-
troller for a chopper-fed brushed DC motor is described 
in Section 4. The simulation and experimental results 
obtained are presented in Section 5. Finally, Section 6 
is the conclusion of this research.

2. MODEL PREDICTIVE CONTROL

Model predictive control (MPC) emerged as an ad-
vanced process control method in the 1960s. In the 
future, this control technique will be expected to be 
very effective for various nonlinear, multiple-input 
multiple-output (MIMO) systems. In MPC, the model 
of the controlled object is considered to predict the 
future behaviours of the variables over a time frame. 

These predictions are then used for evaluating a cost 
function and the choice of the optimal action for the 
system based on the minimum value of the cost func-
tion. The MPC has several advantages such as the 
inclusion of nonlinearities and constraints of control 
systems. Another advantage of MPC in power con-
verters and electric drives is to take the consideration 
the inherent discrete nature of power converters. As 
power converters only have a finite number of switch-
ing states, the MPC optimisation problem can be 
simplified to behaviours of possible switching states 
of power converters. In every sampling interval, the 
predicted variables are used to evaluate a cost func-
tion. This is also known as the Finite Control Set-Mod-
el Predictive Control (FCS-MPC). Therefore, this study 
only focuses on FCS-MPC for a DC chopper driving a 
brushed DC motor.

Fig. 1 shows the operating principle of FCS-MPC. The 
control process of power converters and electric drives 
can be defined as the determination of an appropriate 
control action S(t) for the gate signals of power con-
verter switches to obtain a desired system variable x(t) 
as close as possible to a reference value x*(t).

Fig. 1. The FCS-MPC operating principle

In a specific sampling period Ts, the variable x(t) 
is sampled as x(tk) for evaluating the cost function 
with possible control actions of the power converter 
(S1,...,SN). If the action control S3 is selected, it can be 
used to predict the future value xp3(tk+1). Next, the 
predicted value in the previous sampling period will 
be used to compute the cost function for selecting 
the control action S2 corresponding to the minimum 
value of the cost function. Similarly, xp2(tk+2) can be 
also predicted based on xp3(tk+1) and the control ac-
tion S2. In general, the possible predictive values of 
the control variable x(t) can be expressed as:

(1)

where fp is the prediction function obtained from the 
controlled model. Then a cost function is defined as:

(2)

The evaluation of the cost function (2) results in N 
values of the cost function. The control action leading 
to the minimum value of the cost function is finally 
selected.
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3. PARAMETER ESTIMATION OF BRUSHED DC 
MOTORS

For brushed DC motors, a DC voltage can be directly 
applied to the terminal of the armature circuit. Using 
Kirchhoff’s law for the armature circuit gives:

(3)

Based on Newton’s law, the torque equation can be 
derived as follows:

(4)

Where K, Ra, La, J and D are the back-EMF constant, 
the armature resistance, the armature inductance, the 
rotor mass moment of inertia, and the damping con-
stant, respectively. ω(t), ia(t), Vdc(t) and TL(t) denote the 
rotor angular velocity, the armature current, the termi-
nal voltage, and the load torque, respectively.

At the steady-state, equation (3) yields:

In which:

(5)

(6)

(7)

In equations (6) and (7), ω0 is the no-load rotor an-
gular velocity and Δω is the drop of the rotor angular 
velocity when a load torque is applied to the motor ro-
tor. The back-EMF constant can be determined through 
the terminal voltage and the no-load rotor angular ve-
locity as follows:

(8)

When a load torque is applied to the motor shaft, the 
armature current is measured to calculate the armature 
resistance as follows:

(9)

According to equation (9), if Vdc is kept being a con-
stant, ω can be measured using a tachometer or an 
encoder, and Ia can be measured using a DC ammeter, 
then the value of Ra can be computed.

The Laplace transforms of equations (3) and (4) have 
the following forms:

(10)

(11)

Where s is the Laplace operator. Vdc(s), Ia(s), ω(s) and 
TL(s) are the Laplace transforms of the terminal voltage, 
the armature current, the rotor angular velocity, and 
the load torque, respectively.

From equations (10) and (11), the relationship be-
tween the rotor angular velocity (the system output) 
and the terminal voltage, and the load torque (the sys-
tem inputs) can be expressed as follows:

(12)

(13)

In the no-load regime (TL(s) = 0), equation (12) yields:

Equation (13) indicates a second-order system and 
can be shorten as follows:

(14)

(15)

in which:

The coefficients a, b, and c of equation (14) can be 
obtained by acquiring the start-up motor speed with 
respect to the step terminal voltage and the MATLAB 
System Identification Toolbox [19]. According to equa-
tion (15), K and Ra can be determined using equations 
(8) and (9). Three remaining parameters of the motor 
can be computed as follows:

(16)

(17)

(18)

4. MODEL PREDICTIVE CONTROL OF 
CHOPPER-FED BRUSHED DC MOTOR

If the sampling interval Ts is small enough, the de-
rivative of the armature current can be approximated 
as follows:

(19)

Fig. 2 shows the principle circuit of a brushed DC mo-
tor driven by a DC chopper. Fig. 3. shows the armature 
circuit when the switch S is closed. The armature circuit 
of the motor is depicted in Fig. 4.

Substituting (19) into (3) gives:

(20)

Equation (20) corresponds to the switch S is closed. 
When the switch S is opened, the equation (20) yields:

(21)
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Equation (20) and (21) can be combined to give:

(22)

where u is the binary control signal for the switch S

•	 if u = 1, S is closed.
•	 if u = 0, S is opened.

Fig. 2. The principle circuit of DC motor fed by a DC 
chopper

Fig. 3. The armature circuit when the switch S is 
closed

Fig. 4. The armature circuit when the switch S is 
opened

Equation (22) can be re-written as follows:

(23)

Applying the two-step-ahead prediction for equa-
tion (23) gives:

(24)

Re-arranging (24) results in:

(25)

Equation (24) and (25) are used to design a MPC con-
troller for the speed control of the motor. A cost func-
tion is defined according to the difference of the refer-
ence and future speeds as follows:

In every sampling interval, there are two possible 
switching states of the switch S: the switch S is closed, 
and the switch S is opened. The optimal state of the 
switch S will be selected corresponding to the mini-
mum value of the cost function. Fig. 5 is a flowchart of 
the algorithm of the MPC controller.

Fig. 5. Flowchart of the MPC control algorithm.

5. SIMULATION AND EXPERIMENTAL RESULTS

This section describes the procedure for deploying an 
experimental system for the MPC-based speed control of 
a brushed DC motor. The whole system is shown in Fig. 
6. Table 1 is the specification of the experimental system.

Table 1. Specification of the experimental syste.

No Items

1 An excited-separately 175W DC motor

2 An IGBT-based DC chopper can be controlled by an external signal

3 A dynamometer is used to adjust the load torque

4 An isolated current measurement module is used to measure 
the armature current

5 Speed measurement and load torque modules are integrated 
with the dynamometer

6 A laptop is used to monitor the performance of the system

7 An Arduino MEGA 2560 board

8 A STM32F4 Discovery board
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A. Motor Parameter Estimation

Fig. 7 is a Simulink diagram for acquiring the output 
speed response according to the step input voltage in the 
no-load regime. The motor speed and armature current 
were acquired by using a Simulink diagram as shown in 
Fig. 8. The output speed response according to the step 
input voltage in the no-load regime is illustrated in Fig. 9.

Fig. 6. The whole experimental system

Fig. 7. Simulink diagram for acquiring the output 
speed response according to the step input voltage

Fig. 8. Simulink diagram for acquiring the motor 
speed and the armature current

Fig. 9. The output speed response according to the 
step input voltage of the motor in the no-load regime

The data acquired from the no-load experiment in-
cluding the step input voltage and the rotor angular 
velocity as shown in Fig. 9 was then used to estimate 
the transfer function of the motor. By using the MAT-
LAB System Identification Toolbox [19], the transfer 
function of the motor in the no-load regime has the 
following form:

Therefore

The back-EMF coefficient is calculated as:

(27)

(28)

(29)

If applying TL= 2.5 [N.m] to the rotor shaft and the mea-
surements are ω1 = 108[rad/s] and Ia=1.397 [A], then the 
resistance of the armature circuit is computed as:

(30)

The damping constant is determined as:

(31)

The armature inductance is computed as:

Finally, the moment of inertia is given by:

(32)

(33)

B. Simulation Results

Fig. 10 shows a Simulink diagram for investigating 
the performance of the PI controller. The simulated 
speed step increment with the PI controller is illustrat-
ed in Fig. 11 and the simulated speed step decrement 
with the PI controller is depicted in Fig. 12.

Fig. 13 displays a Simulink diagram for investigating the 
performance of the MPC controller. The MPC algorithm is 
developed using a user-defined function as follows:

function S = MPC(speed_ref,speed,ia)
Ra = 17.5887;
La = 1.7047;
K = 1.8095;
Vdc = 230;
Ts = 0.2;
omegaref = speedref*pi/30;
omega = speed*pi/30;
gopt = inf;
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Sopt = 0;
for S = 0:1
 ia1 = Ts*Vdc/(Ra*Ts + La)*S + La/(Ra*Ts + La)*ia - 

  K*Ts/(Ra*Ts + La)*omega;
 omega1 = Vdc/K*S - (Ra*Ts + La)/K/Ts*ia1 + La/K/Ts*ia;
 g = abs(omegaref - omega1);
 if (g < gopt)
  gopt = g;
  Sopt = S;
 end
end
S = Sopt;

The simulated speed step increment with the MPC 
controller is shown in Fig. 14. Lastly, the simulated 
speed step decrement with the MPC controller is illus-
trated in Fig. 15.

Fig. 10. Simulink diagram for investigating the 
performance of the PI controller

Fig. 11. Simulated speed step increment with the PI 
controller

Fig. 12. Simulated speed step decrement with the 
PI controller

The simulated speed step increment with the MPC 
controller is shown in Fig. 14. Lastly, the simulated 
speed step decrement with the MPC controller is illus-
trated in Fig. 15.

Fig. 13. Simulink diagram for investigating the 
performance of the MPC controller

Fig. 14. Simulated speed step increment with the 
MPC controller

Fig. 15. Simulated speed step decrement with the 
MPC controller

C. Experimental Results

Fig. 16 is a Simulink diagram using the Waijung 
Blockset for deploying a discrete-time PI controller on 
the STM32F4 board [20]. The change of the reference 
speed is controlled by an external signal at pin PA1 
of the board. The PI controller has the proportional 
constant KP = 100 and the integral constant KI = 0,1. 
The sampling period is 0,0001[s]. Fig. 17 is a Simulink 
diagram using the Waijung Blockset for deploying the 
MPC controller on the STM32F4 Discovery board.
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Fig. 16. Simulink diagram of the PI controller using 
the Waijung Blockset

Fig. 17. Simulink diagram of the MPC controller 
using the Waijung Blockset.

Fig. 18 is the real speed step increment with the PI con-
troller. Fig. 19 is the real speed step decrement with the 
PI controller. The real speed step increment with the MPC 
controller is depicted in Fig. 20. Finally, the real speed step 
decrement with the MPC controller is illustrated in Fig. 21.

Fig. 18. Real speed step increment with the PI 
controller

Fig. 19. Real speed step decrement with the PI 
controller

Fig. 20. Real speed step increment with the MPC 
controller

Fig. 21. Real speed step decrement with the MPC 
controller

The data of the motor speed steps in Figs. 19 and 21 
are used to investigate the performances of the PI and 
MPC controllers. Table 2 is a comparison between the 
performances of the real PI and MPC controllers. The 
rise time, settling time and overshoot are considered. 
Compared to the PI controller, the use of the MPC con-
troller can result in all the reduction of the rise time, 
settling time and overshoot. Therefore, the MPC con-
troller can outperform the PI controller.

Table 2. Comparison between the performances of 
the PI and MPC controllers

Controller Rise Time (s) Settling Time (s) Overshoot (%)
PI Controller 0.5599 2.2675 1.4714

MPC Controller 0.4340 2.1093 1.2005

6. CONCLUSION

This study shows that FCS-MPC can be successfully 
applied to the speed control of brushed DC motors. This 
control algorithm does not require the use of PWM tech-
niques and conventional PI controllers. The procedure for 
developing the MPC controller needs the model of the 
motor. The motor parameters can be conveniently esti-
mated using the measured data and the MATLAB System 
Identification Toolbox. Finally, with the high performance 
of the whole system has been given by the proposed 
control method, the FSC-MPC method can be seen as the 
most powerful model-based control approach. The future 
work of this research is to deploy effective MPC control-
lers for other types of controlled objects such as popular 
power electronic converters and electric drives.
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Abstract – Photovoltaic (PV) cells have non-linear properties influenced by environmental factors, including irradiation and 
temperature. As a result, a method known as maximum power point tracking (MPPT) was implemented to boost the PV cells' 
efficiency and make the most of the energy they could provide. The traditional perturb and observe (P&O) approach for determining 
the maximum power point tracking (MPPT) has various drawbacks, including poor steady-state performance, increased oscillation 
around the MPP point, and delayed reaction. As a result, this work aims to present a hybrid fuzzy logic (FL) and P&O MPPT approach to 
improve the PV system's performance coupled to the lithium battery storage system. Matlab/Simulink is used to bring the suggested 
technique to life, after which its efficacy is evaluated in the context of rapid changes in the irradiance level. According to the findings 
of the simulations, the suggested strategy has the potential to enhance the steady-state performance of PV systems in terms of 
oscillation and time response. Finally, the proposed results are compared with that obtained by the conventional P&O technique, 
and the stress of PV power is limited to ∆P=1kW and the overshoot power is limited to 5%.

Keywords: Artificial Intelligent Maximum Power Point Controller, photovoltaic/ battery system, fuzzy P&O controller, power 
management, hybrid power system

1.  INTRODUCTION

Photovoltaic (PV) cells, also known as solar cells, have 
several non-linear characteristics that can impact their 
performance and behavior. These include the Current-
Voltage (I-V) Curve, which describes the relationship be-
tween current and voltage across the cell, which is non-
linear and typically follows a characteristic shape. The I-V 
curve consists of four regions: open circuit, short circuit, 
maximum power point, and reverse bias. The non-lin-
earity arises from factors like recombination, series and 
shunt resistances, and temperature effects [1, 2]. Tem-
perature dependence is another non-linear characteris-
tic of PV cells, as temperature influences performance. 
As temperature increases, the output voltage decreases 
while the current increases, decreasing overall power 
output. The temperature coefficient of a PV cell quanti-
fies this non-linear relationship.

 Non-uniform illumination, such as shading or partial 
coverage, can significantly reduce a cell's overall power 

output due to bypass diodes and current mismatch. 
The diode junction exhibits non-linear behavior, act-
ing like a diode but not perfectly ideal due to non-zero 
idealist factors and series resistance [2]. These effects 
can introduce non-linear behavior in response to high-
frequency light intensity or voltage variations.

 Hysteresis is the phenomenon where the I-V curve 
of a PV cell depends on the history of the previous op-
eration, which can be observed during rapid changes 
in light intensity or dynamic operating conditions. 
This implies that the same voltage may generate dis-
tinct currents depending on whether the voltage is 
rising, falling, or staying the same. Understanding and 
modeling these non-linear characteristics is crucial for 
accurately predicting and optimizing PV system per-
formance, designing efficient power converters, maxi-
mum power point tracking (MPPT) algorithms, and 
overall system integration [3]. The classification of the 
MPPT methods can be shown in Fig.1.

Volume 14, Number 10, 2023

Aymen Kadhim Mohaisen
Southern Technical University, Amara Technical Institute, Department of Electrical Power 
Amara, Iraq
aymenks@stu.edu.iq



1184 International Journal of Electrical and Computer Engineering Systems

Fig.1. Classification of the most used MPPT 
techniques

The authors of [4] suggested using a constant volt-
age controller, sometimes known as a CVC, to maximize 
the peak power output of PV panels. This technique re-
quired little in the way of resources and was easy to put 
into practice experimentally; nevertheless, the results 
were less accurate and productive. Despite this, several 
researchers have suggested and evaluated techniques 
that are straightforward and inexpensive, such as the 
perturb and observe (P&O) and incremental conduc-
tance (IC) techniques [5-8]. Even though these meth-
ods were uncomplicated and straightforward to put 
into practice, they had a great deal of drawbacks.

When using a P&O approach, there is a greater 
amount of oscillation around the MPPT, which increas-
es power loss and a drop in the control efficiency. In 
addition, the IC technique has several limitations, the 
most notable of which are oscillation and transitory re-
sponse in the face of rapid change in solar irradiance 
[9]. Because of this, the variable size incremental con-
ductance approach has been proposed as a solution 
to the problems currently facing the CVC, P&O, and IC 
procedures [9, 10]. 

In addition, the authors in [11, 12] offered the AI ap-
proaches based on MPPT to overcome the major dif-
ficulties in classical techniques such as fuzzy logic (FL) 
and neural networks (ANN). These methods based 
on nonlinear theory also contribute to the increased 
number of benefits they present compared to more 
traditional approaches. Consequently, they regarded 
a robust MPPT and had higher performance in calcu-
lating the PV module's operational point under vari-
ous atmosphere conditions [13, 14]. A hybrid MPPT 
approach is also used to augment AI techniques such 
as proportional-integral (PI) with FL or ANN. This tech-
nique is used to improve AI techniques by increasing 
convergence speed.

A fuzzy logic-based MPPT approach was presented 
by Yaqoob et al. [15] to increase the dynamic response 
of a PV module connected to pure DC load and sub-

jected to a rapid shift in the amount of solar irradiation. 
Mat lab/Simulink is used to evaluate the performance 
of the suggested approach and verify it. Compared to 
the traditional IC and P&O methods, the use of FL MPPT 
yields superior results in terms of output quality. Also, 
Fapi et al. [16] reported a real-time experiment with FL-
based MPPT utilizing a digital signal processing (DSP) 
microcontroller. The findings demonstrate that the 
suggested method is less complicated, efficient, and 
reliable than the other common approaches.

Creating a Neuro-Fuzzy MPPT controller is the sub-
ject of the study [17]. Initially, the suggested MPPT 
control is constructed in a state of offline operation, 
which is necessary for testing various ANN designs and 
variables. The goal of this method is to design an ef-
ficient hybrid technique. The results of the proposed 
MPPT controller are excellent in obtaining the optimal 
voltage of the module to track the MPP with a fast time 
response. The authors in [18] proposed a novel coordi-
nated MPPT method for a grid-connected PV system's 
inverter. Both the DC boost converter, which is respon-
sible for MPPT of the PV plant, and the inverter, which 
is responsible for DC voltage set-point management, 
specialized reactive current injection on demand, and 
decreased harmonic content of AC grid currents, work 
together to achieve the system's control goals.

A hybrid FL-P&O-based MPPT is utilized in this article 
to optimize the output power of the PV system regard-
less of the weather conditions. The main goal of this 
work is to provide a variable step size for the P&O using 
the FL method. In addition, the suggested approach for 
MPPT analysis is also modeled, and simulated with the 
help of the MATLAB simulation program. Additionally, 
the performance of the FL-P&O MPPT is evaluated us-
ing a variety of solar irradiances, and these results are 
compared to those obtained using the more traditional 
P&O MPPT method. 

This research is organized as follows: section 2 pres-
ents photovoltaic cell modeling. Section 3 introduces a 
hybrid PV/battery system. Section 4 presents the pro-
posed MPPT controller. Section 5 indicates the results 
and discussion, while the conclusion of this paper is 
presented in section 6.

2. PHOTOVOLTAIC CELL MODELLING  

The equivalent circuit of a PV cell, also known as a 
solar cell, is a simplified representation that models 
the cell's electrical behavior [17]. It consists of several 
components, including the single-diode model, which 
includes photocurrent (Iph), diode current (Id), switch 
resistance (Rsh), and series resistance (Rs). The photo-
current (Iph) is proportional to the intensity of incident 
light, while the diode current (Id) is modeled by the 
p-n junction diode's behavior. The series resistance (Rs) 
represents resistive losses in the cell's electrical con-
nections and materials, representing the overall resis-
tance in series with the diode and load [19, 20].
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However, the PV cell or module current can be writ-
ten from the semiconductors theory as follows [21, 22].

(1)

Fig. 2. Single–diode PV cell model

where I is the PV current, V is the PV voltage, Vt (=Ns K 
T/q) is the thermal voltage (25.7 mV at 25°C) with Ns cells 
of module, T is the temperature in °C, Rp and Rs are the 
shunt and series resistances, IPH is the source of photo-
current, Io is saturation current, α is the constant factor, 
q is the electron’s charge (1.60217646×10-19 C), K is the 
Boltzmann constant (1.3806503×10-23 J/°K). Fig. 2 shows 
a model PV cell.

The IPH can be expressed as follows [22].

(2)

Where the change in temperature ∆T, G represents 
the solar irradiance. To model the PV module, the diode 
saturation current can be determined as in (3),

(3)

Where Ion is the reverse saturation, temperature   
(T=25℃), and Eg is the band-gap energy (Eg=1.12). 
moreover, this current can be written as [20,21],

(4)

This study uses the KC200GT PV panel technology to 
form the required PV system. The electrical parameters 
under STC conditions of this panel are listed in Table 1.

Parameter Value

Pmp 200W

Voc 32.9 V

Vmp 26.3 V

Isc 8.21 A

Imp 7.61 A

Ki 0.0032 A/K

Kv -0.123 V/K

α 1.3

Ns 54

Table 1. The electrical parameters of the KC200GT 
PV panel in STC conditions

3. HYBRID PV/BATTERY SYSTEM

The PV-battery system is most used in PV applica-
tions, which is used in its configuration. The PV system 
offers the required power at the sun's availability. At the 
same time, the battery devices are used as a backup en-
ergy storage system at night or in partial shading effect 
conditions. In recent years, different control strategies 
have been used to control the power-sharing between 
the PV system and the battery [23]. 

Power management or power sharing control is very 
important to increase efficiency, and the proposed sys-
tem structure is shown in this paper. 

Fig. 3. Proposed PV/battery system structure

In Fig.3, the hybridization between the PV module 
and battery is considered to share the optimal power 
between them and the DC load side.

3.1. BATTERY CONTROL MANAGEMENT

Battery management control (BMC) systems offer 
numerous benefits in various applications, including 
extended battery life, enhanced safety, optimal per-
formance, increased efficiency, state-of-charge (SOC) 
monitoring, cell balancing, data logging and analysis, 
integration and compatibility, remote monitoring and 
control, scalability, and expandability. These systems 
help maximize battery life by monitoring and regulat-
ing charging and discharging processes, preventing 
overcharging, over-discharging, and overheating [24]. 
They also ensure safe operation by incorporating safety 
features like overcurrent protection, overvoltage pro-
tection, and short-circuit protection. Optimal perfor-
mance is maintained by actively managing charging 
and discharging processes, ensuring consistent and re-
liable power delivery. Increased efficiency is achieved 
by optimizing charging algorithms, reducing power 
losses, and improving energy conversion efficiency. 
State-of-Charge (SOC) monitoring provides real-time 
information about remaining capacity, enabling users 
to accurately estimate battery runtime and plan activi-
ties accordingly. Cell balancing ensures equal charge 
levels in multiple cells, preventing overcharging or 
over-discharging [25]. 

In conclusion, battery management control systems 
are crucial for optimizing battery performance, extend-
ing battery life, ensuring safety, and improving energy 
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efficiency in various applications. The hybrid PV/bat-
tery system used in this paper depends on the lithium-
battery model that is presented in Matlab/Simulink, as 
shown in Fig.4. The output voltage of the battery Vbtt 
can be expressed as [25].

(5)

Fig. 4. The Battery electrical circuit module

Where E0 is the battery constant voltage (V), K is the 
constant of the polarization (V/Ah), Q is the capacity of 
the battery (Ah), it is the actual charge of the battery 
(Ah), Rb is the battery internal resistance (Ω), Ab is the 
exponential zone amplitude (V), B is the time constant 
inverse of the exponential zone (Ah-1), i* is the filtered 
battery current (A). Also, the polarization resistance, 
Polres can be written as in Eq. (6), where it presents in 
the battery charging mode.

(6)

In this paper, the reference power of the battery is 
controlled using a PI controller to feed the optimum 
duty cycle value for the DC-DC bidirectional convert-
er, as seen in Fig. 5. The DC bus voltage is stabilized to 
achieve optimal performance under different loads 
and weather conditions. The PWM frequency of this 
converter is 5kHz. the indicator(Lbat) 20 mH , input ca-
pacitor (C1) 220 µF and output capacitor(C2) 470 µF.

Fig. 5. Battery energy storage with DC/DC 
bidirectional converter

3.2. MODELLING OF BOOST CONVERTER

DC/DC boost converters offer several advantages in 
various applications, including voltage boost, efficient 
power conversion, compact size, regulated output, ver-
satility, power source flexibility, ripple reduction, and 
control and protection features. These converters en-

able step-up voltages, high efficiency, compact size, 
and regulated output, making them ideal for low input 
voltage systems like battery-powered devices [26, 27]

They are also compact and lightweight, making them 
suitable for space constraints and integrating into vari-
ous devices. Regulatory output ensures a stable power 
supply, especially in sensitive electronic circuits. Boost 
converters can operate with various power sources, such 
as batteries, solar panels, or fuel cells, ensuring efficient 
power management in renewable energy systems and 
electric vehicles. The circuit consists of an input induc-
tor, a single diode, a semiconductor switch like MOSFET 
or IGBT, and input and output capacitors [23, 27]. The 
switching frequency of this converter is 20 kHz.

Based on the above equation, the output current can 
be written as [26]

(7)

(8)

To determine the parameters of the boost converter 
at CCM mode, Eq. 9 should be utilized to calculate the 
inductor value (L) as [27],

Fig. 6. Boost converter circuit used in MPPT 
controller

Managing the duty cycle D while the PWM genera-
tor executes is how the switch on the boost should be 
managed so that the MPPT algorithm can be imple-
mented via the boost converter. Because of this, if the 
switch is in the ON state, the current travels via the in-
ductor and the switch. After that, the energy is stored 
in the inductor. In contrast, when the PWM signal is 
withdrawn from the switch, the switch will function in 
an OFF state. After that, the electrical power stored via 
the inductor will be supplied to the output.

Furthermore, the continuous conduction mode 
(CCM) is mostly used in designing and finding the en-
tire parameters of the boost circuit. Because of its low 
peak current, low switching device conduction losses, 
low turn-off losses, and high-frequency ripple ampli-
tude, continuous conduction mode is chosen over 
critical conduction mode and discontinuous conduc-
tion mode in boost converters. Therefore, the theoreti-
cal equations of the boost converter can be obtained 
based on this mode [27]. The output voltage (vo) from 
the boost converter can be expressed as follows [27]
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(9)

where fs is the switching frequency and ∆ipv=0.3. In ad-
dition, the output capacitance Cout can be calculated as

(10)

where ∆vo=0.02vo. The input capacitor Cin size can be 
determined from (11) [26, 27]:

(11)

4.  PROPOSED MPPT CONTROLLER

An adaptive fuzzy P&O MPPT approach is utilized in 
this work to extract the best amount of energy from the 
PV panel under various irradiance changes. The pro-
posed technique mixes both advantages of the fuzzy 
logic and the P&O method to solve the problem oscil-
lation that occurred with using P&O alone and increase 
the time response for gating maximum power under 
fast solar irradiance. The block diagram of the pro-
posed system is shown in Fig. 7. This figure includes the 
PV system, proposed MPPT method, boost converter 
circuit, and the Li-ion battery module.  

 Fig.8 shows the block of the FL MPPT used in this re-
search. As observed, the change in the power ∆PPV and 
the change in the voltage ∆PPV are represented as the 
inputs of the presented FL-MPPT while the duty ratio 
(D) represents the output.

The membership functions for the output and inputs 
are done based on a triangular shape with five linguis-
tic variables: negative big (NB), negative small (NS), 
zero (ZE), positive small (PS), and positive big (PB). As a 
result, the FL has 25 different rules.

In addition, the center of gravity method is used in 
this work as the defuzzification method based on the 
following equation.

(12)

Where YCOG is the output, Yi is the inference result of 
rule i, Xi is the output’s corresponding rule i.

Fig. 7. The Proposed entire system

Fig. 8. Block diagram of the proposed FL MPPT 
controller

Fig. 9. Flowchart of the power management used in 
this study

The flowchart of the power management control is 
presented in Fig. 9. In this algorithm, the charge/dis-
charge of the Li-ion battery is controlled and then the 
optimal duty cycle for the bidirectional is obtained. 
When the optimum power of the PV system is achieved, 
and the PV power is equal to the load power, the PV 
system will supply the DC demand load at the corre-
sponding solar irradiance. The PV system will supply 
both the battery and load at the case of PPV >PL, and the 
system will operate with mode 2, and the battery will 
charge mode if its SOC is less than the required value. 
In mode 3, when PPV+Pb=PL, all generated power from 
the battery and PV system will convert to the load to 
cover the increase in the demand side.
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5.  RESULTS AND DISCUSSION

To validate the proposed method in simulation, Mat 
lab/Simulink 2019b has been used in this work. The PV 
system with a rated power of 20KW is used based on 
the KC200GT PV panel technology with electrical pa-
rameters, as observed in Table 1.

Based on the different 25 rule base used for the design 
of the proposed FL controller, the rule viewer for these 
rules are shown in Fig. 10. Also, the quiver plot of power 
and voltage of the fuzzy logic controller is seen in Fig. 
11 It clear the relationship between the inputs of power 
and voltage for the proposed FL controller used to gen-
erate the optimal duty cycle for the boost converter. 

Fig. 10. Rule viewer of the proposed fuzzy logic 
controller

Fig. 11. Quiver plot of power and voltage using 
fuzzy logic

Furthermore, the proposed method is tested under a 
fast irradiance level to show the performance and com-
pare it with the conventional technique (P&O) results. Fig. 
12 shows the PV power with theoretical maximum power 
using the conventional P&O technique. The simulation is 
done for 9 seconds, and the solar irradiance is changed 
step by step from 250 W/m², 500 W/m², and 1000 W/m². 
The irradiance is set to 250 W/ m² from t=0 to 3 sec. 

In this case, the conventional P&O is responded to 
during response time t=0.8 sec. So, the conventional 
P&O takes more time to reach the MPP. When the irradi-
ance is changed from 250 to 500 W/m² at time t=3 sec, 
the conventional P&O is reached to the MPP with a fast 
response but the oscillation across this point is large, 
(∆P=2.5 kW) and these issues are repeated during the 
high irradiance level and cause more power losses. On 
the other hand, the proposed FL-P&O shows good re-
sults regarding fast response and oscillation. As seen 
in Fig. 13, the proposed method is tested under fast ir-
radiance levels for the same case as the conventional 
method. As observed, the proposed method is faster 
than the P&O regarding response, which is reached to 
MPP at time t=0.1sec at lower level irradiance. The pro-
posed method presents low oscillation issues across 
the high-level irradiance, where the maximum over-
shot (∆P=1kW) leads to minimizing the power loss in 
the electrical system.

Fig.12. PV Power with theoretical value using the 
conventional P&O method

Fig.13. PV Power with theoretical value using the 
proposed FL-P&O method

Fig. 14 presents the simulation results of the PV sys-
tem, including PV voltage, current, and power in the 
case of different irradiance levels for conventional and 
proposed MPPTs.
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As seen, Fig. 14 a) and b) show the PV voltage and 
current results of FL-P&O MPPT, where voltage is lit-
tle affected by the change in the irradiance, and this 
is because the open circuit voltage of the PV system 
depends strongly on the change in the temperature, 
not irradiance according to its mathematical equation 
which has a negative sign coefficient for the tempera-
ture term. The PV current is proportional to the irradi-
ance value entered in its equation, as seen in section 
2. In the conventional method (Fig. 14 c) and d)), the 
high ripple in the PV voltage occurs while this ripple 
is canceled by the proposed method, which means 
that robust control is achieved using the FL-MPPT. Also, 
when the solar irradiance is increased from 250 to 500 
and then to 1000 W/m², the proposed methods reach 
the maximum PV current with fast response and low 
harmonic oscillation in the current.

(a)

(b)

(c)

(d)

Fig.14. (a) PV Voltage at P&O (b) PV Current at P&O 
(c) PV Voltage at the proposed FL-P&O technique 

and (d) PV Current at the proposed FL-P&O 
technique

Fig. 15. shows the simulation results of the battery 
during a fast change in irradiance level. The SOC, volt-
age, and current are shown when the battery works 
with charging mode from the initial SOC of 50%. 

At a low irradiance level, the power management 
system makes the proposed system work in mode 3 
(PPV+PB=PL) where the output PV power is low and can-
not cover all DC load. As a result, to supply the required 
demand power, both the battery and PV are operated. 
As seen, the battery is operated in discharge mode from 
t=0 to t=3 sec, and when the irradiance becomes high 
(500 and 1000 W/m²), the SOC of the battery is increased, 
and then the battery becomes in the charging mode, 
and the power management system switches the sys-
tem to work with mode 2(PPV=PB+PL).

Fig.15. (a) The SOC of the battery, (b) the battery’s 
current, and (c)the voltage’s battery

(a)

(b)

(c)

To clear the novelty of the presented study, table 2 
was added to show the comparison between the pro-
posed method and the classical P&O in terms of the 
extracted power from the PV system, tracking time or 
time response, and the oscillation in the power. This 
table shows that the presented study has excellent 
performance under different irradiance values. As ob-
served, the suggested method presents a high dynam-
ic response, less oscillation, and high extracted power.

Table 2. Comparison between the proposed 
method and conventional P&O

Irradiance 
(W/m2) Method Extracted 

power (kW)

Time 
response 

(sec)

Oscillation 
(W)

200
P&O 3.7 0.99 3400

FL-P&O 4.2 0.2 1700

400
P&O 8.7 0.87 2800

FL-P&O 9.5 0.12 1300

600
P&O 11 0.94 3000

FL-P&O 12 0.12 1210

800
P&O 15 0.9 2600

FL-P&O 17 0.13 1100

1000
P&O 18 0.84 2500

FL-P&O 20 0.11 1000

6. CONCLUSION

This study presents the hybrid fuzzy logic-perturb 
and observes (FL-P&O) maximum power point tracker 
(MPPT) for hybrid photovoltaic/battery systems. In 
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the beginning, the mathematical analysis for the model 
of the PV cell, the Li-ion battery, and the DC/DC boost 
converter are investigated. Second, the FL-P&O MPPT 
approach that has been presented is intended to opti-
mize the output power of the PV system even when the 
irradiance is subject to rapid change. The suggested FL 
is modeled in Mat lab/Simulink using five distinct lan-
guage variables, including ones for the derivative power 
(P), derivative voltage (V), and duty ratio (D). Addition-
ally, the membership functions (MFs) for the output and 
inputs are carried out based on a triangle form, and the 
approach that is used for defuzzification is the center of 
gravity method. To validate the performance of the sug-
gested technique, it is evaluated under various irradi-
ance conditions. According to the findings of the simu-
lations, the suggested technique performs much better 
than the traditional P&O method in terms of oscillation, 
power loss, and time response. The PV system robust-
ness is improved, and the overshoot power is limited to 
5% for irradiancies step by 250 W/m².
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Abstract – Optimal distribution network reconfiguration (DNR), distributed generations location and sizing (DGs-LS), tap changer 
adjustment (TCA), and capacitors bank location and sizing (CAs-SL) are different methodologies used to reduce loss and enhance the 
voltage profile of distribution systems. DNR is the process of changing the network topography by changing both sectionalized and 
tie switch states. The optimal location looks to find the optimal setting of the DG and CA within the distribution network. Optimal size 
seeks to find the optimal output generation of both DG and CA. The TCA looks to find the optimal position for TC. These methods are 
challenging optimization problems and resort to meta-heuristic techniques to find a globally optimal solution. This paper presents 
a new methodology with which to simultaneously solve the problem of DNR, DGs-LS, TCA, and CAs-SL in distribution networks. This 
work aims to minimize active and reactive power losses, including voltage profile improvement using a multi-objective decision 
approach. The firefly algorithm (FA) and analytic hierarchy process (AHP) are used to optimize the fitness function and determine the 
function weight factors through the use of MATLAB software. Several scenarios were considered on the IEEE 69-bus network. In terms 
of active power and reactive losses, reductions in the test system of 96.16% and 92.7%, respectively, were achieved, evidencing the 
positive impact of the proposed methodology on distribution networks.

Keywords: Weight factors, power loss, reconfiguration, DG allocation and sizing, Capacitor location and sizing, Tap changer adjustment

1.  INTRODUCTION

Minimizing energy consumption is important for en-
suring power quality and system efficiency [1, 2]. This 
has led researchers to study the operation and design 
of power systems using different supply sources in the 
network. Therefore, different methods have been used 
to reduce energy consumption in the distribution power 
system by reducing power loss. The most famous meth-
ods are network reconfiguration, DG location and sizing, 
tap changer adjustment position, and capacitor location 
and sizing [3-5]. The distribution network reconfigura-
tion (DNR) process can be defined as the process of 
changing the network topography structures accord-
ing to changing the status of both tie and sectionaliz-
ing switches [6]. This improves specific conditions such 
as reducing power loss, enhancing the reliability of the 

network, and improving the voltage profile [7, 8]. In [9], 
PSO with a discrete version was used for load balancing 
during DNR. Moreover, in [10], the DNR problem was 
solved using GA to reduce power losses as well as im-
prove the load index and voltage profile. In [11], NR was 
used to maximize loadability and improve the voltage 
profile of the radial network, which led to an increase in 
network reliability. In [12], NR was applied to reduce re-
active power loss to improve both voltage stability and 
loadability using a two-stage algorithm.

One of the most well-known methods to minimize 
loss is combining both DNR and DG location and siz-
ing methods [13]. DG location means the best sitting of 
the DG within the distribution network, while DG sizing 
expresses the best output generation from the DG [14, 
15]. The authors in [16] dealt, simultaneously, with DNR 
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and DG sizing and location problems in order to op-
timize power loss. In [17], the authors used a firework 
algorithm to find the optimal DG sizing and location in-
tegrated with optimal network configuration based on 
minimum power loss. Similar objectives were achieved 
in [18] using EP and GA. In [19, 20], a discrete artificial 
bee colony method was used based on the continua-
tion power flow methodology in order to achieve the 
maximum loadability of the network. In [21, 22], NR 
integrated with DG through a two-stage hierarchical 
optimization methodology was proposed to trade be-
tween reducing power loss and maximum loadability.

Another well-known method to minimize loss is com-
bining both DNR and CA location and sizing methods 
[23]. CA location means the best sitting of the CA within 
the distribution network, while CA sizing expresses the 
best output generation from the CA [24]. This method 
aims to reduce power loss, voltage fluctuations, and 
the operating cost since the capacitor output is reactive 
power that improves the voltage profile [25]. A lot of op-
timization techniques have been presented for network 
reconfiguration considering CA sizing and location. In 
[26], the authors solved this problem using harmony 
search and simulated annealing algorithms. In [27, 28], 
the authors also solved this problem using the ant colo-
ny algorithm, Big Bang method, and genetic algorithm. 
In [29], grey wolf optimization integrated with the PSO 
method was presented to solve the same problem. The 
main objectives within these studies were reduced in-
vestment cost, annual loss of energy cost, maintenance 
and operation cost, and switching cost. In [30], GA was 
used to optimize the CA location and size and optimize 
the sequence of loop selection for minimizing energy 
losses. The presented methodology was tested on a real 
77-bus system with different load patterns.

Another different method that is also presented in the 
published works is tap changer adjustment (TCA). TCA 
is a mechanism that allows transformers to find the best 
position of the transformer's turn ratios that achieve the 
best voltage profile [31]. The work in [32] addressed the 
reconfiguration problem after the power cut caused by 
the cut of a branch of the system. The work presented 
an approach that handled the reconfiguration process 
simultaneously with transformer tap changer adjust-
ments. The presented approach considered the AC pow-
er model, network operation topology, and both voltage 
and load limitations. The results obtained showed that 
the presented approach could find the best solution; it 
presents the overloaded branches and the minimum 
number of buses that were outside of operation. The 
authors in [33] proposed network reconfiguration with 
TCA integrated into the DG sizing method to minimize 
network power loss using the imperialist competitive 
algorithm. The proposed method indicated an improve-
ment in the voltage profile and power loss reduction 
compared to other algorithms. In [34], a simultaneous 
method combined with DNR with DGs-LS, including 
TCA, was presented. The method proposed a multi-ob-

jective decision methodology that obtained the maxi-
mum loadability and best voltage profile as well as mini-
mum power loss using the FA.

The main contribution of this paper is the simultane-
ous combination of the most famous methods used to 
improve the performance of a distribution system. The 
methods represent network reconfiguration, DG loca-
tion and sizing, tap changer adjustment, and capacitor 
location and sizing. The remainder of this paper is orga-
nized as follows: Section II presents the mathematical 
modeling proposed; Section III presents the proposed 
approach; Section IV presents the test system and re-
sults in detail; and Section V presents the conclusions.

2. MATHEMATICAL MODELING

This section presents the proposed fitness function 
that solves the optimal DNR problem and optimal DGs-
LS, including optimal TCA, along with optimal CAs-LS. 
In addition, we also present all the constraints and limi-
tations the fitness function fulfills. The function looks to 
minimize both active and reactive power losses simul-
taneously while improving the voltage profile index. 

2.1. FITNESS FUNCTION

The fitness function is described as follows:

(1)

where ω1, ω2, and ω3 are the fitness function (F) 
weight factors. Ploss is the active power loss. Qloss is the 
reactive power loss. The fitness function is set to be uni-
ty to minimize all the function terms. The active power 
loss (Ploss)is taken as the ratio of the active power loss 
after and before optimization, as follows [35]:

(2)

where Ploss is the active power loss after optimization. 
Ploss is the active power loss before optimization.

opt

0

(3)

where RN is the resistance in the branch N, IN is the 
branch current, and M is the branch number.

Moreover, the reactive Power loss (Qloss)is taken as the 
ratio of the reactive Power loss after and before optimi-
zation, as follows [35]: 

(4)

where Qloss is the reactive power loss after optimization. 
Qloss is the reactive power loss before optimization.

opt

0

(5)

where XN is the reactance in branch N.

Voltage profile index (IVD): this index penalizes the 
size location pair, which gives higher voltage deviations 
from the nominal voltage. In this way, the closer the in-
dex is to zero, the better the network performance is. 
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The IVD is addressed as follows: 

(6)

Where Vi is the bus voltage; V1 is the nominal voltage; 
and n is the bus number.

2.2. LIMITATIONS AND CONSTRAINTS 

All limitations and constraints that the fitness func-
tion should satisfy are as follows:

Distributed generator and Capacitor capacity

(7)

(8)

where PDG,i is the DG size at bus i; Pi
max and Pi

min are the 
higher and the lower DG capacities, respectively. QCAP,i is 
the capacitor size at bus i; Qi

max and Qi
min are the higher 

and the lower capacitor capacities, respectively.

•	 Power injection

(9)

(10)

where k is the DG number; nbus is the bus number; P nLoad 
is the active power load at bus n; and Q n

Load is the reac-
tive power load at bus n. This means that there are no 
active or reactive powers flowing from DGs or capacitors 
to the grid.

•	 Power balance

(11)

(12)
where QCAP,i is the capacitor size at bus i; SSubstation is the 
main substation apparent power supplied. Total power 
must fitful the principle of equilibrium. Thus, the sup-
ply of power must be equal to its demand.

•	 Voltage magnitude

(13)

where Vbus is the bus voltage, which is within the volt-
age limits (0.95 to 1.05) p.u.

•	 Radial configuration

At all times, the network must save the radiality con-
figuration. 

•	 Load connection

After the reconfiguration, all distribution buses must 
be connected to a power source.

3. PROPOSED APPROACH

This section presents the proposed simultaneous meth-
odology to solve the optimal DNR problem and optimal 
DGs-LS, including optimal TCA, integrated with optimal 
CAs-LS using the AHP and FA techniques. The proposed 
methodology looks to minimize both active and reactive 
power losses and minimize the voltage profile index. 

3.1. ANALyTIC HIERARCHy PROCESS

The main fitness formula is controlled by an AHP multi-
objective decision approach that determines the weights 
of the formula factors. The AHP is an effective and practi-
cal approach used to solve multicriteria decision-making 
problems, and it was introduced by Thomas L. Saaty in 
[36, 37]. The AHP seeks to simplify complex problems by 
deconstructing them into simple parts. This occurs by tak-
ing a fraction of the overall decision problem that allows 
the decision maker to focus on different criteria based on 
the importance of said criteria. There are three stages in 
the AHP: determining the decision-making problem by 
constructing the hierarchy and finally evaluating the fac-
tors in the stairway. The evaluation of the factors of the 
stairway is then compared using a scale of numbers from 
one to nine [38]. Table 1 shows the relative importance 
matrix used in the AHP for various indices.

Table 1. Matrix of relative importance

Standard Numeric-Rating Reciprocal

Equality–Importance 1 1

Equality to Moderately 5 0.2

Moderately Important 7 0.143

Table 2 shows the weights obtained from the AHP 
method. The details of the AHP are illustrated in Fig. 1. 
For more explanation, this work focuses on different 
criteria, namely active power loss, reactive power loss, 
and voltage profile. The relative importance of the active 
power loss is equal to one (equality–importance), reac-
tive power loss is equal to five (equality to moderately), 
and the voltage profile is equal to seven (moderately 
important). Based on these values, the weights obtained 
are 0.632819 for active power loss, 0.301806 for reactive 
power loss, and 0.065375 for voltage profile. This means 
that if the relative importance of the different criteria dif-
fers, the weight values directly differ.

Table 2. AHP approach weight factors

Criteria
Active 
Power 

Loss

Reactive 
Power 

Loss

Voltage 
profile

Total 
=∑Row

Weights 
= Total/

Sum

Active 
power loss 1 5 7 13 0.632819

Reactive 
power loss 0.2 1 5 6.2 0.301806

Voltage 
profile 0.143 0.2 1 1.343 0.065375

Sum 20.543 1

3.2. TAP CHANGER ADJUSTMENT 

In the presented methodology, there are 17 values 
representing the TC positions, as shown in Fig. 2. These 
positions correspond to bus voltage, which changes 
from -5 to +5 % [39]. This makes the lower and upper 
bus voltage limits 0.95 p.u and 1.05 p.u, respectively [40].
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Fig. 1. Flow chart of AHP

Fig. 2. Tap changer position corresponding to bus 
voltage (p.u)

3.3. FIREFLy ALGORITHM (FA) 

The firefly algorithm is a nature-inspired meta-heu-
ristic method that has gained popularity due to its 
capability to be involved in transactions with global 
non-linear optimization problems [41]. The FA is a 
method inspired by the attitude of fireflies and their 
different shining types [41]. All fireflies are attracted 
to flies that achieve strong flashing brightness. There-
fore, the flashing brightness is exactly proportional 
to attraction. Moreover, attraction is proportional in-
versely to the space between fireflies. Flies will move 
to a specific location in the case where all fireflies have 
the same brightness intensity. The steps to implement 
the FA to solve the OP-DNR problem and OPDGs-LS, 
including TCA integrated with OPCAs-LS, are pro-
posed as follows:

•	 Determine the constant values of the FA, popula-
tion, and iteration size.

•	 Set the data input, such as the resistance and reac-
tance values of the lines, active and reactive load 
of the buses, initial values of the bus voltages, and 
TCA locations.

•	 Define the weight factors based on the AHP tech-
nique, as in Table 2.

•	 Generate initial FA populations randomly (Y) that 
achieved all the constraints and imitations that 
present the tie switches of the distribution (S), DG 
sizing (DGS), DG location (DGL), CA sizing (CAS), 
CA location (CAL), and TCA position (TP). All FA ele-
ments are set simultaneously, as is presented in the 
following equation:

(14)

where n is the NO of tie switch; k is the NO of DGs and 
CAs; and m is the size of the population.

•	 The iteration process is started by analyzing the 
distribution load flow using Newton–Raphson 
methodology to compute the distribution active 
and reactive power loss values, as well as the val-
ues of minimum and maximum bus voltage. 

•	 The value of the fitness function is estimated for all 
populations of matrix Y related to Equation (1).  

•	 Populations are sorted based on their light inten-
sity in ascending order, and then the lower value is 
kept, which presents the top light intensity. 

•	 The elements of the Y matrix related to the FA 
technique are updated, taking into account the 
constraints and limitations. In addition, the motion 
is arranged and updated in ascending form related 
to the following formulas:

(15)

where γ is the light absorption coefficient, and β0 is the 
attractiveness when r=0 ; r is the 2 FAs’ space.

(16)

where rlj is the Cartesian space between l and j FAs, 
which presents the Y matrix rows; d is the optimized 
numbers of the parameters; and yl,k and yj,k represent 
the kth component of the Cartesian coordinates yl and 
yj of FAs l and j, respectively.

(17)

where the first equation term xl,k presents influence 
by attractiveness (when γ=1); the second equation 
term presents the random item related to α; and the 
third term presents the motion of FAs that FA l is at-
tracted to brighter FA j. The random number rand (1) 
presents a random number [0, 1].

•	 The prior operation from steps (5 to 8) is repeated 
until the maximum iteration number is reached.  



1197Volume 14, Number 10, 2023

•	 The loop is ended, and the optimal solution is kept 
that presented the distribution final configuration, 
CA’s location and size, DG’s location and size, and 
TCA location. This optimal solution obtained:

 1. Minimum active power loss.
 2. Minimum reactive power loss.
 3. Best voltage profile index.

•	 The previous process is re-run one hundred times 
to check the FA’s robustness.  

Fig. 3 illustrates the previous methodology in a sim-
ple flow chart that summarizes the function of both the 
FA and AHP methods in solving the optimal DNR and 
optimal DGs-LS, including optimal TCA integrated with 
the optimal CAs-LS problem.

4. TEST SySTEM AND RESULTS

The proposed methodology in this work was imple-
mented and solved using MATLAB software. Simulation 
codes were carried out on a laptop with an Intel CORE 
i7 processor. Each code was run 100 times for 100 pop-
ulation sizes and 300-time iterations. 

To test the approach's superiority, different scenarios 
were considered:

Scenario 1: Represent the initial form. The original 
network system without any modifications.

Scenario 2: Represent the optimal simultaneous dis-
tribution network reconfiguration (DNR) and DG loca-
tion and sizing. 

Scenario 3: Represent the optimal DNR simultaneous-
ly with DGs-LS, including tap changer adjustment (TCA). 

Scenario 4: Represent the optimal DNA simultane-
ously with DGs-LS, including TAP, and incorporating 
capacitor bank location and sizing CAs-SL. 

The IEEE 69-bus distribution network was used to test 
the power of the proposed methodology, as shown in 
Fig. 4 [35]. 

Fig. 3. Flowchart of the proposed approach

The system data are available in [42]. This system con-
sists of 73 branches, 5 tie switches, and 68 sectionaliz-
ing switches. In the initial form (Scenario 1), switches 
69 to 73 are open. The system nominal voltage is 12.66 
kV, with a minimum voltage magnitude of 0.9092 p.u. 
The system's apparent power demand is (3, 802.19+j2, 
694.6) kVA. The active and reactive power losses are 
224.99 kW and 39.16 kVAR, respectively. The DG in this 
work was assumed to be a mini-hydro generation. The 
maximum capacity for DG was 2 MW. Furthermore, the 
maximum capacity for the capacitor was 2 MVAR. The 
obtained optimal solutions were proposed to be the 
tie switch, DG location and size, capacitor location and 
size, and tap changer adjustment position. These were 
all simultaneously determined.

Fig. 4. IEEE 69-bus distribution system
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4.1. IMPACT OF THE PROPOSED 
 METHODOLOGy ON POWER LOSSES

This section of the paper focuses on reductions in ac-
tive and reactive power loss and improvement in bus 
voltage. Table 3 summarizes the results obtained from 
all of the scenarios. 

Table 3. Distribution network system features

Optimization 
technique

Scenario 
1

Scenario 
 2

Scenario 
3

Optimization 
technique

Tie switch 69, 70, 71, 
72, 73

13, 12, 62, 
10, 57

69, 70, 13, 
55, 63

21, 20, 7, 13, 
55

DG location 
(DG sizing 

(MW))
-------

22 (0.5005) 
16 (0.3991) 
61 (1.5016)

22 (0.405) 
16 (0.213) 
61 (1.489)

62(0.7858) 
61(1.1103) 
51(0.7280)

CA location 
(CA sizing 
(MVAR))

------- ------- -------
51(0.5153) 
27(0.2634) 
61(0.9992)

Tap changer ------- ------- 1.0194 1.04092

Fitness ------- 0.22785 0.20233 0.046091

Active power 
loss(kW) 224.557 39.16 36.58 8.621

Reactive 
power loss 

(kVAR)
102 38.64 33.315 7.445

Active power 
reduction (%) ------- 82.56 83.71 96.16

Reactive 
power 

reduction (%)
------- 62.12 67.34 92.7

Minimum bus 
voltage 0.9093 0.980353 1.019367 1.033656

Maximum bus 
voltage 1 1 1.037505 1.041507

Fig. 5. IEEE 69-bus network of all  
scenario’s voltage profile

Scenario 1 represents the initial form. The tie switches 
were 69, 70, 71, 72, and 73. The active and reactive power 
losses were 224.557 kW and 102 kVAR, respectively. The 
minimum and maximum bus voltages were 0.9093 and 
1.038 pu, respectively. Scenario 2 represents the optimal 
distribution network reconfiguration of DNR simultane-
ously with DG location and sizing, where better results 
were obtained than those in Scenario 1. In Scenario 2, the 
tie switches changed to 13, 12, 62, 10, and 57. The DG lo-
cations were set on buses 22, 16, and 61 with DG sizes of 
0.5005 kW, 0.3991 kW, and 1.5016 kW, respectively. The fit-
ness value was 0.22785. Both active/reactive power loss 
was reduced to 39.16 kW and 38.64 kVAR, respectively, 
compared to the initial form. The reductions in both ac-
tive/reactive power loss were 82.56% and 62.12%, respec-
tively. The bus voltages minimum and maximum values 
improved to 0.980353 and 1 pu, respectively.

Scenario 3 represents the optimal DNR simultaneously 
with DGs-LS integrated with tap changer adjustment 
(TCA). In Scenario 3, the tie switches changed to 69, 70, 
13, 55, and 63. The DG locations were set on buses 22, 
16, and 61 with DG sizes of 0.405 kW, 0.213 kW, and 1.489 
kW, respectively. The fitness value was 0.20233 with a tap 
changer adjustment position of 1.0194. The reductions in 
active and reactive power losses were reduced to 36.58 

kW and 33.315 kVAR, respectively. Both active/reactive 
power loss reductions were 83.71% and 67.34%, respec-
tively. The bus voltages minimum and maximum values 
improved to 1.019367 and 1.037505 pu, respectively. This 
means that Scenario 3 obtained better results than those 
achieved in Scenarios 1 and 2.

Scenario 4 represents the optimal DNA simultaneously 
with optimal DGs-LS, including optimal TAP, and incorpo-
rating optimal capacitor bank location and sizing CAs-SL. 
In Scenario 4, the tie switches changed to 21, 20, 7, 13, and 
55. The DG locations were set on buses 62, 61, and 51 with 
DG sizes of 0.78581 kW, 1.11037 kW, and 0.72809 kW, re-
spectively. The capacitor's locations were set on buses 51, 
27, and 61 with capacitor sizes of 0.51531 kVAR, 0.26349 
kVAR, and 0.99929 kVAR, respectively. The fitness value 
was 0.046091 with a TCA position of 1.04092. Both active/
reactive power losses were reduced to 8.621 kW and 7.445 
kVAR, respectively. The reductions in active and reactive 
power losses were 96.16 % and 92.7 %, respectively. The 
bus voltages minimum and maximum values improved 
to 1.033656 and 1.041507 pu, respectively.

4.2. IMPACT OF THE PROPOSED 
 METHODOLOGy ON VOLTAGE PROFILE

Fig. 5 illustrates the IEEE 69-bus network voltage pro-
file for all scenarios. In the initial form, some buses vio-
lated the voltage borders. After applying the proposed 
methodology, the bus’s voltage was enhanced to be 
under the limitations for all scenarios. These limitations 
mean that the voltage for each bus of the distribution 
network must be between 0.95 p.u and 1.05 p.u, as 
mentioned in Equation 13. The best scenario was Sce-
nario 4, where all the bus voltages closed to one.

4.3. ANALySIS OF FA'S OVERALL 
 PERFORMANCE

The presented methodology code was run one hun-
dred times. Each time, a local solution was saved. The 
minimum value between these local solutions is called 
the global solution, which represents the best solution. 
The best solution presented the optimal configuration, 
optimal DG sizing and location, optimal capacitor siz-
ing and location, and optimal TCA. The convergence of 
the global solutions for all scenarios was drawn and is 
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compared in Fig. 6. From the convergence performances 
analyzed, Scenario 4 obtained the best fitness. 

Fig. 7 illustrates the robustness test of the proposed 
methodology. The FA was strongly robust since all fit-
ness values were close together for all runs in Scenario 
4. The robustness of the FA is also evaluated in Table 4 by 
calculating the standard deviation for all scenarios. The 
minimum, maximum, and average values are also calcu-
lated for all scenarios. Scenario 4 achieved the best val-
ues, obtaining the best standard deviation of 0.010504. 
The value of standard deviation should be close to zero 
for the robustness method. That means that the FA was 
effective and robust in determining the optimal solu-
tions for a complex problem.

Fig. 6. Convergence curve of all scenarios

Fig. 7. Robustness curve of all scenarios

Table 4. Robustness test statistical analysis for all 
scenarios

Scenario Min value Max value Average 
value

Standard 
deviation

Scenario 2 0.22785 0.291004 0.258075 0.022726

Scenario 3 0.20233 0.285469 0.226285 0.01566

Scenario 4 0.046091 0.096183 0.050388 0.010504

Scenario 5 0.22785 0.291004 0.258075 0.022726

Table 5 outlines our results compared with those 
obtained in other published works. From the results, 
it can be seen that the power loss obtained from the 
proposed method using the FA and AHP is 39.16 kW, 
while when using other methods, the power loss ob-
tained is greater than 39.16 kW. Thus, the reduction in 

the power loss using the FA is 82.56 %, meaning that 
the maximum value was achieving using this method 
compared to others. The proposed methodology using 
the FA and AHP was the best as this obtained minimum 
power loss and maximum loss reduction.

Scenario 
2

Open 
switch

DG 
outputs 

(MW)

Weaker 
Bus 

voltage 
(pu)

Power 
loss 
(kW)

Loss 
reduction 

(%)

GA [43] 10, 55, 
45, 15, 62 2.02920 0.97270 46.500 73.380

RGA [43] 10, 55, 
14, 16, 62 2.06540 0.97420 44.230 80.320

HSA [43] 69, 58, 
13, 17, 61 1.87180 0.97360 40.300 82.080

FWA [44] 69, 70, 
13, 55, 63 1.8182 0.9796 39.25 82.55

MPSO [8] 14-58-61-
69-70 2.2736 0.98994 42.2 81.1

ISCA [45] 12, 9, 57, 
63, 69 1.8731 - 39.73 82.34

The 
proposed 
method 

by FA

13, 12, 
62, 10, 57 2.4012 0.98035 39.16 82.56

Table 5. Results comparative

5. CONCLUSIONS

Different methods like network reconfiguration, dis-
tributed generation location and sizing, tap changer 
adjustment, and capacitor location and sizing play an 
important role in distribution networks because they 
reduce power losses and improve voltage profile. This 
paper proposed a new methodology that combined 
the FA and AHP to tackle these methods simultaneously. 
The proposed methodology can perform optimal net-
work reconfiguration, distributed location and sizing, tap 
changer adjustment, and capacitor location and sizing 
simultaneously. Several scenarios were performed on 
the IEEE 69-bus network. In this work, Scenario 4 showed 
higher active and reactive power loss reduction when all 
methods were considered simultaneously compared to 
the other scenarios. Furthermore, the voltage profile in-
dex was improved in all scenarios, especially in Scenario 
4. Moreover, the results proved that the FA is strongly 
robust and accurate when finding global solutions for 
complicated problems and comparing them to other 
published works. Finally, we compared part of our results 
to those obtained in other reported works. On the whole, 
our results showed that we obtained better active power 
loss than other reported studies have. Future research 
could focus on the switching sequence order that chang-
es the original network form to the optimal network 
form. Furthermore, dynamic load and renewable energy 
could be integrated into the distribution network.
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