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Abstract – Microgrids with non-conventional energy sources have become popular recently. Hybrid AC-DC microgrid (HMG) 
architecture is effectual as it avoids several power conversions for the consumers.  Therefore, this article presents a comprehensive 
study on grid-tied HMG with PV array and wind energy conversion system (WECS) as principal sources. Fuel cell (FC) acts as the 
auxiliary source in the DC subgrid and the supercapacitor (SC) is used for instantaneous energy management. The hydrogen storage 
system is used to store surplus power produced by the PV array. The power flow between the subgrids is regulated using the interlinking 
converter (ILC) by a PQ controller. The main contribution of this article is the comparative investigation of system operation in the 
HMG configuration in the presence and absence of a supercapacitor bank on the DC bus. The maximum DC bus voltage fluctuation 
during load variations in the absence and presence of SC bank is found to be 6.6 V and 3.9 V respectively. Similarly, the maximum 
transient fluctuation in the power supplied to the DC load is found to be 830 W in the absence of SC bank and 340 W in the presence 
of SC bank.

Keywords – fuel cell, fuzzy logic controller, hybrid AC-DC microgrid, power management, supercapacitor

1.	 INTRODUCTION

Due to increasing pollution, depleting fossil fuel re-
sources and rising energy demand, the need for uti-
lizing non-conventional sources of energy in power 
systems has increased. Sunlight and wind are available 
abundantly in nature and can be conveniently used to 
extract electrical power. The energy sources and stor-
age devices supplying load operating either off-grid 
or on-grid together constitute a microgrid (MG).  The 
MGs are dynamic systems characterized by continuous 
variations in load and generation. Many researchers are 
working on microgrids powered by renewable sources. 
MGs can work in DC MG, AC MG and HMG configura-
tions. The energy sources and storage devices are inte-
grated into a DC bus in DC MG architecture and to an 
AC bus in an AC MG structure. HMG consists of DC and 
AC subgrids. This configuration is reliable and efficient. 

An autonomous PV-FC-SC system is investigated 
in [1]. The SC bank is used to facilitate power balance 

during abrupt power changes. In [2], a study on a grid-
coupled PV-wind hybrid system is presented. The mod-
elling and control techniques are discussed in detail. 
Paper [3] presents a survey of various maximum power 
point tracking (MPPT) controllers for WECS. 

In [4], the control techniques for the DC MG compris-
ing of a grid-independent PV-WECS-FC-SC hybrid sys-
tem with electrolyzer (EL) are presented. The SC system 
is controlled to supply/absorb power during a sudden 
mismatch in generation and demand. 

In [5], the grid-tied hybrid system involving WECS and 
FC is described in the presence and absence of a storage 
system. The MG system showed improved power and 
voltage regulation in the presence of storage systems. The 
grid integration of the WECS-PV-FC system is described in 
[6]. The system exhibited satisfactory performance by the 
control techniques employed for MPPT and power man-
agement.  In [7], a detailed analysis of the AC MG is pre-
sented with PV and FC systems. However, the authors did 
not consider storage devices for the analysis. 
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In [8], an autonomous MG with PV, WECS and FC is 
analyzed for single-phase systems with a new MPPT 
control strategy. The application of artificial intelli-
gence for computing the optimal controller gains in a 
MG is detailed in [9]. The control techniques of PV and 
WECS based HMG are described in [10]. In [11], a nor-
malized droop control strategy is explained with an 
experimental study for stand-alone operation of the 
HMG. In [12], the control strategies and control require-
ments of different MG architectures are provided and 
different control techniques for MGs are reviewed. 

Paper [13] discusses a model predictive control algo-
rithm for regulating the DC-AC bidirectional converter. 
In [14], the control schemes are proposed for regulating 
the HMGs under pulsed load conditions. The benefits 
of D-FACTS in a HMG are evaluated in [15]. In [16], the 
authors proposed a decentralized control strategy for 
the power management of a HMG with PV array, WECS 
and FC and its success is assessed for unbalanced and 
non-linear loads. A robust control technique for a HMG 
with the PV array, WECS, diesel generator and battery 
is developed in [17]. Since diesel generator is known to 
cause harmful emissions, it can be excluded in MGs.

The output of the ILC or inverter contains higher-or-
der harmonics. Generally, an L filter is used for filtering 
the harmonics. The price of L filter for bulk power ap-
plications is high and dynamic response of the system 
might be slow. LCL filter is proved to be effective in sup-
pressing the harmonics created due to switching, but it 
creates a problem of resonance. Therefore, the design 
of the LCL filter must be carefully carried out to ensure 
stability, taking into account the correct resonance fre-
quency to obtain a smooth sinusoidal supply for grid-
tied MGs. The filter design is described in [18-20]. The 
usefulness of fuzzy logic controllers (FLC) in regulating 
the MGs is proved in [21, 22]. Thus in this work, to con-
trol the SC system, FLC is employed.

The application of metaheuristics in optimizing the 
control parameters in HMGs is described in [23]. The 
system is verified in the hardware in loop platform. A 
robust control scheme for the better dynamic perfor-
mance of a HMG is proposed in [24]. Passivity based 
approach is found to be effective. The automatic cen-
tralized MG controllers for the energy management of 
the HMG are experimentally demonstrated in [25]. A 
coordinated frequency control system for HMGs is de-
scribed in [26]. 98.2% efficiency was achieved with that 
control scheme.

This research paper [27], explores the control tech-
niques for the HMG with same energy sources in au-
tonomous mode, while this article analyses the HMG in 
grid-tied mode. In [28], the DC MG architecture is con-
sidered and the FLC is used in voltage and frequency 
control scheme.

There is sufficient study on improving the dynamic 
performance of control schemes in the HMGs in litera-
ture. However, the existing literature doesn’t provide 

a detailed study on the operation and control of HMG 
functioning with several renewable sources of differ-
ent characteristics. The impact of SC bank on individual 
subgrids in HMGs has not been explored thoroughly. 
SC is characterized by high power density and can be 
used for effective handling of power fluctuations if ap-
propriately regulated with suitable control scheme. 
The significant contributions of this research are:

•	 The extensive analysis of a grid-tied HMG in the 
presence and absence of the storage system 
when the renewable sources with unpredictable 
output such as PV array and WECS are situated 
on both buses.

•	 Investigation of the significance of SC bank in 
improving the dynamic performance of the 
HMG under intermittent system conditions con-
sidered in both DC and AC buses. 

This paper analyses the power flow within and be-
tween the subgrids of the grid-tied HMG in detail. In 
addition, the role of SC bank regulated by FLC based 
controller in minimizing the transient fluctuations is 
highlighted. 

2.	 CONFIGURATION OF THE HMG

The schematic outline of the HMG considered for the 
study is presented in Fig. 1. The PV array that can pro-
duce up to 21.7 kW under standard conditions is one 
of the main energy sources. The single diode model of 
PV cell is used. The PV array is modelled as described in 
[1, 2]. The current output of the PV array (IPV) is given by

(1)

Where Tc is the absolute temperature of a solar cell, Ir 
is the reverse saturation current, q is the charge of a sin-
gle electron, k is the Boltzmann’s constant, Np and Ns are 
respectively, the number of cells in parallel and series, 
Rp and Rs represent the shunt and series resistance of a 
PV cell, respectively, Vo represents the voltage output of 
a PV cell and Io is the current output of the cell, Iph is the 
photovoltaic current and n is the cell idealizing factor. 

A 20 kW WECS with permanent magnet synchronous 
generator [2] is another main energy source employed 
in this work. The power obtainable in the turbine (P) is 
calculated as

(2)

Where A is the swept area of the rotor, vw is wind 
speed, ρ represents the density of air and Cp is the 
coefficient of performance.

A 10 kW FC system is the ancillary source for the DC 
bus. Modelling of the FC stack and EL system is detailed 
in [1, 4]. The output power of a FC stack is given as a 
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function of partial pressure (p) of H2, O2 and water and 
flow rate (q). The output voltage of the FC is obtained 
by adding the Nernst instantaneous voltage (E) and 
losses. E is given by

(3)

No is the number of cells in series, Eo is the no-load 
voltage (V), F is Faraday’s constant, R is the universal gas 
constant and T is the absolute temperature. A 10 kW 

EL system is used to generate hydrogen when the PV 
system’s output power exceeds the DC load demand. 

The SC bank of 4 F, 400 V, assists in managing power 
fluctuation created by variations on both subgrids. 
The PV system operates in MPPT mode. The WECS is 
regulated by a MPPT controller [2]. Power converters 
are designed based on the procedure given in [29]. 
Then the output of the boost converter of WECS is 
delivered to the AC bus that is integrated into the grid 
(100 MVA, 3.3 kV, and 50 Hz) through the transformer. 
The DC and AC buses are coupled through an 
interlinking converter controlled using the PQ control 
scheme. The dynamic simulation of the HMG is carried 
out in MATLAB/Simulink software.

Fig. 1. Schematic representation of the HMG

3.	 CONTROL STRATEGIES AND DESIGN OF THE 
FILTER

In this section, control techniques used for regulat-
ing the HMG and the design methodology of the LCL 
filter are depicted in detail.

3.1.	 Control Strategy of FC System

The control method of the FC system is depicted in 
Fig. 2. It is realized using a PI controller. When the DC 
load goes above the PV power, the FC supplies the ad-
ditional power required to meet the demand. The cur-
rent corresponding to the power deficit (IDCLOAD – IPV) is 
the reference and the feedback is the current from the 
output of the boost converter of the FC system (IFC). The 
controller makes the error zero by computing the ap-

propriate duty ratio for the boost converter making the 
FC stack produce the power required to meet the DC 
load demand.

Fig. 2. FC system controller
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3.2.	 Controller of the Electrolyzer

The power controller used to control the EL is shown 
in Fig. 3. A PI regulator is employed to realize it. When 
the DC load (PDCLOAD) is smaller than PV power (PPV), the 
excess power generated is given as the reference to the 
electrolyzer. The electrolyzer power (PEL) is taken as feed-
back. Based on the duty ratio of the buck converter com-
puted by the controller, the power sent to the EL varies. 
The hydrogen is produced by the EL based on the cur-
rent through it. The produced hydrogen is then stored.

Fig. 3. The power controller of the electrolyzer

The FC and EL systems are responsible for the energy 
management of the DC subgrid. In this work, FC and EL 
systems are treated as separate systems for designing 
the controllers.

3.3	 Controller of SC Bank

Fig. 4 illustrates the V-I controller [30] of the SC bank. 
It has two loops. Depending on the DC bus voltage 
(VDC), the external loop determines the current require-
ment of SC Bank, and the internal loop controls the SC 
bank’s output current. The outer loop is realized with 
the FLC. The inputs to the FLC are error (E) and change 
in error (CE). The current reference of SC bank is the 
output. The triangular membership functions (MFs) 
used in FLC are shown in Fig. 5. The centroid method 
of de-fuzzification is incorporated. To design the rule 
base, FLCs developed in [21, 22] are taken as reference. 
This control scheme regulates the DC bus voltage and 
also facilitates immediate energy management based 
on the rise or fall of DC bus voltage.

Fig. 4. V-I controller of SC bank

Fig. 5. MF used in FLC

Table 1 presents the rule base of FLC. The MFs are 
expressed in linguistic variables as Positive High (PH), 
Negative High (NH), Positive Low (PL), Negative Low 
(NL), Positive (P), Negative (N) and Zero (Z).

E/CE NH N NL Z PL P PH
NH NH NH NH NH N NL Z

N NH NH NH N NL Z PL

NL NH NH N NL Z PL P

Z NH N NL Z PL P PH

PL N NL Z PL P PH PH

P NL Z PL P PH PH PH

PH Z PL P PH PH PH PH

Table 1. The fuzzy logic rule base

3.4.	The  PQ Controller

The interlinking converter is controlled by the PQ 
controller [2, 31]. This controller manages the power 
exchange between the buses and regulates VDC. The PQ 
controller is shown in Fig. 6.

The power in a 3 phase system is expressed as

The active and reactive power (P and Q) in terms of 
the direct and quadrature axis voltages (Vd and Vq) and 
current (Id and Iq) are given by,

ccbbaa ivivivtP ++=)( (4)

)(5.1)(5.1 qddd IVQandIVP ==

The controller’s outer loop regulates the VDC and the 
inner loop controls the currents. The outer control loop 
computes the d-axis current reference for regulating 
P. In this work, the reference value of Iq is zero to en-
sure the power exchange at unity power factor. The in-
verter of WECS is also regulated by a similar PQ control 
scheme. The energy balance across the filter is given by

(5)

Where ω is the angular frequency, Lf and Rf are the total 
inductance and resistance of the filter, respectively. The 
transfer function of the PQ controller (ignoring the dis-
turbances and feed-forward) is presented in Fig. 7 [31].
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Fig. 6 PQ controller

Fig. 7. The transfer function of the PQ controller

Where Kp and Ki represent controller gain values 
and C represents DC-link capacitance (5mF). The time 
constants in the transfer function (Ta, Teq and τ) are ex-
pressed as follows.

(9)

(8)

(7)

3.5.	 Design of the Filter

If V represents the voltage, P is power, f is the grid 
frequency, fsw is the switching frequency (10 kHz), fr is 
the resonance frequency, L1 and L2 are the ILC/inverter 

side and grid side inductors respectively, Cf is the filter 
capacitor, Rd is the damping resistance and ΔIL (max) is the 
maximum ripple current allowed, then equations for 
designing the filter [18-20] are as follows.

P
V

Zb

2

= (10)

(11)

(12)

(13)

The Cf is calculated as 5% of its base value [18].

(14)

Based on the attenuation required (ka), L2 can be 
computed as

(15)
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(16)

The resonance frequency is computed as

The fr should satisfy the equation

(17)

A damping resistor Rd is included in series with the Cf.

(18)

The design values are: L1 = 5.86 mH, L2 = 0.246 mH, Cf  
= 6.16 µF and Rd = 2.06 Ω.

The transfer functions of the filter [20] are given in 
equations (19) and (20). G1(s) and G2(s) represent the 
transfer functions without and with Rd respectively.

4.	 RESULTS AND DISCUSSION

The results of the analysis are presented in two 
subsections. In the first subsection, the results 
corresponding to the power management are 
presented. In the second subsection, the benefits of 
integrating the SC system on the HMG are analyzed.

4.1.	 Operation of the HMG

The step inputs are given to the PV array and WECS to 
investigate the operation of the HMG under intermittent 
conditions. The DC load demand and the power output 
of sources and storage devices in the DC subgrid are 
presented in Fig. 8. The FC system produces additional 
power needed (PFC) to meet the demand and SC 
bank operates quickly under sudden variations in the 
system conditions. The surplus PV power generated 
is consumed by the EL (PEL). Based on the EL current, 
hydrogen is produced. The hydrogen production and 
pressure variation in the storage tank are shown in Fig. 9.

Fig. 8. The power output of PV, FC, EL, SC and DC load

(19)

(20)

Fig. 9. Hydrogen production and pressure in the tank

In Fig. 10, the variation in AC load, power produced 
by WECS and the real power balance between MG and 
the grid are illustrated. The difference in the output 
power of WECS and the AC load is absorbed/delivered 
by the utility grid. SC bank provides or absorbs the en-
ergy to help the immediate power balance of the AC 
subgrid by providing and absorbing power from the 
DC bus as observable in Fig. 10.

Fig. 10. AC load, power of WECS, power exchanged 
with grid and SC power

The power shared through the ILC with and without 
the EL system is shown in Fig. 11. When the EL is ab-
sent, the additional produced power in the PV power 
is transferred to the AC subgrid through ILC. As evident 
from Fig. 12, the extra power produced by the PV ar-
ray is sent to the AC subgrid in the absence of the EL 
system. Thus the amount of power taken from the grid 
is reduced.

Fig. 11. The power exchanged between 
AC and DC subgrids
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Fig. 12. Grid active power with and without  
EL system

Reactive power exchange is made zero by keeping 
q-axis current reference at zero which is presented in 
Fig. 13.

Fig. 13. Reactive power

The VDC is regulated at 800 V by the PQ controller as 
shown in Fig. 14. Overshoot is found to be 7.5 percent. 
It is maintained at the reference value even under 
fluctuating conditions of source and load.

Fig. 14. DC bus voltage

The Bode plots of the filter in the absence and pres-
ence of the damping resistor are presented in Fig. 15 
and Fig. 16 respectively. It is obvious from the figures 
that the filter may go unstable without a damping re-
sistor. The filter performs stably with damping as phase 
margin and gain margin are positive.

Fig. 15. Bode plot of the filter (in the absence of Rd)

Fig. 16. Bode plot of the filter (in the presence of Rd)

Fig. 17 illustrates the harmonic spectrum of the grid 
current. Total Harmonic Distortion (THD) is lesser than 
the limit indicated in IEEE standards [32] since an ap-
propriately designed filter is used.

Fig. 17. Harmonic spectrum of grid current

4.2.	 Benefits of Incorporating SC  
	on  the HMG

The HMG can operate even in the absence of SC bank. 
In Fig. 18 and Fig. 19, the load on the DC bus and power 
delivered to the load are shown in the absence and 
presence of the SC bank respectively. Smooth power 
is supplied to the DC load with very low fluctuations 
due to dynamic variations in the AC subgrid when the 
SC system is incorporated into the DC bus as it works 
quickly to allow immediate power balance.
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Fig. 18. Power supplied to DC load  
(in the absence of SC bank)

Fig. 19. Power supplied to DC load  
(in the presence of SC bank)

In Fig. 20, active power exchanged with the grid is 
shown in the presence and absence of SC bank. It is 
clear from the picture that the grid experiences fewer 
transients or stress when SC bank is used in the DC bus.

Fig. 20. Active power  
(in the presence and absence of SC bank)

Fig. 21 depicts the impact of using the V-I controlled 
SC bank in the system on the DC bus voltage profile. 
Fewer fluctuations are observed in the voltage when 
the SC bank is incorporated. The DC bus voltage varia-
tion during the change of load in the presence and ab-
sence of SC bank is found to be 3.9 V and 6.6 V respec-
tively. Similarly, the maximum transient in the power 
supplied to the DC load is found to be 830 W without 
the incorporation of a controlled SC bank and 340 W in 
the presence of the V–I controlled SC bank. Hence it is 
always preferable to use the SC bank with the control 

scheme considered in this work in dynamic systems 
like HMGs involving PV array, WECS and FC character-
ized by continuously changing load.

Fig. 21. DC bus voltage with and without SC bank

5.	 CONCLUSIONS

The performance study of a HMG with PV array, WECS 
and FC under intermittent load demand and power 
production is detailed in this article. The power-sharing 
in the HMG is analyzed with and without SC bank. The 
power flow among the DC and AC subgrids in the absence 
of the EL system is analyzed. By using the properly 
designed filter, the harmonics in load voltage and grid 
current are maintained within limits. Coordinated power 
management in the HMG is accomplished. The major 
research findings of this work are as follows.

•	 The SC bank facilitates immediate power 
balance and reduces the fluctuations in the 
power supplied to loads in the DC bus which 
are created by dynamic variations in the AC 
subgrid.

•	 By incorporating the SC system on the DC bus, 
the transient fluctuations in the real power 
exchanged with the grid are also considerably 
minimized. 

The power smoothing techniques to enhance the 
performance of the same HMG are under investigation 
by the authors.
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Abstract – Today’s global, knowledge-based society and economy need creative thinkers in all fields: engineering, medicine, arts, 
entrepreneurship and education. Educational institutions are tasked with finding new ways of encouraging students to become 
creative both as individuals and groups. Still, motivation and creativity are only a few of the primary educational goals. They are 
ambiguous by nature, theoretical, and hard to implement in the real world. Nevertheless, it is a common belief that creativity is an 
important trait that students should possess in order to face the quickly evolving world. The purpose of this study is to examine the 
related published works on games, software, imagination, education and creativity. We seek to gather useful information that would 
both draw attention to this problem and how Open-Source Software (OSS), as a model, can drive students’ creativity.
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1.	 INTRODUCTION

Information and communication technology is a 
force that has changed many aspects of our lives.  In 
the beginning of the twenty-first century informational 
technology became an inevitable element in education. 
The vast possibilities that such technology provides are 
insufficiently leveraged in many developing countries. 
This situation is due not only to deficient school equip-
ment but also to poor teachers’ training for the usage 
of such equipment. This situation has been changing 
over the past few years mostly due to the increasing 
number of schools that are equipped with IT infrastruc-
ture. At the same time, the internet connection in de-
veloping countries is improving as well [1].

Generally speaking, our culture, along with our lives 
at home, at work, and in school are becoming extremely 
integrated with technology [2]. Unlike the traditional 
teacher-based teaching that rests on on one-way com-
munication, the use of IT and OSS as teaching tools is pos-
sible in all stages of primary, secondary and college edu-
cation. Even though there are disagreements in terms of 
how much computers actually generate creativity, there 
is a general consensus that they can transform and inspire 
human creativity [3]. The contribution of such means to 
the learning process consists of encouraging students in 
the classroom as well as during independent studies to 
be as efficient as possible. Such processes include solv-
ing problems, divergent thinking, different combinations, 
metaphorical thinking, and analogy [4]. 
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According to the futurist, Alvin Toffler, the illiterate 
people of the twenty-first century “will not be the ones 
who do not know how to read, but those who are inca-
pable of learning”[5] The use of IT and OSS will trigger 
interest in children to recognize, research and solve the 
problem in question throughout the whole learning pro-
cess. Many countries and schools mostly use commercial 
software that is very expensive and therefore inacces-
sible for many other schools. The high price is one of the 
major problems that prevents schools with poor financial 
means from integrating technology into their curricu-
lum. Fortunately, there is an alternative software that can 
offer some assistance to schools. Alternative software 
refers to Open Source Software that is very useful in the 
field of mathematics, numerical analysis, data processing, 
graphics, text processing and other similar products. The 
use of OSS in computer science education is in expan-
sion in the last several years. Open code software refers 
to all the software whose source code is available under 
the “Open Source” license [6]. Source code is accessible in 
some programming languages. Unlike commercial tools, 
OSS can be changed and rearranged according to one’s 
personal needs. Technical training was introduced in for-
mal programs which resulted in influencing the cultural 
and pedagogical paradigm in education [7]. 

Aside from the technical aspect, it is important to 
mention that the author of OSS may use his or her 
experience as a starting point for discussion on so-
cial aspects of software engineering such as ethics 
and licensing laws for software. Some of the research 
showed the existence of different learning styles that 
represent strategy or regular mental behavior that in-
dividuals habitually apply in the process of learning [8]. 

To have success with those changes in the field of 
science and technology we have to work on modern-
ization in the field of education. Modern education is 
expected to shape students as flexible individuals who 
will easily accept current changes. Such needs imposed 
certain changes in the way how we organize classes. 
The organization of classes with the help from comput-
ers has certain advantages over the traditional organi-
zation. Some of them are the following:

(1) Teaching and learning process with the whole class 
can be simultaneously individualized. (2) Educational 
programs are of better quality. This guarantees better 
learning results, better approach and endless motiva-
tional possibilities. (3) Computer-based educational 
programs trigger more senses for learning. (4) Efficient 
learning is no longer explicitly linked to the education-
al institution, classroom, or a working day or hour.  (5) 
Computers can simplify the grading process and lower 
the likelihood of a teacher making a mistake while grad-
ing a students work. (6) Computers in education can 
be used for a stream of different activities such as: effi-
cient management of learning processes, governance of 
many administrative and personal projects, and many 
other types of work related to imminent organization 
and realization of broader work in education.

It is our obligation to provide students with op-
portunities to practice and raise their natural creative 
abilities. In order to make education more efficient, 
we have to create proper learning environments in 
our classrooms [9]. If teachers are reluctant to accept 
digital technology, it may open a gap between educa-
tors who are slow to go along with technology and the 
world that assimilated technology quickly [10]. One of 
the main duties of every educational reform is not only 
to equip schools with modern computer devices and 
other high-tech equipment but also to provide the ba-
sic tutoring for their application.

2.	 OPEN SOURCE SOFTWARE

Open Source programs are seen by average com-
puter users as something that is free of charge but also 
as something that is not good enough and that lacks 
the quality for commercial use. OSS or free software is 
often defined as a free software. The basic philosophy 
of OSS is extremely simple. When software program-
mers are allowed to work freely on their source code, it 
is inevitable that it will improve because collaboration 
helps with fixing mistakes. Collaboration also enables 
adjustment to different needs and hardware platforms 
[11]. OSS is becoming more popular by the day. OSS 
distinguishes itself from other programming solutions 
in the way how it is made and how much it costs. OSS 
licenses enable a lot of freedom for the distribution of 
software, although they do not necessarily return large 
profits for their authors. Such licenses facilitate free use 
as well as modifications for personal needs [12]. 

In the world of computer science, there are software 
programs that are free of charge, but only in the sense 
of free use [13]. Users are forbidden from distributing 
and improving such programs. In such cases there are 
no guarantees that those programs will be available for 
use in the future. They are usually used for marketing 
and promotional purposes. Contrary to this programs 
that are free of charge, but not free to change, OSS can 
always be adapted by the end user and is very often 
free of charge. The free use of OSS is reflected in the 
fact that the licenses guarantee their use, but the au-
thor maintains the selling rights as well as the rights to 
change the license. This implies that everything that 
has been licensed as a free software once, remains un-
der the license regardless of modifications and regard-
less of who introduces those changes. Free software 
can be modified under clearly defined rules.

2.1.	 Open Source Definition

Open Source is a category of methods and technolo-
gies that is used in developing computer software that 
is accessible to broad communities without major limi-
tations. In order to better develop the software, com-
munication between developers and users takes place. 
The source code of the program in such cases is the 
final product of the Open Source process. Evolution 
of such communities creates additional products and 
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services that often lead to developing independent 
projects. Programmers are not the only ones who par-
ticipate in developing these projects. The majority of 
software users can contribute (through testing, asking 
questions, translations, directions, tracking of mistakes, 
promotion and support for the less experienced users) 
to a faster envelopment of projects [14].

2.2. Open Source Community

The main advantage of the open source software is 
its accessibility and possibility for modification and ad-
vancement. In fact, there are lot of studies that identify 
factors that can lead individuals to participate in OSS 
projects [15]. The prerogative of this concept is the pos-
sibility to attract free-lance programers to advance and 
further develop programs. Members of those commu-
nities regularly communicate with each other in order 
to exchange their knowledge and collaborate in the 
search for solutions to problems that may arise [16]. 

The development of the internet enabled users to 
communicate with each other and to work on such 
software. Previously, there was a communication prob-
lem caused by geographical and other limitations, 
which is why Open Source used to be more limited 
before widespread internet use. Today it is possible 
to write a program, publish it under one of the free li-
censes, and upload it to internet either for free use or 
in order to sell it. Today authors can simply search the 
internet looking for similar solutions to what they are 
programming. There are many free programs online 
that publish precisely what the author needs, but they 
also allow adjustments to individual needs [14]. 

There is a variety of completely functional operating 
systems, as well as many included apps, that are widely 
used and do not require the purchase of any commer-
cial computer program.

The typical open source software author is a rela-
tively young programmer. There are, of course, older 
users who, while applying their knowledge and effort, 
make a living with programming. In their spare time, as 
a hobby or as a matter of prestige, they may work on 
further development of an open source project. Such 
groups of developers, when compared to big software 
development companies that are stationed at a fixed 
place and led by their managers, have less chance of 
success and less chance of finding clients.

In spite of the common opinion that individuals can-
not outsmart the software companies, OS is fighting its 
way through the mainstream software for massive use. 
The reasons for the success can be found in high qual-
ity technology that they use as well as in a very quick 
pace by which the OS spreads among users. All this en-
ables the open code software to make a break through 
and fight the competition.

3.	 OPEN SOURCE SOFTWARE INFLUENCE

In the twenty-first century, creativity poses one of the 
essential projections of human existence, and it is very 
present in furthering education. Many institutions that 
deal with this field refer to creativity very often. Creativ-
ity is viewed differently in different disciplines. In edu-
cation we call it “innovation”, in business we call it “en-
trepreneurship” and in music it is called “performance” 
or “composition”[17]. Most researchers agree that cre-
ativity is a production of something that is original and 
worthy. “Something” can be a theory, a dance, a chemi-
cal product, a process, a dinner or anything else [18]. 

Since the beginning of this century, creativity has 
been perceived as a characteristic and a necessity of 
every human being. Through follow-up research and 
work with young people who are well disposed towards 
creativity, we are able to increase the development of 
creativity with adult individuals. It is precisely because 
of such needs in our modern society that we have to 
pay attention to all the possible ways of enabling the 
development of creativity with young people in the 
course of their education.

One of the reasons is the lack of knowledge and skills 
about creativity that should be taught in higher educa-
tion [19]. Creativity is not represented in colleges and 
universities in an adequate way and it could be viewed 
as a consequence of their personal experience. It can 
be seen as an insight into the lack of creativity in col-
lege education. It can also be linked to critique that is 
characteristic for the younger generation [20]. 

Motivation and creativity are some of the primary 
educational goals. They are naturally unstable, hard to 
understand and are often speculated on [21]. Aside from 
savings and flexibility that are achieved by the usage of 
OSS, schools will be in the position to show their leader-
ship in solving problems related to social and ethical is-
sues. Creative individuals invent. They imagine different 
situations and things, solve problems in various fields, 
and make communication through innovative methods 
possible [22]. Creative thinking skills imply the search for 
innovation and difference. They imply independence, 
persistence and high aspirations and standards [23].

Globalization brings along the internationalization of 
knowledge and it exerts pressure on modern states and 
nations to be involved in those processes [24]. There 
are several reasons why the operational definition of 
creativity based on the product seems to be the most 
appropriate [25]. The scope and the nature of creativity 
of new products is key to managing innovation [26]. 

OSS helps to overcome the issue of digital gap be-
cause it removes the burden of expenses and limita-
tions of software licenses for schools. It results in a more 
accessible IT in schools [14]. This way the schools would 
be able to create the ICT (Information - Communica-
tion and Technology) environment that would satisfy 
the needs of a larger number of students. In addition, 
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there is a possibility to help the students and their fam-
ilies who do not have a new computer at home which 
would enable them to set up the new software. One ex-
ample would be for schools to define which GNU/Linux 
distribution they use in their classes. 

Facilitating access to the same software packages for all 
students would be very helpful, and it would not require 
additional financial means for classes. Since the software 
requirements for setting up this operating system are 
quite modest, it can be installed even on older computer 
models. Purchasing them is also much cheaper.

There is a number of social issues that schools encoun-
ter while introducing ICT One of the most important re-
sponsibilities of the schools is making sure that all stu-
dents have equal access to it [27]. The integration of ICT 
in schools demands a special attention to its influence 
on digital distribution. Digital distribution refers to the 
gap between those who can use new information and 
communication tools efficiently and those who cannot. 
Research on the digital gap is often focused on socio-
economic factors and their influence on family income, 
level of education and equality. When education is in 
question, the focus is often on the approach to mod-
ern technologies that are available both at school and 
at home. Any kind of modern technology is expensive 
once it first appears on the market and only a limited 
number of users can afford it. As a result, students with 
modest means do not have the opportunity to have ac-
cess to technology outside the school.

When students can read, distribute, and modify soft-
ware, they can get included into a large community of 
programmers who constantly work on exchange of 
ideas and removal of programming mistakes. Such com-
munities (Figure 1.) gather a great number of activists 
who foster various OSS projects via the internet regard-
less of where they live. Such a unique type of virtual 
community provides an ideal learning environment that 
teaches how to communicate, cooperate, and eventu-
ally learn from other members of the community. Con-
stant improvement, production and efficient reception 
of new services, products or processes poses a huge in-
dustrial challenge [28]. OSS has become more accessible 
and more successful in the last decade mainly because 
of the growing number of users who exchange ideas 
and work on improving OSS software. Different types of 
online behavior are positively correlated [33]. 

Fig. 1: Image of OSS organization and structure

This way students communicate with their peers with 
whom they share the same passion. This helps them to 

master their computer skills, their communication skills 
as well as their English skills (English being the language 
mainly used in communication) [29]. Creativity, and its 
essential role in the classroom, is often considered to be 
the answer to the background of quick social, techno-
logical, spiritual and ecological changes [30]. OSS is a 
resource for development of innovation and creativity 
of its users. When it comes to schools, it is a resource for 
furthering knowledge during the process of learning. 
Motives for involving with OSS can be defined in three 
categories:

•	 enjoyment based on inner motivation 
•	 obligation towards the community 
•	 outside motivation

4.	 EXAMPLES OF OSS USAGE IN EDUCATION

In most cases, teachers decide to teach their stu-
dents with commercial software applications. The 
usage of OSS in computer education has expanded 
in the last several years. One of the exceptions is the 
subject called “programming” that is being researched 
in schools of higher education. The learning process 
basically comes down to learning how to program cell 
phone application for Android, being the operating 
system that dominates the world market.

It is estimated that Android takes up more than 80% of 
the cell phone market. In the same fashion the subject of 
internet technology or web programming in schools is 
taught in order to learn how to use of HTML, CSS, JavaS-
cript and PHP programming languages, or some of the 
WCMS (Web Content Management System) solutions as 
for example Joomla, Wordpress or Drupal, which are also 
developed under the OS licenses.

There are other examples that can teach students how 
to use OSS and that can be an excellent choice depend-
ing on the needs of the user. OSS could be distributed in 
different ways for the needs of learning processes that 
take place in a classroom. Its anatomy, with an avail-
able source code, gives students a unique opportunity 
to freely experiment with the goal of achieving a better 
education. Much can be learned by using OSS that is 
based on practical examples as opposed to theoretical 
learning. That kind of learning has often been embraced 
by teachers who use books with their simple examples.

This system enables the users during their educa-
tional process to freely “peep below the hood” and see 
the complex systems in which they are written and how 
they are projected in practice on intricate software so-
lutions. It is those examples that show very clearly that 
it is essential to introduce the OSS in higher education 
especially in schools that research software engineer-
ing and areas of study that would introduce students 
into OSS philosophy. By doing this their attention 
would be drawn to both advantages and disadvantag-
es of the currently known software packages. This type 
of education enables students with greater opportuni-
ties for an independent choice of software that they 
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would use in their studies and work. At the same time 
it shortens the time that each individual might need in 
order to discover the possibilities this concept offers.

5.	 CONCLUSIONS

Nowadays, developed countries use educational 
systems more and more as open and flexible modules 
that are incorporated into digital contents. Education-
al technology applies them efficiently. In developed 
countries, educational software is a part of the learn-
ing process starting with the primary education. A new 
model of teaching that students are more interested in 
has been created so that students are more motivated 
compared to the model that was used previously. Spe-
cific software development skills are being researched 
outside the university systems, in trade schools, interim 
courses or short courses [31]. 

The tools for such processes are easily available, 
mostly free of charge and they are also enriched by 
multimedia contents. They are also accessible through 
the web so that both teachers and students can adjust 
to new technologies by using interesting methods. Us-
ing such tools teaches students to present their papers 
and thesis as well as to play didactically elaborated 
games and solve assignments while using computers.

Following this course, the new electronic, multimedia 
based and interactive model of learning is being intro-
duced. This model increases the students’ motivation 
for and efficiency at learning the material. Educational 
software, with a help of technological devices (internet 
connection, connected computers, projectors and smart 
boards, etc.) contribute to better learning. Implemented 
learning software enables all the classical types of ap-
proaches like pair work, individual work and group work.

The methods of learning and presenting while using 
electrical boards (interactive boards, smart boards) put 
students in an active role in the process of learning and 
acquiring knowledge (projected pedagogy). The pos-
sibilities that these new media offer (like for example, 
internet, multimedia-learning, projected educational 
contents, experience) will enable the building of new 
teaching models whose effects will be measurable. 
While using the internet, students will acquire techni-
cal skills and enter the virtual world. (Each one of these 
models has its advantages and disadvantages, which is 
why we have to strive towards optimal use.)

Bulgaria is a good example where the use of OSS was 
approved by a legal act. As a result, it was introduced 
in education as well as in other areas. OSS can help to 
facilitate work, and it is good to know that OSS is good 
enough to be considered as an alternative to other ex-
pensive software. Microsoft Office packages where the 
user learns how to use the tools (text editing, spread 
sheets, contents presentation etc.) can be replaced by 
a LibreOffice package that is free of charge. This tells 
us that it is essential to learn how to use the tools and 
how to create a document and insert graphics, pictures, 

tables, etc. It would be good to implement the example 
of Bulgaria to other countries. Then, new standardized 
books would be published that would teach teachers. 
Eventually those materials would be used for teaching 
purposes. As a matter of fact, it is the teachers them-
selves who enable the maximum learning potential of 
their students. They are also a channel for releasing of 
those potentials in the classroom [32]. Aside from basic 
convenience it is necessary to thoroughly look into the 
advantages of OSS. Some of the advantages that stu-
dents have while applying this concept influence the de-
veloping of creativity, communication and social skills.

6.	 REFERENCES

[1]	 D. Viduka, B. Viduka, “Term and Implementation 

of Electronic Education in Serbia”, Proceedings of 

the 4th International Conference on Technics and 

Informatics in Education, Čačak, Serbia, 1-3 June 

2012, pp. 461-468. (in Serbian)

[2]	 T. Alexander, “TechKnowLogia”, Proceedings of the 

International Conference on “Dissolving Bound-

aries: ICTs and Learning in the Information Age”, 

Dublin, Ireland, 4-5 May, 1999.

[3]	 J. McCormack, M. D’Inverno, “Computers and Cre-

ativity: The Road Ahead”, Computers and Creativi-

ty, Springer, Berlin, Heidelberg, 2012, pp. 421-424.

[4]	 T. Lewis, “Creativity in technology education: pro-

viding children with glimpses of their inventive 

potential”, International Journal of Technology 

and Design Education, Vol. 19, 2009, pp. 255-268.

[5]	 V. L. Tinio, ICT in Education, Manila E-ASEAN Task 

Force, Kuala Lumpur, 2003.

[6]	 D. Viduka, “Possibilities of using Open Source soft-

ware in modern business”, Proceedings of the 12th 

International Conference on E-commerce, Palić, 

Serbia, 2012. 

[7]	 K. Kazerounian, S. Foley, “Barriers to creativity in 

engineering education: A study of instructors and 

students perceptions”, Journal of Mechanical De-

sign, Vol. 129, No. 7, 2007, pp. 761-768. 

[8]	 V. Ružić., R. Nikolić, N. Žižović, “Electronic materials 

for blended learning”, YU INFO Conference, 2010.

[9]	 R. M. Felder, “Creativity in Engineering Education”, 

Chemical Engineering Education, Vol. 22, No. 3, 

1988, pp. 120-125.

[10]	 J. Blac, K. Browning, “Creativity in Digital Art Edu-

cation Teaching Practices”, Art Education, Vol. 64, 

No. 5, 2015, pp. 19-34.



82 International Journal of Electrical and Computer Engineering Systems

[11]	 A. Bonaccorsi, C. Rossi, “Why Open Source soft-
ware can succeed”, Research Policy, Vol. 32, No. 7, 
2003, pp. 1243-1258.

[12]	 C. A. Kenwood, “A Business Case Study of 
Open Source Software”, Mitre Corporation, MP 
01B0000048, 2001.

[13]	 H. Singh, D. Seehan, “Open Source vs. Proprietary 
Solutions: Case Study of Windows and Linux, A 
Consumer Perspective”, International Journal of 
Advanced Technology & Engineering Research, 
Vol. 2, No. 4, 2012, pp. 28-37.

[14]	 D. Viduka, “Interoperability model of information 
system based on open source software in edu-
cation”, Singidunum University, Belgrade, Serbia, 
PhD Thesis, 2017. (in Serbian)

[15]	 W. Ke, P. Zhang, “The Effects of Extrinsic Motivations 
and Satisfaction in Open Source Software Develop-
ment”, Journal of the Association for Information 
Systems Vol. 11, No. 12, 2010, pp.784-808.

[16]	 Y. Ye, K. Kishida, “Toward an Understanding of the 
Motivation of Open Source Software Developers”, 
Proceedings of the 25th International Conference 
on Software Engineering, Portland Oregon, USA, 
3-10 May 2003, pp. 419-429.

[17]	 D. C. C. K. Kowaltowski, G. Bianchi, V. Teixeira de 
Paiva, “Methods that may stimulate creativity and 
their use in architectural design education”, Inter-
national Journal of Technology and Design Educa-
tion, Vol. 20, 2010, pp. 453-476.

[18]	 Lj. Arar, Ž. Racki, “The nature of creativity”, Psycho-
logical topics, No. 12, 2003, pp. 3-22.

[19]	 A. K. Palaniappan, “Web-based Creativity Assess-
ment System”, International Journal of Information 
and Education Technology, Vol. 2, No. 3, 2012, pp. 
255-258.

[20]	 S. B. Maksić, V. Z. Spasenović, “Educational Science 
Students Implicit Theories of Creativity”, Creativity 
Research Journal, Vol.30, No. 3, 2018, pp. 287-294.

[21]	 P. Chakalisa, D. Mapolelo, D. M. Totev, Ir. E. D. Totev, 
“Modern Methods for Stimulating Creativity in 
Education”, Informatica, Vol. 30, 2006, pp. 421-425.

[22]	 A. Cocua, E. Pecheanua, I. Susnea, “Stimulating 
Creativity through Collaboration in an Innovation 

Laboratory”, Procedia - Social and Behavioral Sci-
ences, Vol. 182, 2015, pp. 173-178.

[23]	 L. G. Richards, “Stimulating creativity: teaching en-
gineers to be innovators”, Proceedings of the 28th 
Annual Frontiers in Education Conference. Mov-
ing from ‘Teacher-Centered’ to ‘Learner-Centered’ 
Education, Tempe, Arizona, USA, 4-7 November 
1998, pp. 1034-1039.

[24]	 S. Maksic, “Encouraging creativity in school”, Insti-
tute for Pedagogical Research, Belgrade, Serbia, 
ISBN 89-7447-068-8., 2007.

[25]	 T. M. Amabile, “The Social Psychology of Creativ-
ity: A Componential Conceptualization”, Journal 
of Personality and Social Psychology, Vol. 45, No. 
2, 1983, pp. 357-376.

[26]	 D. H. Cropley, J. C. Kaufman, A. J. Cropley, “Measur-
ing Creativity for Innovation Management”, Jour-
nal of Technology Management & Innovation, Vol. 
6, No. 3, 2011, pp. 3-30.

[27]	 D. Viduka, A. Basic, B. Viduka, V. Varadjanin, “Open 
Source software as Alliterative and Effective Learning 
Environments”, Journal SYLWAN, Vol. 161, No. 6, 2017.

[28]	 L. A. Zampetakis, L. Tsironis, V. Moustakis, “Creativ-
ity development in engineering education: the 
case of mind mapping”, Journal of Management 
Development, Vol. 26, No. 4, 2007, pp. 370-380.

[29]	 D. Viduka, A. Bašić, V. Kraguljac, “Social Engineering 
of Open Source Software”, Serbian Journal of Engi-
neering Management, Vol. 3, No. 1, 2018, pp. 56-60.

[30]	 A. Craft, “Creativity in Schools: Tensions and Di-
lemmas”, Abingdon, Routledge, 2005.

[31]	 M. Shaw, “Software Engineering Education: a 
Roadmap”, Proceedings of the Conference on The 
Future of Software Engineering, Limerick, Ireland, 
June 2000, pp. 371-380.

[32]	 K. C. Tsai, “Play, Imagination, and Creativity: A 
Brief Literature Review”, Journal of Education and 
Learning; Vol. 1, No. 2, 2012, pp. 15-20.

[33]	 I. Boric Letica, “Some Correlates of Risky User Be-
havior and ICT Security Awareness of Secondary 
School Students”, International Journal of Electri-
cal and Computer Engineering Systems, Vol. 10, 
No. 2, 2019, pp. 85-89.



Performance comparison between virtual MPLS 
IP network and real IP network without MPLS

83Volume 12, Number 2, 2021

Case Study

Ivan Nedyalkov
South – West University “Neofit Rilski”
Faculty of Engineering, Department of Communication and Computer Engineering,
Ivan Mihailov str. 66, Blagoevgrad, Bulgaria
i.nedqlkov@gmail.com

Abstract – In this paper an IP based network consisting of two separate IP networks - a virtual one, running MPLS and an experimental 
IP network, connected to the virtual one, have been studied. VoIP traffic is exchanged between the two networks. Both networks are 
connected to the Internet and exchange traffic with it. The virtual network is created by using GNS3. The purpose of this paper is to 
show a comparison in the performance between the two IP networks. In addition, mathematical distributions and approximations 
have been made to be used to further evaluate the performance of the two networks. The used methodology in the present work can 
be applied in the study of different IP networks through which different types of real-time traffic passes.

Keywords – GNS 3, IP networks, Monitoring VoIP traffic, Wireshark

1.	 INTRODUCTION

The IP networks are constantly expanding - becom-
ing larger and more complex. Subscribers of these 
networks are also growing. As a result, these networks 
must continually provide new and new services to sub-
scribers. In addition, more and more devices are gain-
ing access to these networks. This leads to an increase 
in the number of network devices in such a network. All 
of this causes network congestion and slows down the 
network. Reducing the speed of the IP network leads to 
a deterioration in the quality of services offered, which 
in turn leads to consumer dissatisfaction [1]. In order to 
avoid delays in the network MPLS (Multiprotocol Label 
Switching) is introduced [2, 3, 4, 5, 6, 7]. In order to find 
out if the use of MPLS will lead to a significant improve-
ment in the speed of data exchange in a particular net-
work with a particular type of traffic, research needs to 
be done. Setting up such an experimental network is 
expensive and not every institution would allow such 
an experiment. It is therefore appropriate to use pro-
gramming environments for modeling of IP networks 
[8, 9, 10, 11, 12, 13].

The purpose of the present work is to study and com-
pare the performance between a virtual network using 
MPLS and a real IP network not using MPLS. The two 
IP networks are interconnected and exchange traffic 
between each other and the Internet. What the two 
networks have in common are the subscribers of the 
IP telephone exchange, which is located in the real 
network. The real network does not use the MPLS tech-
nology but the virtual IP network does. Therefore, it is 

possible to monitor the voice traffic that is exchanged 
between the two networks and make a comparison of 
the performance between the two networks (study of 
the time delay between the individual packets).

2.	 TOPOLOGY OF THE NETWORK

2.1.	 Topology of the 
	 experimental network

Figure 1 shows the topology of the experimental net-
work, which is part of the bigger real network – the IP 
network of university campus building.

Due to the lack of a layer 2 switch with a “mirror port”, 
a hub is used to monitor the traffic in the experimental 
network. Figure 1 shows an idea of what the part of the 

Fig. 1. Topology of the real network



84 International Journal of Electrical and Computer Engineering Systems

real network that will be studied looks like. Therefore, 
the topology has the shape of a star and the hub is at 
its center. The experimental real network is composed 
of several IP phones connected to the IP telephony 
exchange Asterisk, a router that provides Internet con-
nectivity, several workstations, and a hub that forwards 
all the traffic in the experimental network to the moni-
toring station. At the monitoring station specialized 
software for traffic monitoring - Wireshark is installed. 
The workstation where the virtual network is running is 
also connected to the hub.

2.2	 Topology of the  
	 virtual network

Figure 2 shows the topology of the virtual network. 
The GNS 3 platform is used for the modeling [14, 15]. 
The platform enables integration with specialized net-
work monitoring programs and connection to real IP 
networks and emulating real network devices. Device 
emulation is the imitation (emulation) of a device’s 
hardware. This allows the users to start and work with 
real images of working network devices.

The network is configured to work with the dynamic 
routing protocol OSPF. The network uses MPLS. R1 to 
R4 are the routers. These are disk image emulations of 
real routers. S1 to S2 are switches, more precisely, these 
are simulations of switches.  Router_Firewall is a module 
that connects the virtual network to real networks. Test_
PC_1 and Test_PC_2 are virtual machines that are used 
to generate network traffic. Test_PC_1 has a software 
phone installed on it. It is used to generate VoIP calls to 
the IP phones on the real network. Additionally, an In-
ternet browser is used to generate Internet traffic – the 
browser is used for opening Internet pages of any kind 
(forums, pages with multimedia content, news sites, 
etc.). Test_PC_2 is used only to generate traffic from the 
Internet. This will simulate the most common business 
network traffic - IP telephony and Internet access.

Fig. 2. Topology of the virtual network

3.	 METHODOLOGY FOR 
CONDUCTING THE MEASUREMENTS

As mentioned above, in the real network, a hub is used 
to forward all the generated traffic to the monitoring 
station [16, 17, 18]. The software used for monitoring is 
Wireshark [19, 20, 21]. In the virtual part of the network, 
due to the functionality of GNS 3, Wireshark will monitor 
the traffic in all the links between the routers.

One of the Wireshark functionalities for IP telephony 
analysis, in particular, RTP streams analysis, will be used 
to evaluate the two networks. The parameters to be 
monitored are:

•	 Delta: this is the difference in the receipt of one 
packet from the previous packet. As the devices 
in one RTP session are not synchronized, each 
device and the network itself cause additional 
delay. The receiving party must cope with this 
delay and synchronize with the transmitting 
party. To be able to do the synchronization, the 
receiving party uses the timestamp information 
of the RTP packet. The Delta parameter shows 
exactly this difference in the timestamps of the 
captured RTP packets. This parameter is charac-
teristic of the network layer and reflects the ar-
rival of the capture interface packet (where time-
stamp is placed);

•	 Jitter: this is the difference in packet delay. Also 
known as spurious phase modulation. In IP net-
works the jitter is used to measure the time dif-
ference between packet arrivals. It is expressed 
as the displacement of packets in time. This is 
not a particular problem with data transmission, 
but with voice transmission, jitter is important.

4.	 RESULTS

4.1	R esults obtained in  
	t he virtual network

Based on the monitoring of the traffic in the virtual 
network, it was found out that the traffic generated 
by Test_PC_1 passes through R3, R4, R1, Router_Fire-
wall and vice versa. The traffic from Test_PC_2 flows 
through R2, R4, R1, Router_Firewall and vice versa. No 
additional configurations for QoS or route prioritization 
have been made in the virtual network. Therefore, the 
traffic passes through these nodes. Based on the dy-
namic routing protocol used, OSPF, and the configured 
MPLS, the routers themselves chosen these routes to 
traverse the data flows. On the other links only service 
information is exchanged, such as: OSPF Hello packets, 
LDP packets, and other service packets.

During the study of the virtual network, all links be-
tween the routers are monitored, but the presented re-
sults are for only one of the monitored links, because the 
obtained results from this connection provide sufficient 
information to evaluate the performance of the virtual 
network. The monitored link in the virtual network is the 
link between R1 and R4. Firstly, this link is chosen because 
the whole traffic in the virtual network passes through it 
and so it is more deeply studied. Secondly, the obtained 
data from the measurement can be used as a representa-
tive sample for the whole network. From the analysis of 
the results obtained by Wireshark for all links between the 
routers of the virtual network, for the values of the jitter 
and the delta parameter in the various links, there is a con-
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tinuous increase of their values, approaching the Router_
Firewall. This is due to the fact that each subsequent rout-
er begins to process more and more data streams, and 
eventually Router_Firewall processes all the traffic from 
the virtual network to the real one. As a result, there is an 
increase in the delay after each subsequent router. For this 
reason, in the present work, it was decided to present the 
results only from the link between R1 and R4. Presenting 
the results of all links would be unnecessary because they 
will not provide any different information.  

Figure 3 shows summary results for a single stream 
(forward – reverse direction) of a VoIP call. The device 
with the IP 192.168.2.2 is the software phone on the 
virtual machine - Test_PC_1 and the device with the 
address 192.168.31.50 is the Asterisk IP telephony ex-
change. According to Cisco [22], the average one-way 
jitter should be less than 30 ms.  As it can be seen, the 
mean jitter value is well below the 30 ms limit for both 
directions. The summary results obtained by Wireshark 
also contain other data such as: packet loss. The results 
show that there are no losses in the forward stream – to 
the Asterisk, but in the reverse direction there are 146 
lost packages or about 0.13%. Information is also given 
about the total number of RTP packets for each of the 
streams. Information about the duration of the call is 
also available - 2326 seconds. Figure 3 also shows the 
sampling frequency - 8000 Hz (as can be seen, there is 
a deviation from this frequency for both directions), as 
well as the deviation from the clock frequency. From 
this data, it is also possible to get an idea of the delay 
between the packets, by following the values of Delta 
and Skew. Delta shows the time difference between 
the receipt of the previous packet from the stream and 
the packet that is now received. Skew shows how long 
the current packet is ahead of or behind the entire call, 
relative to the nominal speed of the packet. In the pre-
sented case, it is noticed that the packet lags behind 
the whole conversation.

Fig. 3. Summary results from Wireshark

Figure 4 shows the jitter distribution throughout the 
whole session in the direction from the virtual machine 
to the Asterisk (forward direction), and figure 5 shows 
the jitter distribution in the opposite direction. X is for 
the whole duration of the conversation, and Y stands for 
the values of the jitter at each moment of the conver-

sation. From figure 4 it is noticed that during the whole 

conversation the jitter in the forward direction, for every 

moment of the conversation, does not exceed the limit 

of 30 ms. As a result, there is a lack of packet loss.

Fig. 4. Forward jitter for the whole stream  

The results in figure 5 are quite different. It is noticed 
that the jitter repeatedly exceeds the limit of 30 ms. - 
reaches values of 50 ms, which is unacceptable. As a re-
sult, there is a loss of packets in the reversed direction, 
also evident from figure 3. This increase in the values 
in the reversed direction is due to the accumulation of 
delay in the real network.

Fig. 5. Reversed jitter for the whole stream  

Figures 6 and 7 show the delta values for each sec-
ond of the call in both directions. Again X stands for 
the whole duration of the conversation, and Y stands 
for the values of the delta at each moment of the con-
versation. As explained above, this parameter indicates 
the arrival time between two packets or known as a 



86 International Journal of Electrical and Computer Engineering Systems

time delay. By default, it almost always coincides with 
packetization time - 20ms. Due to the presence of jit-
ter on the network, its value can increase and lead to 
packet loss. The one-way transmit delay should not 
exceed 150 ms. (G.114 recommendation) [23] and the 
maximum round-trip delay should not exceed 300ms. 
As can be seen from figure 6, the delta in the forward 
direction exceeds the 150 ms limit only two times. The 
results in the reversed direction are getting worse be-
cause of the high value of the jitter.

Fig. 6. Forward delta for the whole stream

Fig. 7. Reversed delta for the whole stream 

In the virtual network, the values of the delta in the re-
verse direction decrease after each node passed. This is 
due to the presence of the MPLS. Figures 8 and 9 and 10 
show these dependences. As can be seen from the sum-
marized results for the reverse flow for the link between 
R3 and R4 (Figure 8), the values of Delta and max jitter 
decreases. The graph for Delta for the whole conversa-
tion period (figure 9), for the link R3 - R4, compared to 
the result of figure 7 shows a significant improvement in 
the instantaneous values of the parameter.

Fig. 8. Summary results from Wireshark 

Fig. 9. Reversed delta for the whole stream 

Figure 10 presents the graph for the reversed jitter 
for the whole conversation period for the link R3 - R4, 
compared to the result of figure 5 shows a significant 
improvement in the instantaneous values of the pa-
rameter.

Fig. 10. Reversed jitter for the whole stream 
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Another method for assessing the performance of an 
IP network is by using mathematical distributions and ap-
proximations for distribution of the intervals between the 
arrival times of packets (time delays between individual 
packets) [24, 25, 26]. Such mathematical distribution is 
made for the link between R1 and R4. The distribution is 
made as the captured packets from Wireshark are further 
processed by a specialized program on the parameter 
intervals between the moments of arrival of the packets. 
Figure 11 shows the mathematical distribution of the 
captured packets from the link between R1 and R4. On 
“x” are the times of arrival of the individual packets – the 
whole conversation stream and “y” indicates the delay of 
the received packet compared to the previous packet. As 
it can be seen from the distribution, it can be argued that 
the time delay is almost constant after a short period of 
oscillation due to the network establishment time. The 
Wakeby approximation further confirms the constant 
time delay between the packets. The use of this approxi-
mation makes it easier to read the obtained results of the 
mathematical distribution. The constant time delay is due 
to the use of the MPLS technology in the virtual network.

Fig. 11. Mathematical distribution for the R1–R4 link 

4.2	R esults from the  
	 experimental network 

Figure 12 shows the summarized results for the same 
VoIP call stream discussed in 4.1(forward – reverse direc-
tion). As the results show, in the forward direction from 
the virtual network (192.168.31.67 exit/entry interface 
of the virtual network) to the Asterisk (192.168.31.50) 
the mean jitter value is much higher than that of the 
virtual network, but is still smaller than the limit of 30 
ms. As the voice flow in the reverse direction (from As-
terisk to Test_PC1) starts from this network, the first lost 
packets in this direction are noticed - 28 (0.02%).

Figure 13 shows the jitter distribution for every sec-
ond of the call in the forward direction. The graph 
shows that the jitter significantly exceeds the 30 ms 
limit. As a result, a large percentage of lost packets is 
observed - 0.3%, compared to the same flow in the vir-
tual network where there is no packet loss.

Figure 14 presents the jitter distribution for the en-
tire duration of the call in reverse direction. From the 
graph, it can be argued that the results obtained are al-
most identical to those of figure 5, except that the lost 
packets are much smaller here. 

Fig. 12. Summary results from Wireshark 

Fig. 13. Forward jitter for the whole stream  

Fig. 14. Reversed jitter for the whole stream 
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The better jitter values in the forward direction on the 
virtual network are due to the fact that MPLS is used 
in the virtual network, which accelerates the network 
operation while it is not used in the real network. As it 
can be seen, the deterioration of the parameters of the 
stream in the reverse direction in the virtual network 
starts in the experimental network and in the virtual 
network they are getting worse.

Figure 15 shows the results for the delta in the for-
ward direction. There is a significant deterioration in 
the values of this parameter - many times it is exceed-
ing the 150 ms limit.

The results of figure 16 for the reverse delta are al-
most identical to those of Figure 7.

Again, to further evaluate the performance of the 
real network, a mathematical distribution of the inter-
vals between the moments of packet arrival is made. 
Figure 17 shows the resulting distribution for the time 
delay between the packets.

Fig. 15. Forward delta for the whole stream

Fig. 16. Reversed delta for the whole stream 

Fig. 17. Mathematical distribution 
for the real network 

As it can be seen from the distribution for the experi-
mental network, the delay between packets varies and 
it can be claimed to be constant at times, but not as it is 
on the virtual network, where MPLS is configured. This 
statement is further supported by the Beta approxima-
tion. It shows that the time delay is constantly increas-
ing. Again, the use of the approximation makes it easier 
to read and understand the results of the distribution.

5.	 CONCLUSIONS

A virtual IP - based network has been created and it 
is configured to work with MPLS. A real experimental IP 
based network is also created. There is connectivity be-
tween the two networks. Both networks are connected 
to the Internet. 

Monitoring programs for IP – based networks and 
mathematical distribution have been used to evaluate 
the performance of the two networks. Based on the re-
sults from the monitoring of the two networks, the fol-
lowing results were obtained: the mean and maximum 
values of the jitter in the virtual network in the forward 
direction are much smaller than the one in the experi-
mental network. 

The delta parameter in the virtual network in the for-
ward direction is the lowest. In the reverse direction a 
significant improvement in the instantaneous values of 
the parameter are noted compared to the values of the 
parameter in the real network. 

The instantaneous values of the jitter in the reversed 
direction are drastically improved too, compared to the 
values from the real network. 

The deterioration of the flow parameters caused by 
the experimental network is partially compensated in 
the virtual network. This is due to the configured MPLS 
in the virtual network.

The mathematical distributions also confirm the re-
sults of the monitoring. The time delay on the network 
using MPLS is constant, unlike the experimental real 
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network. This statement is further confirmed by the 
two used approximations - Wekaby and Beta. 

The obtained results from the monitoring and the 
mathematical distributions confirm that, in an IP - 
based network that uses MPLS, the performance (in 
terms of packet time delays) is much better than with-
out using MPLS. The use of the MPLS technology in an 
IP - based network, in which real time traffic (VoIP traf-
fic) will be transmitted, significantly improves network 
performance - the time delay between packets is con-
stant. It is therefore advisable to use this technology in 
IP networks where the transmitted traffic is in real time. 

The used methodology in this work - the use of 
monitoring programs and mathematical distributions, 
can be applied to evaluate the performance of other 
IP-based networks through which other types of real-
time traffic is transmitted as video.
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Abstract – There have been an extensive use of  Convolutional  Neural  Networks  (CNNs)  in healthcare applications.  Presently, 
GPUs are the most prominent and dominated DNN accelerators to increase the execution speed of  CNN algorithms to improve 
their performance as well as the Latency. However, GPUs are prone to soft errors. These errors can impact the behaviors of the 
GPU dramatically. Thus, the generated fault may corrupt data values or logic operations and cause errors,  such as  Silent  Data  
Corruption.  unfortunately,  soft errors propagate from the physical level (microarchitecture) to the application level (CNN  model). 
This paper analyzes the reliability of the AlexNet model based on two metrics: (1) critical kernel vulnerability (CKV) used to identify the 
malfunction and light- malfunction errors in each kernel, and (2) critical layer vulnerability (CLV) used to track the malfunction and 
light-malfunction errors through layers. To achieve this, we injected the AlexNet which was popularly used in healthcare applications 
on NVIDIA’s GPU, using the SASSIFI fault injector as the major evaluator tool. The experiments demonstrate through the average error 
percentage that caused malfunction of the models has been reduced from 3.7% to 0.383% by hardening only the vulnerable part 
with the overhead only 0.2923%. This is a high improvement in the model reliability for healthcare applications.

Keywords – Convolutional neural networks, Reliability, Soft errors, GPUs, healthcare applications

1.	 INTRODUCTION

Convolutional Neural Networks (CNNs) are special type 
DNNs that have shown state-of-the-art results on many 
competitive benchmarks such as medical image classifi-
cation [1], pathological brain detection [2], and disease 
detection [3] among many others. In fact, reports have 
revealed that CNNs is considered to be more effective, 
for they own the paradigms of more biologically in-
spired structures than other traditional networks [4]. This 
has led to the development of different CNNs including 
AlexNet [5], VGG [6], and DenseNet [7]. These CNNs de-
rive their competence from being trained to a large da-

tabase named ImageNet, Large-Scale Visual Recognition 
Challenge [8]. Hence, they occupy high positions of suit-
ability in modern image classification. In fact, these ma-
chine learning networks have the ability to understand 
hierarchically classified data from lower to higher levels 
by developing a deep pattern of the input data. Based on 
these salient features and performance of CNNs, several 
researchers have exploited them to perform new tasks 
like the classification of medical images. Specifically, the 
knowledge acquired when these networks have been 
trained on millions of images are transferred into new 
tasks, thereby taking advantage of certain weights of their 
learned parameters (i.e., Transfer learning). 
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CNNs are applied to a wide variety of accelerators (i.e. 
FPGAs, GPUs, DSPs, etc.) each of which has its own ele-
ments, behaviour and execution flow. However, due to 
their computational power, graphics processing units 
(GPUs) are extensively used in CNNs to overcome the 
inherent computational challenges of healthcare ap-
plications [9] [10] [11] [12]. Notwithstanding, there are 
certain GPU units that if exposed to soft errors, can dis-
rupt the reliability of the GPU operations; these units 
include memory elements such as register file and log-
ic resources such as Arithmetic Logic Units (ALUs) [13]. 
Hence, when using GPUs to accelerate CNNs models in 
healthcare applications it is important to ensure that 
potential data corruption is avoided and failure rates 
must be reduced to the minimum and should not ex-
ceed 10 Failures in Time (FIT), which is defined as errors 
in109 hours of operations [14]. Thus, soft errors that oc-
cur in GPUs can eventually lead to misclassification of 
objects in CNNs, and the consequences would be disas-
trous. For instance, in [15] the authors have reported in-
stances of the da Vinci robotic surgical system adverse 
events that included some kind of patient injuries and 
death, and reported as a “Malfunction”, “unanticipated” 
and “unintended” errors. Food and Drug Administra-
tion (FDA), reported that 1078 of the adverse events 
(10.1%) were unintended errors (soft errors) happened, 
including 52 injuries and 2 deaths [16].

In this contribution, the reliability of the AlexNet 
model on a GPU was anayzed by conducting series  of 
fault-injection campaigns, using NVIDIA’s SASSIFI The 
first significant contribution of this study is the determi-
nation of soft errot resilience  in AlexNet through com-
prehensive analysis, and ranking of vulnerable model 
parts from the perspective of kernel and layers. The 
second contribution is reduction of soft errors through 
a Selective Hardening approach. The subsequent sec-
tions of this paper are includes Section 2 related work. 
Section 3 which is brief background of AlexNet, Graph-
ics Processing Units, and Soft Errors Propagation in 
GPUs. Section 4 desribes the Selective Hardening Strat-
egy, and Section 5 contains the methodology while 
Section 6 presents the results generated from analysis 
of the Kernels and Layers. The experimental results and 
their analysis is presented in Section 7, whereas the 
Time Overhead Execution comparison is presented in 
Section 8 and the conclusion is in Section 9.

2.	 RELATED WORK 

There are several studies in [17][18][19] [20][21] au-
thors evaluated and analyzed the reliability of CNN 
models. Hence, it has been established that there are 
varieties of CNN architectures, with each having differ-
ent bevavior and workflows. The different CNNs have 
been implemented on various accelerators including 
GPUs, ASICs, and TPU, through their peculiar execution 
flow based on their varying components. This makes 
it difficult to directly generalize the case of a particu-
lar CNN to other architectures [22]. Andru et al. [23] 

proposed a CNN architecture called EndoNet to auto-
matically recognize the presence of surgical tools. The 
model trained on the Cholec80 dataset. But, the au-
thors address the reliability of the proposed model in 
terms of temporal precision, which is different from our 
perspective. Amy et al. [24] introduce an approach to 
analyzing and tracking the movements of the surgical 
tool. They used the CNN model and m2cai16 dataset 
to train the model. However, the authors did not con-
sider the reliability of the model. Grewal et al. [25] de-
scribed an approach for automated brain hemorrhage 
detection from computed tomography. The study used 
DenseNet201 architecture as an emergency diagnosis 
tool, but the authors did not consider the reliability of 
such a model for the intended application, which is ac-
tually a safety-critical application, based on real-time 
CNN model detection. 

In another study by Dunnmon et al. [26], three CNN 
models (Alexnet, ResNet, and DenseNet201) were used 
to classify chest radiographs into groups categorized 
as either normal or abnormal. This approach can help 
to prioritize abnormal chest radiographs automatical-
ly. In addition, the use of chest radiographs to predict 
multiclass thoracic diagnosis was reliably addressed in 
the study. Notwithstanding, the reliability of the mod-
els has not been considered. In another study, robot-
assisted surgery was proposed by Wang and Fey [27]. 
Specifically, a deep analytical framework for learning 
and assessment of skills in surgical training was imple-
mented. The individual skill levels in multivariate data 
with various time series were mapped to the motion 
kinematics using a deep CNN. Interestingly, instanta-
neous feedback can be obtained from personalized 
surgical training if the model is incorporated into the 
robot-assisted surgical systems pipeline. However, the 
reliability of the model to the intended application was 
not considered by the authors. Notably, several ap-
proaches have been developed to reduce the occur-
rence of the soft error in GPUs, through software solu-
tions. This include Double Modular Redundancy (DMR) 
and Triple Modular Redundancy (TMR). However, the 
major drawback to the use of these solutions is the 
runtime overheads.

3.	 BACKGROUND

3.1.	 Alexnet Neural Network

AlexNet is a CNNs architecture, composed of eight 
layers with weights; the first five are convolutional lay-
ers and the remaining three are fully connected layers. 
The fully-connected layers generally consist of 4096-di-
mensional features [5]. AlexNet has been confirmed to 
be suitable for classifying medical images for diseases 
like lung diseases, heart challenges and, cancer. As pre-
sented in  (Fig. 1), the input image in AlexNet should 
be augmented to an image size of 227 x 227 x 3. The 
window shape size applied to the first  layer 96 convo-
lution filter is 11 × 11, whereas it is 5×5 in the second 
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layer 256 convolution filter. Subsequently, 3×3 window 
size is applied to the remaining 384, 384, and 256 con-
volution filters, respectively. A maximum pooling layer 
of 3×3, with 2 strides is present in the network after 
the first, second, and last convolutional layers. Asides 
these five convolution layers, 4096 neuron outputs are 
present in the seven fully-connected layers following 
the fifth convolutional layer. Then, one fully connected 
output layer is situated at the end of the network which 
initially contains  7 output classes. Generally, an excel-
lent performance of tasks involving computer visions 
can be achieved by using important keys like  Drop-
out, ReLU, and preprocessing. The pre-trained AlexNet 
model with and weight configuration can be found on 
the Darknet framework.

3.2.	 Graphics Processing Units

The use of GPUs have recently extended beyond be-
ing used solely for graphics tasks to being used in more 
general-purpose devices. In fact, currently considered 
as the main DNN accelerators [28]. The increased inter-
est in GPUs is mainly associated with its great computa-
tional power and massively parallel architecture. Based 
on these, they are more preferable in algorithms that 
require intense computing such as neural networks. 
It can be seen in (Fig. 2) that the basic GPUs architec-
ture is based on generation of Compute Unified Device 
Architecture (CUDA) as the programming model. The 
basic building block unit in GPUs is known as Stream-
ing Multiprocessor (SM). The SM is made up of several 
components such as streaming processors (SPs) that 
are used in arithmetic calculations, and special func-
tion units (SFUs) which function for sine, cosine, and 
square root operations. In addition, the SM comprises 
load/store (LD/ST) units used in memory operations, 
as well as many other registers for caches. SMs are the 
core idea of parallelism in GPUs. The basic structure 
of SMs in the GPU architecture is shown in Fig 2, each 
of which can only execute one thread in a clock cycle 
with dedicated registers from the register file. The warp 
scheduler to be executed next on the CUDA cores in a 
given SM selects a group of 32 threads (called a warp), 
and then instructions are dispatched by the instruction 
dispatch unit.  The threads in each warp execute in a 
SIMT (single instruction, multiple threads) fashions. The 
global system memory of a GPU is located in the dy-
namic random-access memory and the global memory 
would normally be accessible to the SM. The L2 cache is 
a shared memory mainly shared by the SPs in the SMs. 

Hence, read and write instructions can be executed 
at the L2 cache level by each SM. On the other hand, all 
the SPs in an SM can access the register file. The register 
file is basically mapped in the SMs to enhance compu-
tational performance through data caching for the run-
ning threads on each SM.

3.3.	 Soft Errors Propagation in GPUs

The features of modern GPUs can be significantly af-
fected by radiation strikes either in space or on earth 
and this can invariably result in computational failure 
or data corruption. Therefore, one of the notable unreli-
ability sources in modern systems is soft errors. This is 
because electronic devices like GPUs would malfunc-
tion when they are struck by high-energy particles [29]. 
Usually, the tolerance to failure in safety-critical sys-
tems is restricted to 10 Failures in Time (FIT). Therefore, 
since soft errors in DNN accelerators (GPU inclusive) are 
more deleterious compared to other electronic devic-
es, there is a need to pay deliberate attention to them 
for two main reasons.

Firstly, the complex memory hierarchy is used for im-
proved latency. Secondly, the massively-parallel struc-
ture of the GPUs, that tends to disperse a single fault Fig. 1. AlexNet Architecture
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to multiple faults. Usually, when memory elements of 
a GPU (indicated by the red sections in Fig. 3) are hit 
by particles, it can significantly affect all the threads 
that utilize such storage components. When functional 
components of the GPU such as ALU (INST) or Floating-
point (FP) units are hit by a particle, it creates tempo-
rary-voltage pulses, Single Event Transients (SETs). The  
SET can then travel through the logic components of 
the GPU where it can be captured by a storage com-
ponent. Specifically, a latch or flip-flop would trigger 
the flip of one or more bits from one value to another 
such as from 0 to 1 or from 1 to 0. However, this can be 
curtailed by applying a fault detection technique such 
as DMR, TMR, and ABFT. Generally,  faults generated in 
GPUs in form of data values or logic operations often 

results in errors like Silent Data Corruption (SDC), sys-
tem hang otherwise called Detected Unrecoverable Er-
ror (DUE), or outright crash of the application. 

However, the errors might sometimes not result in an 
observable error in which case it is known as Masked 
errors. The propagation of errors could be via different 
processes, in this case, layers, until they arrive at the 
program output (AlexNet) where they will eventually 
lead to problems such as the misclassification of ob-
jects. Due to this,  soft error in GPU is a very critical issue 
in safety-critical healthcare applications where high re-
liability is generally required. This is mainly due to the 
fact that even small errors might lead to serious injury 
or death as reported by the Food and Drug Administra-
tion (FDA) department [30].

Fig. 2. GPU architecture and memory

Ionizing particles

(a) Single Memory cell (bit)

(b) Memory Byte (8-bits)

Fig. 3. Memory-element strikes

4.	 SELECTIVE HARDENING STRATEGY

In this section, we developed Selective Hardening 
Strategy (SHS) by identifying the most vulnerable ker-
nels for AlexNet, via fault injection (soft errors). In order 
to identify the most vulnerable kernels in the AlexNet 
model, we present a methodology (section 4). The key 
concept of SHS is that it is based on the well-known 

Triple Modular Redundancy (TMR), and it intertwines 
three copies of the instructions and adds majority vot-
ing. In short, this SHS mitigation consists of triple ker-
nels, by means of majority voters. Based on this con-
cept, our strategy is a selective solution that protects 
only the vulnerable kernels instead of duplicating the 
whole as in DMR and TMR, to reduce the overheads, 
and thereby offering more flexibility to designers.

5.	 METHODOLOGY 

5.1.	 Dataset 

The AlexNet model was trained and evaluated with 
a Cholec80  dataset. Eighty cholecystectomy videos  
which were recorded at the Strasbourg University Hos-
pital  (25 fps) are contained in the dataset [23]. In addi-
tion, tool presence annotation is present in the dataset 
at 1 fps. Seven different tools were utilized in the dataset 
including hook, clipper, irrigator, bipolar, grasper, speci-
men  bag, and scissors.  If at least half the tip of the tool 
appears in the scene, then it is considered a present tool. 
The AlexNet was trained with the first  forty  videos while 
the remaining videos were used for validation.
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5.2.	Fau lt-Injection Setup

A Maxwell architecture-based GPU GTX 750 Ti was 
used for this purpose [31], with a SASSIFI fault injec-
tor which was primarily used to assess the reliabil-
ity of AlexNet model runs on GPUs. This was achieved 
through fault injection campaigns which made it easier 
to determine the possibility of a low-level corruption to 
propagate to the output. Notably, the AlexNet model 
was trained on the Cholec80  dataset for the surgical 
tool detection. With this tool, it was possible to carry 
out fault injection through three distinct modes. The 
first mode is the Register File (RF) mode which was 
used to determine the Architectural Vulnerability Fac-
tor (AVF) of the register file, as well as the response of 
our model (AlexNet), to errors present in the memory 
elements. The second mode is the Instruction Output 
Address (IOA) mode while the third mode is the In-
struction Output Value (IOV) mode. The second and 
third modes (IOA and IOV) were used evaluate the Pro-
gram Vulnerability Factor (PVF). In addition, they were 
used to investigate how a single error modifies the re-
sult of instruction and propagates to the program out-
put (AlexNet).

A total of 1000 faults was injected for each of the 
three modes RF, IOA, and IOV. this number of injections 
was enough to guarantee that the worst-case statistical 
error bars at 95% confidence are at 1.96%. Notably, var-
ious bit-flip models can be obtained from SASSIFI in-
cluding zero value, single bit-flip, a random value, and 
multiple bit-flip. Nevertheless, only the single bit-flip 
and random value models were selected for the three 
injection modes of this present study. These models 
were preferentially selected because single-bit flip is 
more suitable and realistic for memory errors. On the 
other hand, all the other three bit-flip models are rep-
resented by the random value. The AVF of the register 
file is measured when errors are injected with RF mode 
while the PVF of the algorithm is measured if the errors 
are injected with IOA and IOV. 

As a consequence of fault injection and comparison 
of program output with the golden output (i.e., the 
pure outcome), three categories are expected, Masked, 
DUE, or SDC. It should be noted that SDC is the only 
error of interest to this study when studding the error 
propagation within the model. This is because crash 
and hand errors (DUEs) are not being propagated to a 
subsequent layer. Similarly, masked errors are instan-
taneously masked at the location of occurrence. The 
SDC errors and the mechanism of their propagation 
through layers were further grouped into three catego-
ries, for a better understanding of the concept. The first 
group is the Malfunction SDCs which represent errors 
that propagate, arrive at the program output, and alter 
the probabilities vector thereby impacting the object’s 
rank via misclassification. The second groups are the 
Light-Malfunction SDCs. These are errors that propa-
gate, arrive at the program output, and alters the prob-
abilities without changing the object’s rank. This situa-

tion is otherwise called tolerable SDC meaning object 
misclassification did not occur. The third groups are the 
No-Malfunction SDCs which are the error that propa-
gates without reaching the final program output. This 
means the errors are masked in some layers but this 
group of SDCs are different from Masked errors which 
do not propagate at all.   

6.	 KERNELS AND LAYERS FAULT INJECTION 
RESULTS AND ANALYSIS 

The results generated from our fault-injection cam-
paign, and their analysis are presented in this section. 
A detailed sensitivity analysis was conducted to assess 
the resilience of the AlexNet model. This was performed 
through the evaluation of two metrics. The first metric 
is the critical kernel vulnerability (CKV) which helps to 
recognize the presence of malfunction and light-mal-
function errors in each kernel. The second metric is the 
critical layer vulnerability (CLV) which enables tracking 
of malfunction and light-malfunction errors within the 
layers.

6.1.	 CKV

As discussed in section 2.1, several layers are pres-
ent in the Alexnet model. Implementation of these lay-
ers on a GPU would result in the generation of several 
kernels (special functions) for each layer. Notably, the 
kernel is a component of the source code that is imple-
mented on a GPU, not a CPU and the kernels have dis-
tinctly peculiar computing characteristics. Therefore, all 
the static kernels required for a particular task is need-
ed for an in-depth analysis of the vulnerability levels of 
the different kernels to malfunction and light-malfunc-
tion errors. This is also required to determine how they 
influence the final output of the model through object 
classification. Nevertheless, we only consider the ker-
nels that are required for inference whereas the kernels 
used for training not incorporated as presented in Ta-
ble 1. After fault injection, each kernel of the injected 
program is analyzed and the most vulnerable kernels 
of our AlexNet are determined. It is worth noting that 
in Fig. 4, Fig. 5, and  Fig. 6, the probabilities of the whole 
graph sum up to 100% rather than the vertical bars of 
each kernel. This is because the AlexNet model pro-
gram consists of all these kernels in Table 1.  In other 
words, AlexNet programs are divided into small pieces 
of programs (kernels) that are executed in the GPU.

The kernels that produce a larger amount of errors 
can be easily identified by observing  Fig. 4, Fig. 5, 
and  Fig. 6. Likewise, the resilient kernels can be seen 
in the stated figures. Generally, Malfunction, Light-
Malfunction, and DUEs in RF, IOA, and IOV are notice-
able for all the kernels. However, the two kernels with 
the highest vulnerability in the AlexNet model are Im-
2col and Add_bias. In contrast, only a small number of 
DUEs, Malfunction and Light-Malfunction are notice-
able in the other kernels which indicates that they are 
highly resilient to soft errors. Similarly, the Fill kernel 
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shows little small Malfunction and Light-Malfunction 
error which suggests that they are highly resilient to 
soft errors. It can also be observed that the building of 
one CNN layer such as Conv. Or activations layers can 
be obtained from the contributions of more than one 
kernel. Statistically, it is easier to identify the layers that 
are more susceptible to faults, thereby facilitating de-
cision-making at the error mitigation step. It is evident 
in Fig. 4 that the kernels in the RF mode produce larger 
number of DUE errors, compared to Malfunction and 
Light-Malfunction errors. In contrast, Fig. 5 and Fig. 6 
shows that the kernels in IOA and IOV modes tend to 
produce higher levels of Malfunction and Light-Mal-
function errors compared to DUE errors. The reason for 
this behavior as reported by [32] is that RF injection is 
the lowest injection level whereas higher injection lev-
els are performed at IOA and IOV sites because instruc-
tions are manipulated.  Generally, the result discussed 
here indicates that different vulnerabilities are associ-
ated with the static kernels of the AlexNet model. These 
results make it easy to determine the kernels that need 
to be duplicated as a means of saving costs, rather than 
duplicating the entire, which is a very costly process.

Layer Kernel Kernel Task 

Convolutional
Im2col_gpu, 

Add_bias, 
Fill_gpu

Operation to matrix-
multiplication operation and  
add biases to the necessary 
parameters after the matrix 

multiplication

Max pooling Forward_
maxpool

To reduce the spatial dimension 
of the input volume for next 

layers

Activation Activation_array
Apply nonlinearity to the feature 

maps to reduce the input 
linearity for the next layer

Softmax Softmax To calculating the probabilities 
of each class

Table 1. AlexNet inference kernels and their 
corresponding layers

6.2.	 CLV

For a detailed understanding of the mechanism of 
error propagation through the layers of AlexNet to the 
output, the PVF was measured while the fault-injection 
mode is in the IOA and IOV. Fig. 7 to Fig. 9 presents the 
error propagation at each AlexNet layer, showing their 
different sensitivity to soft errors. Hence, the errors 
(Malfunction and No-Malfunction) that are propagated 
from the injected layers can be tracked to the last layer.  

The three SDC categories were investigated for each 
layer and the categories were calculated as discussed 
in section 4.1. The AVF and PVF values were measured 
for the given errors to determine the layers with a high 
probability to generate errors that can significantly al-
ter the model prediction (object misclassification). The 
first observation is that the probability values of each 
layer do not sum up to 100%. The reason is that if a 
layer is injected, it produces three types of errors: DUE, 
Masked, and SDC. However, because in this subsection, 
we intend to analyze the propagation of errors, and 
only SDC errors propagate through layers. Therefore, 
we shall mainly focus on the three SDC types which are 
Malfunction SDCs, Light-Malfunction SDCs, and No-
Malfunction  SDCs. This is the reason why they do not 
sum up to 100%. 

It is evident in Fig. 7 that in RF mode, the layers only 
tend to generate zero amounts of Malfunction. Layers 0 
to 6 generates big amounts of Light-Malfunction on an 
average 12.57% AVF. On the other hand, the layers with 
No-Malfunction is on the average of 3.9%. This is an 
indication that RF injections present a less significant 
influence on the resilience of layers against Malfunc-
tion errors. However, different amount of DUE errors is 
produced by the layers, due to reasons earlier stated in 
Section 6.1. The injection of faults into the IOA and IOV 
generates SDC errors in different layers, and this influ-
ences their resilience. Therefore, these two modes are 
discussed and analyzed in further detail. However, a 
lesser percentage of DUE errors was generated by the 
IOA and IOV injections, compared to RF mode.

 As can be seen in Figure 8, in the IOA mode, layers 0, 
1, and 7 generate Malfunction errors of  0.2% and this 
value is considered too high in safety critical applica-
tions. However, they still generate Light-Malfunction 
with an approximate value of 18.6% due to the AlexNet 
structure. On the other hand, 67.9% of the injected 
faults represent No-Malfunction. Likewise, several per-
centages of DUE errors are produced by the layers on 
the average 1%. However, about half of the layers in-
cluding layer 7, 8, 9, 10, 11, 12, and 13 are not signifi-
cantly affected by DUE errors. As illustrated in Fig. 9 for 
the IOV mode, an average Malfunction value of 0.8% 
was generated by the layers. This significantly impacts 
the reliability of the model which suggests that the 
percentage is unacceptable. About 3.4% of the total  
Malfunction generated by the model was statistically 
contributed by layers 0 and 2. In addition, the largest 
percentage of Light-Malfunction and No-Malfunction 
were produced by these two layers which indicates 
that they are more vulnerable than other layers of the 
model. In SASSIFI, IOV mode is considered to be the 
highest injection level among the three modes and this 
is why layers injections performed through IOV mode is 
most unlikely to terminate the model execution.  Gen-
erally, from the  IOA and IOV model results presented 
in Fig. 8 and Fig. 9, layers 0 and 2 generate more Light-
Malfunction errors and No-Malfunction compared to 
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other layers present in the network. In addition, the 
convolutional (11x11 and 5x5) of the AlexNet as de-
scribed in Fig. 1 is represented by these layers. Based on 
the explanation in Section 2.1, linear function is the ac-
tivation function within these layers, and this equates 
the output and input thereby retaining the initial size. 
This observation clearly describes the structure of the 
AlexNet model itself, whereby larger input sizes are 
possessed by these layers. The direct relationship be-
tween the execution time of each layer and the corre-
sponding exposure time in soft errors is not surprising 
because longer layer exposure should expectedly pro-
duce higher rates of Malfunction errors. It is noticeable 
that relatively fewer errors are generated at the layers 
close to the output layer. This is probably due to the 
gradual reduction of the 227×227×3 matrix input size 
at the first layer as it propagates and reaches the out-
put layer where the size is 13x13x256, before becoming 
a vector of 7 probabilities.

Most of the SDC errors (all categories) at the AlexNet 
output originate from faults that are related to the Conv. 
layers. Considering the size of input and filter numbers, 
it is evident that all the convolutional layers utilize the 
same kernels and possess the same AVF and PVF val-

ues. Nevertheless, Fig. 7, 8, and 9 shows that the pos-
sibility of an output model being impacted by injection 
is mainly dependent on the position of the layer in the 
network. This is particularly evident in layer 7 which is 
located just after convolutional layers. Herein, Softmax 
is observed to be the most reliable layer because no er-
ror is generated in this layer and most of the Malfunc-
tion and Light-Malfunction are masked. This can be 
attributed to two main reasons. Firstly, contrary to the 
case for other layers, Softmax is invoked just once and 
this significantly reduces its execution time thereby 
making it almost impossible for errors to generate in it. 
Secondly, the vector probability functionality of Soft-
max sums up to one. Therefore,  even if SDC (Malfunc-
tion and Light-Malfunction) alters the input value of 
Softmax, there could still be retention of a probability 
percentage such that error will be No-Malfunction. The 
scores of a  vast majority of the output-probability are 
zeros because the classified object should bear similar-
ity with some of the remaining objects among the 7 
classes needed for classification. This is a confirmation 
of the underlying feature of the ANNs, which is fault tol-
erance. This means that if the values are negative, they 
represent No-Malfunction.
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Fig. 4. Kernels vulnerability of AlexNet models for RF mode

Fig. 5. Kernels vulnerability of AlexNet models for IOA mode
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Fig. 6. Kernels vulnerability of AlexNet models for IOV mode

Fig. 7. AVF of RF Mode layer for Malfunction SDCs,  
Light-Malfunction SDCs, No-Malfunction SDCs and DUE

Fig. 8. PVF of IOA Mode layer for Malfunction SDCs,  
Light-Malfunction SDCs, No-Malfunction SDCs and DUE AlexNet
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Fig. 9. PVF of IOV Mode layer for Malfunction SDCs,  
Light-Malfunction SDCs, No-Malfunction SDCs and DUE
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7.	 EXPERIMENTAL RESULTS AND 
ANALYSIS WITH SHS

7.1.	 CKV Analysis

In RF, IOA, and IOV kernels in Fig. 10, Fig. 11, and Figure 
12 respectively, we evaluated the kernels by applying 
our SHS. Based on our analysis in section (5.1) the top-2 
vulnerable kernels for AlexNet are Im2col and Add_bias 
in all three modes. All the Malfunction SDCs in these 
kernels become No-Malfunction. Our technique shows 
significant improvement in the AlexNet model, the er-
rors in top-2 vulnerable kernels (Im2col and Add_bias). 
The errors in RF mode reduce from 5.90% to 0.00% Light-
Malfunction in Im2col and from 0.90% to 0.00% Light-
Malfunction in Add_bias, while there is not any modifi-
cation on both kernels in Malfunction errors (still zero). 
Whereas, the errors in IOA mode reduce from 14.20% 
to 0.00% Im2col and 1.90% to 0.10% Add_bias in Light-
Malfunction. Meanwhile, there is not any change in both 
kernels in Malfunction errors (still zero). They are also 
significantly improved in IOV mode, where errors are re-
duced from 9.82% to 0.78% in Im2col and 2.69% to 0.12 
in Add bias in Light-Malfunction.

Fig. 10. Kernels vulnerability of AlexNet models for 
RF mode after applying our SHS

Fig. 11. Kernels vulnerability of AlexNet models for 
IOA mode after applying our SHS

Fig. 12. Kernels vulnerability of AlexNet models  for  
IOV model after applying our SHS

7.2 CLV Analysis

In this subsection, the resilience of the AlexNet was 
reevaluated from a layer perspective through analysis of 
the resilience of the layer after applying our technique. 
As error propagates through layers is the main target in 
this phase, we measure all types of SDC errors including 



100

Malfunction SDCs, Light-Malfunction SDCs, No-Malfunc-
tion  SDCs, and DUEs. Fig. 13 shows the RF model after ap-
plying our mitigation technique, the experimental result 
shows only 0.00% and 0.30% errors of Malfunction and 
Light-Malfunction respectively. While it still produced a 
big amount of No-Malfunction SDCs in the percentage 
of 62.80 %. Despite the amount of the DUEs still high at 
36.90%. On the anther hand, Fig. 14 and Fig. 15 show IOA 
and IOV, both of the modes produced less amount of the 

DUEs 16.55% and 15.6% respectively, compared to the RF 
mode, and the reason that IOA and IOV have a different 
level of injections. Therefore, in Fig. 14 IOA, produced Mal-
function and Light-Malfunction on average 0.01% and 
0.09% respectively, meanwhile most of the errors 82.10% 
No-Malfunction SDCs. On the anther hand, IOV in Fig. 15 
produced less amount of the Malfunction and Light-Mal-
function on average 0.08% and 0.19% respectively, where 
80.76% of the errors No-Malfunction.
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Fig. 13. AVF of each layer (after applying our SHS)

Fig. 14. PVF of each layer (after applying our SHS)

Fig. 15. PVF of each (after applying our SHS)
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In this section, we evaluate our proposed solution by 
measured the performance overheads for whole mod-
els (AlexNet) and vulnerability kernels. By calculating the 
execution time (performance) for the whole model and 
the vulnerable kernels before and after implementing 
our technique. Table 2 shows the overheads of our tech-
nique, DMR, and TMR techniques summarizes the error 
injection, and each kernel after applying our mitigation 
strategy technique. As our technique to achieve a low-
overhead with sufficient reliability, we selectively hard-
ened only the vulnerability kernels. Consequently, the 

overhead can be reduced, by exploiting the SHS that is 
executed and overhead has only increased by 0.2923%, 
thus improved the reliability of models. Compared to the 
DMR and TMR whereas the overhead increased 97.461% 
and 200.881% respectively. Therefore, our technique 
shows highly significant error mitigation by only hard-
ened selective kernels. And removed the unnecessary 
overhead especially in the safety-critical system (health-
care applications) that comes with strict deadlines, the 
overhead associated with duplication whole model is 
unacceptable.

Table 2. Comparison of overhead of Unhardened model, S-MTTM-R, DMR and TMR

Kernels (Time by MS) Number of 
invocations Unhardened SHS DMR TMR

Im2col 5 0.0002303 0.0104156 0.0208312 0.0312468

Add_bias 5 0.000708 0.0035207 0.0070414 0.0105621

Maxpool 4 0.0237066 0.0237066 0.0474132 0.0711198

Activation 8 0.4267208 0.3935817 0.7871634 1.1807451

Fill 5 0.0948266 0.14224 0.2844858 0.4267258

Softmax 1 0.1201457 0.0948267 0.1896534 0.2844801

The whole model 1 0.666338 0.6682913 1.3157572 2.0048797

8.	 CONCLUSION

In this contribution, we analyzed and evaluated the Mal-
function and  Light-Malfunction SDCs of soft errors for the 
AlexNet model on the GPU. Our CKV and CLV identify the 
most vulnerable kernels and layers. Based on the analysis in 
Section 5 on the reliability of the model’s bit sensitivity, the 
vulnerable bits can be selectively protected using SHS. Our 
result shows a high reduction rate of errors in the top vulner-
able kernels such as Im2col and Add_bias. Besides, the model 
achieved a high reduction in No-Malfunction from 54.9%, 
67.9%, and 59.4% to 62.80%, 82.10%, and 80.76% in the three 
modes such as RF, IOA, and IOV, respectively. Moreover, the 
performance overhead of our solution is compared with the 
well-known protection techniques such as Algorithm-Based 
Fault Tolerance (ABFT), Double Modular Redundancy (DMR), 
and Triple Modular Redundancy (TMR). The proposed solu-
tion shows the least overhead while correcting up to about 
82.8% of the SDC errors in a CNN, thereby remarkably im-
proving the healthcare domain’s model reliability.
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1.	 INTRODUCTION

Digital filters have become essential for removing un-
wanted signals in recently outspread communication 
and control systems [1]. Digital filters are categorized 
into two classes according to their impulse response [2]. 
The first category is the Finite Impulse Response (FIR), 
while the Infinite Impulse Response (IIR) is the second 
one [2]. As its name, the FIR filter possesses a finite im-
pulse response due to the absence of the feedback loop, 
and it is also known as a non – recursive filter. On the 
other hand, the IIR filter has a feedback loop; therefore, it 
works recursively. The digital filter design aims to achieve 
high attenuation at the stopband with a steep roll-off. 
An IIR filter satisfies these requirements and significantly 
reduces the computational process compared with the 
FIR filter [3]. In Very Large Scale Integrated (VLSI) realiza-
tion, it is preferable to adopt an IIR filter rather than an 
FIR filter. The IIR filter’s drawback is the weakness of in-
stability problems that can overcome by using advanced 
techniques [4] – [7]. A word length arises as a significant 
situation that influences the filter behavior in imple-
menting the digital filters. Therefore, a finite – word – 
size becomes a crucial parameter in the digital filter de-
sign issue. The principal idea beyond this approach is to 
engage a proper filter structure for each application [8]. 
The IIR filter design can be achieved based on two direc-

tions: the transformation and optimization methods [9]. 
The transformation method performed by transforming 
the designed analog filter to the digital filter at some 
given specifications is the bilinear process which is the 
most widely used transformation method. This method’s 
developed digital filter mostly suffers from poor behav-
ior due to a multimodal error surface and instability 
[10]. These problems can be avoided when the design 
parameters are bounded in some criteria allocated us-
ing optimization methods [10] – [19]. The most preva-
lent optimization method is the Genetic Algorithm (GA) 
which can search versatile spaces and optimizes chal-
lenging functions that are very complicated to investi-
gate [1], [8]. Employing GA for the digital filter design is 
preferable because it can construct the filter in any form 
with the lowest order [8].  Recently, the most interesting 
parallel processing hardware devices for implementing 
digital filter algorithms are the field-programmable gate 
array (FPGA) [2], [3], [19] – [22]. FPGA is a VLSI logic chip 
that can configure for realizing widespread logic func-
tions [23]. No matter how the logic function is involved, 
the FPGA structure’s nature facilitates the function’s 
implementation in parallel, leading to very high-speed 
computation. However, the hardware implementation 
of digital systems using FPGA is somewhat tricky and 
needs the training to deal with Hardware Description 
Language (HDL). Therefore, a virtual environment for de-
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signing, implementing, and testing the digital systems 
using FPGA is needed [24].

Recently, Matlab/Simulink provides this virtual en-
vironment utilizing co-simulation with ModelSim and 
implementing a digital system using the Xilinx system 
generator. Employing co-simulation with Modelsim 
permits the verification of an HDL module of the sys-
tem against its Simulink model. In this case, the Simu-
link environment will act as a test bench that stimulates 
an HDL module [25]. The most realistic visualization of 
digital system performance can be achieved using Xilinx 
System Generator (XSG). Adopting this platform enables 
designing a digital system in the Simulink environment 
using Xilinx-specific blocks in the Simulink library.  XSG 
design can easily be placed on the FPGA target device as 
a bit file with the possibility of obtaining the HDL code 
for further optimization and integration with other proj-
ects within the Xilinx environment. This paper explores 
these platforms’ features to implement and analyze the 
performance of the digital low pass IIR filter.

2.	 Digital IIR Filter:

According to its name, this type of filter has an infinite 
impulse response, as indicated in the following differ-
ence equation:

(1)

Where yn is the current sample of the filter output, 
yn-k are the kth previous samples of the output, xn-k are 
the kth previous samples, including the current sample 
of the input signal, ak and bk are the filter coefficients, 
M is the numerator’s order, and N is the denominator’s 
order [1], [2]. From eq. (1), it can be seen that the filter 
output yn is determined recursively; in other words, it is 
a function of the current and previous samples of the 
input signal and the output signal’s previous samples. 
Taking the z – transform for eq. (1) leads to the follow-
ing system function:

(2)

2.1	 IIR Filter Realization:

Several practical realization architectures that imple-
ment the digital IIR filter were outlined in the literature; 
these are:

DFI: The digital IIR filter can be realized in the direct 
form I according to eq. (1) which comprises a non – re-
cursive part and recursive part. The implementation of 
the digital IIR filter in this form is shown in Figure (1); for 
each output sample, it requires (N + M) delays, (N+M+1) 
multiplications, and (N+M) additions. 

DFII: In the direct form II structure, shared delay ele-
ments between the recursive and non – recursive parts 

of the digital IIR filter are employed, as shown in Figure 
(2). The determination process of each output sample 
requires max (N or M) delays, (N+M) additions, and 
(N+M+1) multiplications [2]. 

The benefit of DFII is its more economical utilization 
of the delay units. However, both separate the poles 
sections from the zero sections, DFII can share the 
delay units between them. Therefore, a significant re-
duction in the number of delay units can be achieved 
when adopting DFII. The drawback of the DFII is that 
the pole units precede the zero units and imposes an 
unfeasible dynamic range on the delay units’ intersec-
tion at some frequencies. As a result, DFII suffers from 
overflow, while DFI has immune from this effect [2]. The 
transposed structure of the DFII, shown in Figure (3), 
precedes the zero sections and shares the delay units 
between zeros and poles. Therefore, this structure has 
the advantage of DFII with more robust behavior [23].

Cascade Structure:

For the higher-order IIR filters (higher than 2) with 
transfer function given by eq. (2) with N ≥ M, the trans-
fer function can be factorized into a cascaded second-
order subsystem as expressed below:

(3)

(4)Where

Fig. 1. DFI structure

Fig. 2. DFII structure
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Fig. 3. Transposed DFII Structure

The coefficients {aki}and {bki} in eq. (4) are real, which 
implies that any pair of real or complex conjugate poles 
or zeros are grouped in second-order or quadratic 
form. This structure reduces the effects of using finite 
word length representation of the filter coefficients 
[20]. The cascade structure can be implemented by a 
series-connected of first-order and/or second-order 
structures, as shown in Figure (4). Each of the 2nd order 
subsystems in eq. (3) can be implemented as DFI or DFII 
or transposed DFII.

Fig. 4. Cascade Structure

A parallel structure of an IIR filter can be synthesized 
based on a partial fraction expansion performed on 
H(z) in eq. (2). When N ≥ M in eq. (2). Moreover, the 
poles are distinct, the partial – fraction expansion of 
H(z) produces the following results:

(5)

Where: Pk are the poles, Ak are coefficients, and  
C=bN /aN.

Figure (5) shows the block diagram representation of 
eq. (5). Generally, H(z) may contain some complex-val-
ued poles. In this case, the produced coefficients Ak are 
also complex-valued. The avoidance of multiplication 
by complex numbers can be achieved by combining 
pairs of complex conjugate poles to form a 2nd order 
subsystem. Each of these subsystems has the form:

(6)

Where {aki} and {bki} coefficients are real-valued sys-
tem parameters. The modified transfer function can 
now be expressed as

(7)

Fig. 5. Parallel Structure

Proposed Structure:

The design process’s main task is to determine the 
filter coefficients (ak & bk) to perform the desired per-
formance while ensuring stability [8]. The most popular 
realization structure of the digital IIR filter is to stack 
some 1st order and (or) second-order in cascade. There-
fore, Eq. (3) can be modified into the stacked of the cas-
caded second-order form (assuming M = N):

The magnitude frequency response of the filter is de-
termined as follows:

(10)

(9)

(8)

Furthermore, the phase-frequency response is deter-
mined as follows:

(11)

3.	 Genetic Algorithm based 
IIR filter design:

Genetic Algorithm (GA) can be considered as the 
most popular and robust search algorithm in recent 
years [8] - [14]. It is established according to the the-
ories of social evolution or natural selection. In these 
theories, natural selection can be regarded as an ex-
ploration procedure to evaluate the optimum DNA 
that maximizes a species’ persist possibility to procre-
ate, thereby spread the species. The optimum DNA was 
obtained during the DNA crossover through sexual re-
production with unqualified offspring’s depletion due 
to low accommodation with the surroundings [22]. GA 
utilizes natural selection principles to accomplish the 
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task of evaluating the optimum solution of the pre-
scribed problem. Initially, the population parameters 
are selected randomly to confirm that the exploration 
space is widely and evenly sampled. The fitness func-
tion is used to determine and choose the members of a 
population with reasonable solutions sufficient to pro-
duce the next generation. Similar to natural selection, 
the crossover process is adopted to perform the swap-
ping between the sections of the randomly designated 
pairs. GA may be stuck in the suboptimal region, and 
the mutation is considered to permit the GA to skip 
outside this region. From many types of mutation, a 
swap mutation is employed in this work, in which two 
genes are selected randomly and interchange their 
positions. With predefined filter order, the objective 
of the IIR filter design is to determine its coefficients. 
When the GA is considered the filter design tool, the fil-
ter coefficients act as chromosomes that constitute the 
population. The fitness function can be derived from 
comparing the magnitude response given in Eq. (10) 
with the desired magnitude response.

For the low pass filter design issue, the chosen mag-
nitude response is:

(12)

Where:

Hd(ejΩ): The desired magnitude response.

 Ωp, Ωs : The passband and stopband frequencies, re-
spectively.

δp, δs : The passband and stopband allowed ripples, 
respectively.

The error of the magnitude response is defined as fol-
lows:

(13)

The fitness function to be minimized is:

(14)

The digital IIR filter considered in this paper will be a 
fourth-order low – pass filter, which has the following 
system function in cascade form:

(15)

Therefore, the population contains ten individuals; 
these are: [G1  c11  c21  d11  d21  G2  c12  c22  d12  d22 ]. It must 
now be clear that to achieve IIR filter design, the GA is 
utilized to minimizes the fitness function. The minimi-
zation process results in evaluating the best values of 
the individuals. Figure 6 shows the flow chart of the 
GA-based fourth-order low pass IIR filter design.

Fig. 6. GA flow chart

The GA optimization issue was performed using 
(optimtool) in the MATLAB software package. Table 1 
shows the GA parameters setting

Genetic Algorithm Parameters

No. of variables 10

Maximum δp and δs 0.1

Generation 2000

Population size 200

Crossover Function Two Point

Crossover 0.8

Elite Count 10

Mutation Function Gaussian

Selection Function Roulette

Stall Generation 50

Function Tolerance 0.001

From the genetic Algorithm, the resulting iir filter co-
efficients are indicated in Table 2:

Table 1. GA parameters

These filter coefficients have been exported to fda-
tool in Matlab to examine the frequency, phase re-
sponses, and the poles/zeros of the designed filter, as 
shown in Figure 7.
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Table 2. Filter coefficients

First stage Secon stage

Filter 
coefficient value Filter 

coefficient value

G1 2.44×10-4 G2 2.3976×10-4

C11 2 C12 2

C21 1 C22 1

d11 -1.9753 d12 -1.942638

d21 0.97624 d22 0.94359

4.	 Software Implementation:

This section demonstrates the implementation of the 
designed IIR filter based on different implementation 
technologies, as shown in Figure 8. The first one is the 
algorithm implementation of the designed filter based 
on the biquadratic technique. This technique is provid-
ed by the MATLAB software package and implements 
the higher-order IIR filter as a cascade of second-order 
sections. This technique aims to verify the effectiveness 
of the design algorithm, which has been considered. 
The second approach is to employ the HDL- Cosimu-
lation, which accomplishes the interfacing between 
MATLAB and the Modelsim environments. An IIR filter 
based on VHDL code is generated and incorporated in 
Modelsim, then it is called and executes from the MAT-
LAB environment. This technique can be considered as 
a software implementation of the designed filter. This 
technique’s key feature is to employ MATLAB or Simu-
link to stimulate the design and analyze its response 
based on HDL simulation.  System Generator is consid-
ered as the 3rd approach for implementing the designed 
filter. It is mixed with the assistance of a rich verification 
environment provided by Simulink to quickly create a 
production-quality filter implementation compared to 
conventional RTL approaches. The detailed implemen-
tation of the designed filter based on the system gen-
erator approach is shown in Figure 9. Fig.9(a) shows the 
4th order IIR low pass filter block diagram using system 
generator, which consists of a cascaded two stages 2nd 
order sections. The detailed implementation of each 
stage of the designed filter is shown in Fig.9(b). 

(a)

Fig. 7. (a) Frequency & Phase response 
(b) Poles/Zeros

5.	 Simulation results:

For comparison, the simulation process has been 
performed on the proposed three approaches parallel-
ly, as shown in Figure 8. The considered original signal 
is a sine wave of the amplitude of 1 and a frequency of 
500 Hz corrupted by white Gaussian noise of 0.5 vari-
ances, as shown in Figure 10. There is significant con-
vergence in the resulting frequency responses from the 
three methods, as indicated in Figure 11.

Fig. 8. Implementation of designed IIR filter.

(a)

(b)

Fig. 9. System Generator Based fourth-order IIR 
filter: (a) Block diagram (b) implementation of the 

2nd order stage.

(b)
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Fig. 10. Simulation of the filtering process based on 
three approaches

Fig. 11. The frequency response of the IIR

Figure 12 shows the simulation results of the IIR filter 
performed in the Modelsim package. Table III shows the 
design implementation and utilization summary of the 
target FPGA device (7k325tffg900-2) that implements 
the designed IIR filter based on the System Generator.

Fig. 12. simulation of the IIR filter in Modelsim

Site Type Used Fixed Available Util%

Slice LUTs* 896 0 203800 0.44

LUT as Logic 0 0 203800 0.00

LUT as Memory 896 0 64000 1.4

Slice Registers 896 0 407600 0.22

Register as Flip Flop    896 0 407600 0.22

Register as Latch 0 0 407600 0.00

F7 Muxes 0 0 101900 0.00

F8 Muxes 0 0 50950 0.00

Table 3. Utilization Summary.

6.	 Conclusions

In this paper, an Infinite Impulse Response (IIR) low 
pass filter is constructed based on a Genetic Algorithm 
(GA). The implementation of the designed filter has 
been performed using three implementation tech-
niques. The first two techniques were Biquad, and HDL 
simulation represents the software implementation 
techniques. The third implementation technique is the 
System Generator (SG) which facilitates the designed 
filter’s hardware implementation based on Field Pro-
grammable Gate Array (FPGA). Implementation of the 
designed filter in the FPGA target device indicates a 
small size utilization. The frequency response through 
the three mentioned techniques shows that the de-
signed filter behaves as planned. An intense, noisy 
signal was applied to the filter input, and the simula-
tion results showed that the signals were filtered out 
perfectly.
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1.	 INTRODUCTION

Despite the efforts made by the organization to de-
velop and improve investments, employee turnover will 
remain one of the most hazardous challenges facing the 
organization’s return on investments. A lot is spent on 
employees by the organizations in which they work in 
terms of orientation, training, development, and mainte-
nance in their organizations. Therefore, managers should 
at any cost reduce staff turnover [1]. Although there is 
no specific approach for addressing the Employee attri-
tion problem as a whole, a wide variety of variables have 
been found to be effective in describing employee turn-
over. The turnover problem requires more investigating 

and understanding of causes why employees leave their 
working organization. The factors that influence em-
ployee performance, the consequences, and methods 
can be placed in place by managers to reduce employee 
turnover. Organizations must continue to develop tan-
gible products and provide services based on the strate-
gies staff have developed [2].

In any organization, decision-makers should find out 
the significant factors that might lead to employee turn-
over in favor of organization sustainability. To find out 
these factors, managers used different methodologies 
and techniques. Some managers use interviews and an-
other use questionnaire to determine turn over causes. 
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On other hand, some managers use mathematical or 
statistical models to find out why skillful employees may 
leave work. Also, decision-makers use some advanced 
machine learning and classification techniques. The last 
two approaches are preferable for some decision-mak-
ers because they are not biased to human interference. 
In this research, we will propose a classification model 
that helps decision-makers to illustrate the most signifi-
cant factors affecting employee turnover [3].

As the employee turnover problem has not one di-
rect and obvious reason, data mining has been consid-
ered a promising approach for information and knowl-
edge discovery [4]. This discovered knowledge can be 
extracted and accessed through a large amount of data 
using well define mining algorithms [5]. The data min-
ing approach comprises a set of techniques that can 
be used to extract relevant information and interesting 
knowledge from data which might provide a solution 
to any business problem.

Data mining explores and analyses large blocks of 
information to glean significant patterns and trends. 
It can be used in a variety of ways, such as database 
marketing, credit risk management, fraud detection, 
spam Email filtering, or even to discern the sentiment 
or opinion of users. Data mining includes different data 
analysis techniques such as classification, forecasting, 
prediction, and clustering [6], [7].

Classification is a supervised learning technique to 
find hidden patterns using learning by example ap-
proach. 

Clustering is the process of grouping the data us-
ing unsupervised learning techniques such as k-mean, 
nearest neighbour algorithm and other. On other hand, 
classification is supervised learning techniques that 
classify the data element to known labels using differ-
ent algorithms such as decision tree. Despite the min-
ing technique the main aim is to find the most inter-
ested pattern which solve problem [8]. 

This research paper has been divided into parts. The 
second part illustrates a set of previous studies that 
focused on employee turnover reasons prediction us-
ing data mining techniques. The third part discusses 
the proposed model and data pre-processing, experi-
ments, and results that have been achieved. The re-
search summary and conclusions have been presented 
in the last part.

2.	 LITERATURE REVIEW

A lot of Researchers have been tried to find users’ sat-
isfaction reasons in many perspectives such as in [9], 
[10] and [11]. The following section discussed a num-
ber of published articles that illustrate some benefits 
of datamining techniques in the employee turnover 
problems briefly. 

Classification technique has been used to predict 
employee performance rates [12],[13]. Their proposed 

model monitors employee performance, by knowing 
the most influential attributes, and through the appli-
cation of classification algorithms. As a conclusion of 
that research,  they found that job title, type, and rela-
tively little impact. The Age attribute showed no obvi-
ous effect during the social status. In some of the per-
formed experiments, gender attributes showed some 
effect on employee performance prediction. Also, Job 
satisfaction, salary, number of years of experience, and 
previous companies for each of these attributes have 
a degree of predictability of performance. In the end, 
the authors recommended that the model can be used 
to forecast new employee performance and help make 
the necessary decisions when hiring new employees to 
avoid recruiting a poor-performing employee. 

Adaptation is one of the key elements in employee 
satisfaction which has been confirmed in many types 
of research such as in [14].The classification technique 
has been used to predict employee attrition rates. The 
researchers proposed employee attrition models which 
analyzing employee data to reduce the organization’s 
future losses. The focus of their research was to provide a 
friendly graphical user interface to facilitate the work of 
a department of Human resources. They concluded that 
working experience, age, and technical skills, have the 
most significant impact on employee turnover. Different 
methods of data mining have been compared based on 
their precision, calculation time, and Ease of use [15]. 

Automated learning algorithms have been used 
to predict employee turnover factors. The main chal-
lenge in their study was noise-filled data from (Human 
Resource Information System (HRIS) [16]. The authors 
compared the results of their classifier against six other 
classifiers. Their proposed classifier has been achieved 
excellent results in terms of accuracy, time consump-
tion, and memory allocation for predicting attrition. 
The proposed classifier confirmed that it was effective 
in solving the problem of data noise than HRIS than 
other classifiers. In the end, the article concluded that 
human resource management (HRM) has been over-
come this challenge.

Classification methods has been used to estimate the 
turnover of employees and evaluating the number of 
attritions [17]. They took three mining algorithms  Na-
ïve Bayes, J48 (C4.5), and Random Tree, respectively. 
The authors analyzed the Employees attrition rate by 
classifying the data into two labels “Yes” and “No”. the 
“Yes” label clarified the employees who leave the orga-
nization and the” No” label illustrated the employee’s 
continuity in the organization. The research concluded 
that the percentage of employees leaving companies is 
20.70% by Naïve Bayes, 31% by J48, and 100% by Ran-
dom Tree. The retention ratio is 79.3% by Naïve Bayes, 
69% by J48, and 0% by random tree. According to their 
assumption, the Naïve region performs better rather 
than two other algorithms.

As in [18],[19] the researchers proposed a classifica-
tion model to find out the factor affecting employee 
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turnover. A predictive decision tree has been used. 
Their model has been used R language Environment to 
build the model. The proposed model used the c5.0 al-
gorithm, decision tree algorithm, and Rap algorithm to 
determine these factors. This proposed model proofed 
that continuous communications between the em-
ployee and their managers might reduce the turnover 
problem. Table 1 illustrates a summary of related data 
mining algorithms which has been used in this paper’s 
literature review.

RESEARCH DATA MINING 
TECHNIQUE ALGORITHMS

[1] Classification Decision Tree and Naïve Bayes

[2] Classification Naive Bayes, decision trees and SVM.

[3] Classification Neural network

[4] Classification Random tree, naive Bayes, J48.

[5] Classification Random forest, decision tree

Table 1. A summary of the datamining algorithms 
used in the previously related work

3.	 PROPOSED METHODOLOGY 

The proposed framework can be divided into three 
phases input, processing and output, respectively . The 
Specification of the framework is as follows: 

•	 Phase1: Input 

At first, the IT department collects the dataset which 
provides behavioral, demographic and attitudinal to 
help you predict Employee turnover according to HR 
department guidelines. Organization is concerned 
about the number of workers leaving their company 
for their rivals. The data are then put into another level 
which is the preprocessing where data is transformed 
and cleaned in such a way as that enables it to be used.

•	 Phase2: Processing 

In this phase Data Mining algorithms will be tested 
to find out the optimal algorithm for prediction. Using 
these algorithms, the prediction model discovers hid-
den features from the collected datasets. Finally, the 
proposed model performs a comparison between the 
discovered features and determines which one affects 
the process of employee turnover.

•	 Phase3: Output 

The output from the framework can be viewed as the 
way the result can be visualized to the decision- makers 
who are the practitioners in a form of, Reports and al-
lows them to make the right decision at the right time. 
(Fig.1)shows the proposed framework.

Fig. 1. The proposed framework

4.	 Case study

This study aims to create a model for predicting the 
turnover of employees using data mining techniques, 
in pursuit of a strong solution that can help and sup-
port decision-makers in organizations, so that they can 
make the right decisions when necessary, which helps 
to reduce the turnover rate and reduce it. Recognizing 
the turnover before making the necessary precautions 
and decisions to retain employees contributes effec-
tively to increasing the organization’s profit rate.

•	 Data selection and pre-processing

The first step in this model is data selection and 
cleaning.

In this step, we utilize to predict employee attrition 
by using the HR Employee Attrition dataset provided 
by IBM. Table 2 illustrates a brief summary of the da-
taset features. The dataset   contains employee infor-
mation, the factors on which the Employee turnover 
depends upon are:  Behavioral such as:

•	 Years at Company 
•	 Over Time 
•	 Performance Rating 
•	 Years since Last Promotion 
•	 Total Working Years 
Demographics such as:

•	 Age 
•	 Monthly Income 
•	 Distance from Home 
•	 Marital Status 
•	 Education 
•	 Gender
Attitudinal such as:

•	 Environment Satisfaction 
•	 Job Satisfaction 
•	 Work-Life Balance 
•	 Number of Companies Worked 
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Table 2. The dataset features description

Attribute Values

Age 18 To 60

Daily Rate 102 To 1499

Distance from Home 1 To 29

Hourly Rate 30 To 100

Monthly Income 1009 To 19973

Monthly Rate 2044 To 26999

Number of Companies Worked 0 To 9

Percent Salary Hike 11 To 25

Total Working Years 0 To 40

Training Times Last Year 0 To 6

Years at Company 0 To 36

Years in Current Role 0 To 17

Years since Last Promotion 0 To 15

Years with Current Manager 0 To 17

Department H.R, Research &Development, 
Sales, IT

Education 1 To 5

Gender Male , Female

Environment Satisfaction 1To 4

Job Involvement 1 To 4

Job Level 1 To 5

Job Role

Manager, Sales Executive, 
Laboratory Technician, Research 

Director, Human Recourses, 
Healthcare Representative, 

Manufacturing Director.

Job Satisfaction 1 To 4

Marital Status Single, Married, Divorced

Over Time Yes, No

Performance Rating 3, 4

Work Life Balance 1 To 4

Relationship Satisfaction 1 To 4

•	 Classification

It is the task of data analysis, that is, the process of 
finding the model that represents and characterizes 
layers and concepts of the data [6]. Classification is the 
question of defining each class category based on the 
data set of training that includes notes and determines 
class membership.

Classification depends on machine learning, where 
each entity is categorized into one of a predefined set 
of categories or groups within a collection of data The 
system is built in such a way that data classification data 
elements into groups. The classification, for example, can 
be extended to records of workers who have left the firm, 
In this case, the employee records are divided into two 
categories called “leave” and “the rest,” and then the Data 

Fig. 2. The classification algorithms accuracy 
summary

Mining techniques will identify the employees into those 
two predefined classes. Various algorithms were used to 
test the data. The Generalized Linear Model, Deep learn-
ing, Logistic Regression, logistic slope, and support vec-
tor machine. In this research, the test was carried out by 
applying a set of classification algorithms such as logis-
tic regression, random forest, Fast Large Margin, Gradi-
ent Boosted Trees. These algorithms were implemented 
through data mining software (Rapid Miner).

•	 Prediction

Prediction or expectation of Data Mining techniques 
that expose the relationship between independent 
and non-independent variables; In other words, if we 
want to use sales forecasting approaches to estimate 
future earnings, if we find revenue to be an indepen-
dent variable, then that may be a dependent variable. 
Prediction is similar to classification, except that we are 
trying to predict the value of a numerical variable (e.g., 
amount of purchase) rather than a class (e.g. Purchaser 
or no purchaser). Of course, in classification, we seek to 
forecast a class, but the term prediction refers to fore-
cast the value of a continuous variable [7]. 

5.	 RESULTS

In this part, we have used classification algorithms 
to know the most suitable algorithms in the process of 
predicting employee turnover, and the most influential 
algorithms have been monitored that have achieved 
the highest percentage of accuracy such as:

Generalized Linear Model Achieved accuracy by 
87.9%, Deep learning Achieved accuracy by 86.2%, Lo-
gistic Regression Achieved accuracy by 85.5%, Naive 
Bayes Achieved accuracy by 85.2%, Gradient Boost-
ed Trees Achieved accuracy by 85%, Random Forest 
Achieved accuracy by 83.1%, Support Vector Machine 
Achieved accuracy by 83.1%%, Fast Large Margin 
Achieved accuracy by 83.1%. The results have been 
summarized in figure 2 for all the algorithms used and 
from the application and the results are summarized. 
The most appropriate classification algorithms have 
been known in the prediction process.
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•	 Detailed Accuracy

The accuracy of the details for each algorithm in-
cludes precision and Recall and F-measure. Table 3 
shows the Detailed Accuracy.

Table 3. Classification algorithms accuracy, 
precision, recall and F-Measure

Algorithm Accuracy Precision Recall F-Measure

Generalized 
Linear Model 87.9% 88.4% 98.3% 93.1%

Deep learning 86.2% 85.9% 99.7% 92.3%

Logistic 
Regression 85.5% 85.6% 99.5% 92.0%

Naive Bayes 85.2% 85.1% 99.7% 91.8%

Gradient 
Boosted Trees 85% 84.9% 99.7% 91.7%

Support Vector 
Machine 83.1% 83.1 100% 90.8%

Fast Large 
Margin 83.1% 83.1 100% 90.8%

Random Forest 83.1% 83.1 100% 90.8%

Decision Tree 83.1% 83.4% 99.4% 90.7%

•	 Important factors by weights

This section contains the most important factors 
affecting the employee turnover process for each al-
gorithm by weight. They are in the order of age, Over 
Time, Monthly Income, Total Working years, Years At a 
company as shown in Table 4, Training Time last year, 
Department, Job Satisfaction, Job involvement, Envi-
ronment Satisfaction as shown in Table 5 and Stock Op-
tion Level, Hourly Rate, Daily Rate, Job Role, Job Level 
as shown in Table 6. 
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Generalized 
Linear Model 0.152 0.619 0.073 0.038 0.003

Deep learning 0.078 0.480 0.058 0.079 0.020

Logistic 
Regression 0.136 0.287 0.027 0.120 0.024

Naive Bayes 0.199 0.371 0.232 0.217 0.165

Gradient 
Boosted Trees 0.077 0.515 0.247 0.042 0.025

Support Vector 
Machine 0.014 0.015 0.011 0.013 0.012

Fast Large 
Margin 0.091 0.001 0.777 0.090 0.157

Table 4. Significant features with weights

•	 Age

As shown in table 4 the age is one of the most im-
portant factors affecting employee turnover, where the 
average age of employees is 37 years as shown in the 
figure., and the higher the employee’s age than this 
average, the less likely the employee will leave work. 
(Fig.3) illustrates the significant employee age for em-
ployee turnover.

Fig. 3. the significant age for employee turnover

•	 Overtime

The more overtime is calculated and added to the 
employee, the less likely the employee will be left to 
work. The overtime description is shown in the (Fig.4).

Fig. 4. Overtime impacts in the employee turnover

•	 Monthly Income

One of the most important factors affecting employ-
ee turnover is the monthly income of an employee. The 
higher the employee’s monthly income, the more likely 
he will be left to work. Describe the monthly income as 
shown in the (Fig.5).

Random Forest 0.150 0.085 0.288 0.039 0.145

Decision Tree 0.094 0.018 0.067 0.011 0.021
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•	 Years at a company 

The years in a company are one of the most impor-
tant factors that affect employee turnover. The average 
number of years in a company is about 7 years, and the 
longer the number of years exceeds the expected, the 
less likely the employee will leave the organization and 
the description of work years as shown in (Fig.7). 

Fig. 6. working years significant value in employee 
turning over

Fig.7. the significant working years at the same 
company value

Table 5. Significant features with weights

Algorithm

Attribute

Weights

Tr
ai

ni
ng

 T
im

e 
la

st
 y

ea
r

D
ep

ar
tm

en
t

Jo
b 

Sa
ti

sf
ac

ti
on

Jo
b 

in
vo

lv
em

en
t

En
vi

ro
nm

en
t 

Sa
ti

sf
ac

ti
on

Generalized 
Linear Model 0.161 0.105 0.135 0.101 0.146

Deep learning 0.104 0.070 0.139 0.040 0.083

Logistic 
Regression 0.073 0.010 0.145 0.007 0.029

Naive Bayes 0.051 0.056 0.030 0.038 0.013

Gradient 
Boosted Trees 0.053 0.036 0.033 0.043 0.061

Support Vector 
Machine 0.010 0.013 0.009 0.015 0.008

Fast Large 
Margin 0.011 0.026 0.122 0.119 0.004

Random Forest 0.036 0.025 0.034 0.054 0.014

Decision Tree 0.068 0.040 0.013 0.015 0.013

•	 Training time last year

Continuous employee training increases his skills 
and efficiency, and therefore, the higher the employ-
ee’s training, the less likely they are to leave the job. De-
scribe the training times as shown (Fig.8).

Fig.8. the significant training time last year value

•	 Departments

Regarding the departments, the Research and De-
velopment Department has the largest number of em-
ployees, as shown in the (Fig.9).

Fig. 5. Monthly Income description

•	 Total Working year

Working years is one of the most important factors af-
fecting employee turnover. The more years an employee 
has worked in the organization, the less likely he will 
leave. Description of working years as shown in (Fig.6).
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Fig.9. Departments Description

•	 Job Satisfaction

Undoubtedly, job satisfaction is one of the most im-
portant factors for employees and its job performance. 
The higher the job satisfaction rate for an employee, the 
more related to the institution and not leaving it to work. 
The job Satisfaction description is shown in the (Fig.10).

Fig.10. Job Satisfaction significant turnover value

•	 Job involvement

Job involvement is one of the most important fac-
tors that affect employee turnover, so the higher the 
employee’s job participation rate, the less likely he will 
leave the job. Job involvement description as shown in 
the (Fig.11).

Fig.11. Job involvement significant  employee 
turnover value

•	 Environment Satisfaction

The higher the degree of satisfaction with the work 
environment in terms of capabilities and workplace, 
the more employee is attached to the organization and 
a difficult legacy of work. Add satisfaction to the envi-
ronment shown in (Fig.12).
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Table 6. Significant features with weights
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Generalized 
Linear Model 0.169 0.117 0.058 0.045 0.074

Deep learning 0.104 0.077 0.043 0.050 0.059

Logistic 
Regression 0.087 0.051 0.002 0.069 0.022

Naive Bayes 0.119 0.053 0.034 0.069 0.102

Gradient 
Boosted Trees 0.123 0.052 0.009 0.059 0.055

Support Vector 
Machine 0.013 0.010 0.012 0.012 0.015

Fast Large 
Margin 0.004 0.180 0.001 0.002 0.011

Random Forest 0.057 0.035 0.102 0.039 0.040

Decision Tree 0.032 0.070 0.056 0.025 0.019

Fig.12. Environmental Satisfaction histogram
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•	 Hourly Rate

The Hourly rate contains values 30 to 100, on average 
65.5. As shown in (Fig.14).

Fig.14. Hourly Rate histogram

•	 Daily Rate

The Daily rate contains values 102 to 1499, on aver-
age 799. As shown in (Fig.15).

Fig.15. daily rate histogram 

•	 Job Role

Job roles contain a range of roles such as Sales Direc-
tor, Laboratory Technician Research Director (Fig.16) il-
lustrates a description of the job roles.

Fig.16. Job role histogram 

•	 Job Level

The job level contains values 1 to 5, on average 2.09.
As shown in the (Fig.17).The higher the employee’s ca-
reer level, the less likely the employee is to leave work.

Fig.17. Job level histogram 

6.	 CONCLUSION

This paper proposes a case study for predicting em-
ployee turnover features using data mining techniques 
that have effectively contributed to the accuracy of 
expected employee turnover. The proposed model 
performs classification using some of the well-known 
benchmark algorithms such as support vector ma-
chine, decision tree, linear regression, random forest, 
and deep learning with an average accuracy rate of 
88%. Also, the model defines the most important fac-
tors affecting employee turnover according to its sig-
nificant weights. Demographic features such as Age, 
Monthly Income and behavioral features such as Over 
Time, Years at Company, Total Working Years and atti-
tudinal factors such as Environment Satisfaction, Job 
Satisfaction have been found as the most significant 
factors affecting employee turnover.

International Journal of Electrical and Computer Engineering Systems

Fig.13. Stock option level significant value for 
employee turnover

•	 Stock Option Level

The stock option level contains values 1 to 3, on aver-
age 0.755.As shown in the (Fig.13).
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