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Optimization of Distributed Generation in 
Radial Distribution Network for Active Power 
Loss Minimization using Jellyfish Search 
Optimizer Algorithm
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Original Scientific Paper

Abstract – The inclusion of distributed generation (DG) units in the distribution network (DN) effectively cuts down the power 
losses (PL) and strengthens the voltage profile (VP). This paper examines the effect of allocating different distributed generation (DG) 
in radial distribution networks (RDN) through an implementation of an optimization technique using a recently introduced bio-
inspired algorithm known as a jellyfish search optimizer (JSO). Unlike the other optimization algorithms, the JSO algorithm evades 
the local optimal trap and reaches the optimal solution in less time. The DG position(s) and size(s) are optimized for active power 
loss (APL) minimization with respect to several constraints. The effectiveness and robustness of the proposed optimization technique 
using JSO algorithm is investigated on a balanced IEEE RDNs with 33, 69 and 118-buses. The simulation outcomes are obtained for 
different types (type I, II and III) of DG placement. Additionally, a comprehensive comparative study has been performed for the JSO 
and other algorithms. The comparison exemplifies that the proposed JSO optimization approach produces a better optimal solution 
with steady convergence than other techniques reported in the literature. Also, the simulation findings show the potentiality of JSO 
optimization method for solving complex optimization problems. 

Keywords: Distributed Generation, Radial Distribution Network, Jellyfish Search Optimizer, Active Power Losses

1.  INTRODUCTION

The electrical power system generates electricity and 
transfers it to consumers through conductors via trans-
mission and distribution systems. The transmission 

system (TS) carries the electricity from the generating 
plant to the distribution system (DS) using high-ten-
sion conductors. Then, from ‘DS’ the power is delivered 
to consumers through low-tension conductors via dis-
tribution power networks (DPN). In the process of pow-
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er transfer, a portion of energy is lost as power losses 
in transmission and distribution systems. Literature re-
ports [1] that about 70% of power losses (PL) occur in 
DS and the remaining 30% in TS. The PL in DS is more 
than TS because of its radial structural design, a higher 
line R/X ratio and a greater number of load buses [2]. 
However, an efficient, secure and reliable DPN should 
account a less PL and voltage drop.        

In recent times, a unique power generation technolo-
gy known as distributed generation (DG) is introduced 
in DS to achieve numerous technical, economic and 
ecological benefits including PL minimization (both ac-
tive and reactive losses), voltage profile (VP) improve-
ment, stability enhancement, operating cost reduction 
and greenhouse gas emission minimization. DG injects 
electrical power at/near load points [3]. However, the 
utility gets benefit through DG placement only when 
its location and size are optimized in DPN. Numerous 
optimization techniques implemented by researchers 
over the years to assimilate DG unit(s) optimally into 
DPN.  A few of them are outlined below. 

An analytical methodology [4, 5] and iterative meth-
odology [6] proposed to minimize PL in DPN.  A modi-
fied aquila optimizer (MAO) technique introduced [7] 
to reduce the APL and to improve the VP of radial distri-
bution network (RDN) for different types of renewable 
DG placement. The proposed technique was tested on 
IEEE 33-bus RDN. The authors [8] implemented an opti-
mization approach using an improved wild horse opti-
mization (IWHO) algorithm to optimize DG units in IEEE 
RDNs 33, 69 and 119-buses for the APL minimization. A 
novel hybrid optimization approach proposed [9] com-
bining simulated annealing (SA) and particle swarm 
optimization (PSO) algorithms to optimize DG posi-
tion and size into RDN for the APL minimization. The 
simulation study was executed for IEEE 33-bus RDN. 
The authors [10] applied a rider optimization algorithm 
(ROA) for locating the optimal site and computing opti-
mal size for the different renewable energy sources (PV, 
WT and biomass) in RDN. The proposed ROA approach 
optimized the DG for minimizing total APL. A novel DG 
optimization technique proposed [11] using shark op-
timization algorithm (SOA) to minimize the PL, to en-
rich the voltage profile and voltage stability of RDN. A 
hybrid technique based on LSF and SA proposed [12] 
to optimize PV and WT in IEEE 33 and 69-bus RDNs for 
APL minimization and voltage enhancement. The au-
thors [13] have implemented an improved version of 
symbiotic organisms search (SOS) algorithm known 
as the quasi-oppositional chaotic SOS algorithm to 
optimally incorporate DGs with different power fac-
tor (p.f ) into IEEE 33, 69 and 118-buses for the benefit 
of PL reduction, VP improvement and voltage stability 
enhancement. An optimization approach using chaotic 
sine cosine algorithm (CSCA) proposed [14] to optimize 
multi-DG units into IEEE 33 and 69-bus RDN for solving 
a single and multiple objectives DG allocation problem. 
A harris hawks optimization (HHO) algorithm applied 

[15] to solve single and multi-DG placement problems 
in RDN. The DGs with different p.f optimized into 33 
and 69-buses RDN to reduce PL, enrich VP and improve 
stability. A new hybrid approach proposed [16] using 
improved GWO and PSO to optimize DG location and 
size in RDN to achieve PL reduction, VP enrichment 
and voltage stability enhancement. The proposed ap-
proach adopted a dimension learning hunting method 
to optimize the DG. Genetic algorithm (GA) and PSO 
algorithm were proposed [17] to optimally assimilate 
single and multiple (two) PV and WT DGs into 33-bus 
RDN. GWO algorithm based DG planning executed 
[18] for RDN to cut down the PL. The proposed ap-
proach optimized the different DGs into IEEE standard 
test systems with 16, 30, 57 and 118-buses. Water cy-
cle algorithm (WCA) based optimization technique 
implemented [19] to optimize multi-DGs (FC, PV and 
WT) into RDN for minimization of total APL, operating 
cost and greenhouse gas discharge. The authors [20] 
proposed an integrated technique using LSF and sine 
cosine algorithm (SCA) to optimize PV and WT for the 
objectives of PL reduction and VP improvement. The 
proposed method executed on unbalanced IEEE RDN 
with 33 and 69-buses.

Above-mentioned techniques have been imple-
mented for solving DG placement problems in RDN 
and provided reasonable solutions. However, litera-
ture [4-6] reported that the analytical techniques suffer 
from inadequate solutions and convergence problems. 
Likewise, most of the optimization algorithms offer a 
chance for premature convergence and produce local 
optimal solutions. In recent times, many novel algo-
rithms are introduced to solve various complex optimi-
zation problems. One such algorithm is known as Jel-
lyfish Search Optimizer (JSO) [21]. The JSO is a swarm-
based algorithm that simulates the food-searching 
manners of jellyfish to produce optimal solutions for 
a given problem. The JSO has the ability to converge 
faster than the other algorithms using its stronger 
searching technique. Also, the JSO requires only few 
parameter initializations and exhibits better balance 
between exploration and exploitation. Furthermore, 
the JSO performance has been tested with numerous 
benchmark functions and has provided a near optimal 
solution at rapid convergence [21]. The contribution of 
the proposed research work is summarized below.

•	 Propose a new optimization technique using JSO 
algorithm to optimize the different DG (type I, II 
and III) units in RDN for APL reduction.

•	 Apply the proposed JSO algorithm to identify the 
optimal site (s) and size(s) for different DG types to 
minimize total APL of RDN. 

•	 Investigate the robustness of the proposed meth-
odology for small (33-bus), medium (69-bus) and 
large (118-bus) RDN. And, validate the JSO opti-
mized research findings through a comprehensive 
comparison. 
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The remaining portion of the manuscript is struc-
tured with different sections as follows: Section 2 pres-
ents the objective function framework and necessary 
constraints. Section 3 details the concept and math-
ematical modelling of the JSO algorithm. Section 4 
presents the simulation findings for the IEEE 33-bus, 
69-bus and 118-bus RDN for different DG placement 
and Section 5 highlights the simulation outcome of the 
JSO technique as a conclusion.  

2. PROBLEM FORMATION 

The optimal site(s) and size(s) for the DG unit(s) are 
optimized for an objective of minimizing the total APL 
of RDN. The total active power loss (APLT) in a RDN rep-
resented in Fig. 1 is calculated using Eq. 1. 

Fig. 1. Radial distribution network

(1)

Where, R corresponds to distribution line resistance; 
PL & QL refer active and reactive power demand, respec-
tively, m and n are buses and V is a voltage of buses.

The fitness function or objective function for APL 
minimization is expressed as given in Eq. 2.

(2)

2.1. CONSTRAINTS

The DG sizes are optimized to minimize the APLT ac-
cording to several operating parameter constraints of 
RDN including voltage magnitude, feeder current and 
power flow.

Bus voltage constraint:

(3)

Thermal constraint:

(4)

DG active power (PDG) injection constraint:

(5)

DG reactive power (QDG) injection constraint:

(6)

Power balance constraint:

(7)

(8)

Where, ‘I’ is the magnitude of branch current; PDG, PDG-
min and PDG

max are the optimal, minimum and maximum 
real power capacity of DG unit, respectively; QDG, QDG

min 
and QDG

max are the optimal, minimum and maximum re-
active power capacity of DG unit, respectively; n and N 
refer to a total number of buses and branches in RDN, 
respectively.

The power flow (PF) analysis in DPN is important for 
assessing the various parameters including power losses 
and bus voltages. The power flow methods suitable for 
transmission power networks such as Gauss-Seidel and 
Newton Raphson algorithms have become inappropri-
ate for RDPN due to its unique radial structure and high-
er line R/X value. Hence, for an accurate and optimal 
power flow solution, RDPN implements PF study using 
the backward/forward sweep (BFS) algorithm [9]. In this 
study, BFS algorithm is executed for PF study.

3. SOLUTION METHODOLOGY: JELLYFISH 
SEARCH OPTIMIZER ALGORITHM

Jellyfish search optimizer (JSO) [21] is a recent algorithm 
inducted into the group of metaheuristic algorithms for 
solving an optimization problem. JSO is a swarm-based 
algorithm and it makes use of the food searching process 
of jellyfish. The jellyfish search food (fish eggs, larvae, etc.,) 
stochastically in the ocean. The jellyfish follow two types 
of search movement: (i) Ocean current (OC) and (ii) Jelly-
fish swarm [21]. The JSO incorporate two phases of search 
technique such as diversification and intensification. It 
also has a time control mechanism to switch between 
these two search phases. The mathematical modelling of 
different phases of the JSO algorithm is discussed in the 
subsequent subsections. 

3.1. POPULATION INITIALIZATION

The JSO adopt a unique approach called chaotic map 
[21] to initialize the population size rather than a typical 
random process. This effectively eliminates the probabili-
ty of local optima stagnation and premature convergence 
as in the case of random process initialization. Equation 10 
expressed the population initialization in JSO.

(10)

Where, X refers to the logistic chaotic value of jellyfish, 
X0∈("0,1") X0∈{"0,0.25,0.75,0.5,1.0" } and η is a constant.

3.2. FOLLOwING OCEAN CURRENT

The OC has rich quantities of nutrients and the jel-
lyfish follows OC to search food. The aggregation of 
all the vectors from populated jellyfish to best (cur-
rent) jellyfish is used to determine the direction of OC 
(trend). Equation 11 simulates the OC direction [21].  
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(11)

Where, X* points to the best position of jellyfish (cur-
rent best); β and μ refer to distribution coefficient con-
cerning to the length of (trend) and mean position of 
all jellyfish, respectively. Typically, β value is more than 
zero. Consequently, the position of each jellyfish is up-
dated using Eq. 12 and Eq. 13.

(12)

(13)

3.3. JELLYFISH SwARM

The jellyfish move around the swarm in two motions 
[21]: passive and active. The passive and active move-
ments of the jellyfish are termed as type A and type B 
motions, respectively. During the early stages of the 
swarm formation, the majority of jellyfish follow the 
type ‘A’ motion and after a period of time they tend to 
follow the type ‘B’ motion. The type ‘A’ motion refers 
to the movement of jellyfish around its own position. 
The updated position of jellyfish after type ‘A’ motion is 
given by Eq. (14). 

(14)

Where, Lb and Ub correspond to the lower and upper 
search space limit, respectively; γ is a motion coeffi-
cient and depends upon the length of motion around 
individual jellyfish.

The direction of jellyfish movement in type ‘B’ mo-
tion is determined by considering a jellyfish (j) beside 
the one selected in the random process and a vector 
from ith jellyfish to jth jellyfish. The jellyfish (i) will move 
towards the direction of jellyfish (j) when the quantity 
of food available in jellyfish (j) is more than the posi-
tion of jellyfish (i). However, the jellyfish (i) moves away 
from jellyfish (j) if food availability at the position of jel-
lyfish (j) is lower than jellyfish (i). Likewise, all jellyfish 
move around the swarm to locate a better position for 
finding food. The mathematical representation for jel-
lyfish motion and its position updation is given in Eq. 
15, Eq.16 and Eq.17. 

(15)

(16)

Hence

(17)

Where, f is an objective function of location X.

3.4. TIME CONTROL MECHANISM

The jellyfish forms a swarm and search food in the 
ocean current (OC). The OC changes, whenever the 
temperature or the wind direction changes. Under this 

circumstance, the jellyfish creates one more swarm 
and moves toward another OC. This motion of jellyfish 
within the swarms can be categorized into a type ‘A’ 
and type ‘B’ motion where a jellyfish typically moves or 
switches position. A jellyfish follows type ‘A’ motion es-
pecially at the beginning of the hunt and after a while, 
it gets favor from type ‘B’ motion. In order to simulate 
this switchover mechanism, a time control technique 
is introduced in the JSO algorithm. A time control func-
tion (TCF), c (t) and a constant, c0 are introduced to 
regulate the movement of a jellyfish between OC and 
swarm. The TCF is a random number between 0 and 1 
which fluctuates over time. The mathematical illustra-
tion of TCF is given in Eq.18. The jellyfish move towards 
C when the TCF value is more than c0. But, a jellyfish 
move within the swarm if TCF is less than c0. The value 
of c0 is unknown and it will vary randomly between 0 
and 1. However, the c0 value is taken as 0.5, taking the 
average values of 0 and 1.  

(18)

Where, t and Itermax correspond to iteration time and 
a maximum number of iterations, respectively. The ex-
pression (1- c (t)) represents the motion of jellyfish in-
side a swarm. The jellyfish follows type ‘A’ motion when 
rand (0, 1) exceeds (1- c (t)), if not then the jellyfish fol-
lows type ‘B’ motion. Initially, the probability of rand (0, 
1) > (1- c (t)) is higher than later. Hence, jellyfish prefer 
type ‘A’ motion at the beginning of the search and then 
switch over to type ‘B’ motion after a while. 

3.5. BOUNDARY CONDITIONS

The movement of jellyfish inside an ocean is a ran-
dom process and its position should be normalized 
whenever it violates the boundary condition for better 
performance. Equation 19 illustrates the random pro-
cess and boundary condition. 

(19)

Where, Xi,d and Xi,d' denote ith jellyfish's actual posi-
tion and updated position after boundary normaliza-
tion, respectively. Lb,d and Ub,d are the lower and upper 
boundary conditions of the search area, respectively. 
Fig. 2 illustrates the flowchart of the JSO algorithm. 

4. TEST RESULTS AND DISCUSSION

This section presents the simulation findings of JSO 
algorithm optimized DG units for IEEE standard 33-bus, 
69-bus and 119-bus RDNs. The necessary codes of pro-
gramming are executed in MATLAB software version 
2020b. The simulation study was executed 30 times for 
100 iterations. The control parameter and the neces-
sary constraints for the JSO algorithm is presented in 
Table 1. 
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Fig. 2. Flowchart of JSO algorithm

Table 1. Control parameter and constraints

Variable Values

No. of populations 30

No. of iterations 100

Base MVA 100

Bus voltage constraint 0.95 p.u<Vi<1.05 p.u

DG capacity limit

33-bus RDN - 400<PDG<3000 
250<QDG<1830

69-bus RDN - 400<PDG<3100 
300<QDG<2100

118-bus RDN - 2400<PDG<18000 
1750<QDG<13250

The simulation study is executed considering the fol-
lowing assumptions.

•	 The RDN power demand is constant and balanced.

•	 The environmental climate irregularity for DG mod-
elling is ignored.

•	 The PF results of RDN without DG accommodation 
are referred as base case results.

The proposed simulation study has been executed to 
optimize the location and size for type I (photovoltaic), 
II (capacitors) and III (synchronous generator) DG to 
minimize total APL of RDN.
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The following subsections present the simulation 
findings of different RDNs with and without DG accom-
modation.

4.3 SIMULATION OUTCOME wITH NO DG 
 PLACEMENT

The simulation outcome for different IEEE RDNs with 
no DG placement is presented in Table 2. The PF execu-
tion using BFS algorithm for 33-bus, 69-bus and 118-
bus RDNs without DG results in 210.98 kW, 225 kW and 
1296.3 kW total APL, respectively. Noticeably, 21 out 
of 33-bus, 9 out of 69-bus and 45 out of 118-bus RDNs 
violates the minimum bus voltage (Vmin) constraint and 
register Vmin 0.9038 p.u, 0.9092 p.u and 0.8688 p.u, re-
spectively.

Table 2. Simulation outcome: Without DG 
accommodation

Outcome IEEE 33-bus 
RDN

IEEE 69-bus 
RDN

IEEE 118-bus 
RDN

Active power 
demand in Mw 3.72 3.8 22.71 

Reactive power 
demand in MVAr 2.3 2.69 17.04

Total APL in kw 210.98 225 1296.3 

Vmin in p.u. 0.9038 0.9092 0.8688

4.3 SIMULATION OUTCOME wITH DG 
 PLACEMENT

The simulation findings for different RDNs with DG 
units are presented in Table 3. 

Outcome
IEEE 33-bus RDN IEEE 69-bus RDN IEEE 118-bus RDN

DG Type DG Type DG Type
I (kw) II (kVAr) III (kVA) I (kw) II (kVAr) III (kVA) I (kw) II (kVAr) III (kVA)

Location 30 30 30 61 61 61 61,17,65,12,13 61,17,65,12,13 61,17,65,12,13

Size 2133.67 1647.12 2689.43 1798.65 1328.25 1957.54
2660.1,1796.5, 
2353.2,1636.7, 

1786.9

1850.1,1923.5, 
2003.2,1696.7, 

2326.9

2650.1,1995.5, 
2103.2,1896.7, 

2006.9

Total APL in 
kw 101.8 146.1 60.46 71.24 133.24 20.38 456.78 678.23 187.46

Vmin in p.u. 0.9522 0.9512 0.965 0.9776 0.9855 0.9845 0.9785 0.9932 0.9894

Table 3. Simulation outcome: With DG accommodation

4.3.1. IEEE 33-bus RDN:

Graphical illustrations for APL and VP of IEEE 33-bus 
RDN before and after DG deployment are presented in 
Fig. 3 and Fig.4, respectively. The optimal allocation of 
DGs results in significant power loss reduction. The to-
tal APL of the test network has reduced to 101.8 kW, 
146.1 kW and 60.46 kW respectively for type I, II and III 
optimized DG allocation. Also, the Vmin of the 33-bus 
RDN enhanced to 0.9522p.u, 0.9512p.u and 0.965p.u 
after the addition of type I, II and III DG, respectively 
and no buses of the power network fall below 0.95p.u. 

Fig. 3. APL of IEEE 33-bus RDS prior and after DG 
allocation

Moreover, JSO optimized DG placement converges 
to optimal result taking 7, 9 and 12 iterations and con-
suming 12, 14 and 17 seconds of CPU time for type I, II 
and III DG respectively. Fig. 5 shows the convergence 
characteristic of JSO algorithm for 33-bus RDN.  

Fig. 4. VP of IEEE 33-bus RDS prior and after DG 
allocation

Fig. 5. Convergence curve of JSO algorithm for 33 
bus RDS



221Volume 15, Number 3, 2024

4.3.2. IEEE 69-bus RDN:

PF execution for the 69-bus RDN with optimal type 
I, II and III DG placement results in a total APL of 71.24 
kW, 133.24 kW and 20.38 kW, respectively. Furthermore, 
the Vmin of the test network increased to 0.9776p.u, 
0.9855p.u and 0.9845p.u for type I, II and III DG respec-
tively. Figs. 6 and 7 illustrate the APL and VP of 69-bus 
RDN prior and after DG allocation, respectively. 

Fig. 6. APL of IEEE 69-bus RDS prior and after DG 
allocation

Fig. 7. VP of IEEE 69-bus RDS prior and after DG 
allocation

Fig. 8. Convergence curve of JSO algorithm for 69-
bus RDS

The JSO converges to optimal result taking 11, 17 
and 20 iterations and consumes 15, 25 and 31 seconds 
of CPU time respectively for type I, II and III optimized 
DG placement. The convergence characteristic of the 
JSO algorithm for 69-bus RDN is shown in Fig. 8.

4.3.3. IEEE 118-bus RDN:

The robustness of the JSO algorithm is examined by ex-
tending the simulation study to a large and complex 118-
bus RDN. The number DGs for optimization are increased 
to five considering a large RDN. Table 3 presents optimal 
locations and the corresponding sizes of multi-DG for IEEE 
118-bus RDN. The PF execution of a test network after mul-
tiple type I, II and III DG allocation minimized the total APL 
to 456.78 kW, 678.23 kW and 187.46 kW, respectively. The 
DG allocation also enriched the Vmin of the test network 
significantly to 0.9785p.u for type I, 0.9932p.u for type II 
and 0.9894p.u for type III. The VP of 118-bus RDN prior and 
after the allocation of multiple DGs is presented in Fig. 9. 

Fig. 9. VP of IEEE 118-bus RDS prior and after DG 
allocation

The proposed optimization technique converges to opti-
mal solution taking 37, 36 and 41 iterations and consumes 
52, 49 and 63 seconds of CPU time respectively for mul-
tiples of type I, II and III DG placement. Fig. 10 shows the 
convergence curve of the JSO algorithm for 118-bus RDN.

Fig. 10. Convergence curve of JSO algorithm for 
118-bus RDS
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The simulation findings presented in Table 3 also 
highlight that Type III DG deployment results more 
power loss reduction than type I and II DGs by injecting 
both active (P) and reactive (Q) powers into RDN.

4.4. COMPARATIVE ANALYSIS 

In order to showcase the supremacy of the JSO al-
gorithm, the simulation findings of the JSO algorithm 
are compared with the other algorithms cited in the 

literature. Table 4 presents the comparative results for 
type I and type III DG placement in 33-bus RDN. A com-
parison has revealed that the proposed JSO algorithm 
outclassed other optimization algorithms (SOA [11], 
ROA [10], SCA [20], HHO [15], LSF-SA [12] and WHO [8]) 
delivering a higher percentage of APL reduction at re-
duced DG capacity. Furthermore, JSO algorithm seam-
lessly converges to the best solution without trapping 
in local optima solution and tool less no. of iteration for 
convergence. 

Table 4. Comparison result: IEEE 33-bus RDN with type I and III DG

Parameter
Type I DG Type III DG

SOA [11] ROA [10] SCA [20] Proposed SOA [11] ROA [10] HHO [15] LSF-SA [12] wHO [8] Proposed
Location 6 6 6 30 6 6 26 6 6 30

Size 2600 2590.2 2590.1 2133.67 2550 3144.6 2952.95 3098.2 3081.7 2689.43

Total APL in kW 102.8 111.02 111.02 101.8 65.1426 67.83 69.443 67.8118 61.3147 60.46

No. of iterations NR NR NR 7 NR 17 28 28 15 12

CPU time (sec) NR NR NR 12 NR NR NR NR NR 17

5. CONCLUSION

In this work, a novel optimization technique has been 
introduced using a jellyfish search optimizer (JSO) al-
gorithm to optimize DG into RDN to minimize total 
APL. The optimal site and size for different DG (type I, 
II and III) were optimized using the JSO algorithm.  The 
simulation study has been implemented on IEEE 33, 
69 and 118-bus RDNs for different DG allocation. JSO 
optimized type I, II and III DG allocation in IEEE 33-bus 
RDN result 51.74%, 30.75% and 71.34% of total APL, 
respectively. For IEEE 69-bus RDN, type I, II and III DG 
placement reduced the total APL by 68.33%, 40.78% 
and 90.94%, respectively. Likewise, for multiple alloca-
tion of type I, II and III DGs in 118-bus RDN cut down 
the APL by 64.76%, 47.67% and 85.53%, respectively. 
In addition, the optimized solution enhanced the volt-
age profile of the RDNs significantly above the speci-
fied level (0.95p.u). The simulation finding of JSO for 
optimized DG allocation emphasizes its ability to find 
better solutions for complex optimization problems.
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Systems Based on Remote Monitoring with IoT
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Abstract – The increase in energy demand, as well as the need to protect the environment, has led to the promotion of new 
forms of generation, including photovoltaic energy. In this scenario, new challenges arise in the field of real-time monitoring of 
the characteristic variables of this type of system to determine correct operation. This paper presents the methodology of remote 
monitoring to detect faults in real-time in a photovoltaic system, taking advantage of the variables values that can be obtained 
from it, and estimating an operating state based on the behavior of these variables. The study used IoT technology for remote data 
acquisition, and by analyzing them, an estimate of the panel's operating status was made in real time by comparing the values of the 
variables registered. The study resulted in a real-time remote monitoring system that allows the estimation of the state of operation 
of a photovoltaic system and the classification of different types of failures that could occur in it. The study concludes that complex 
monitoring systems can be configured in real-time by technology based on IoT and with an adequate treatment of these variables, it 
is possible to estimate the photovoltaic systems' state of operation and identify electrical failures in them.

Keywords: Photovoltaic System, Faults, IoT, Electrical Variables

1.  INTRODUCTION

The increase in demand for energy has caused the 
photovoltaic energy market to strengthen in recent 
years, in addition to this, a lot of research has been 
carried out to increase the efficiency of photovoltaic 
panels and batteries, thereby reducing the costs of the 
components of these systems, making the implemen-
tation of these generation systems increase their profit-
able. [1]. With this growth in photovoltaic generation, 
new challenges are presented for network operators 
and users who implement these systems, both for self-
consumption and for distributed generation. These 
new challenges are not only related to the installations 
and the implications that this would present both to the 
external and internal networks but also to the possible 
failures that these systems would have in implementa-
tion for continuous use, affecting the security and reli-
ability of the network. In this context, new monitoring 
techniques are necessary to visualize in some way the 
photovoltaic systems components state. [2].

In [3-5] a classification of all possible faults that could 
occur in a photovoltaic system is made, among which 
are those related to line-to-ground contacts, line-to-
line contacts, faults due to short circuits, short circuits, 
etc. internal faults, open circuit faults, arc flash faults, 
hot spot faults, shading/partial shading faults, bypass 
diode faults, and degradation faults. Also, four basic 
principles of fault detection, model-based detection 
(MBD), real-time detection (RTD), output signal analy-
sis (OSA), and a machine learning technique (MLT) are 
analyzed. Additionally, mathematical formulations of 
each failure are detailed, which may be useful for pos-
sible analysis of their detection with other types of 
techniques [3, 4]. In [5] a classification of faults is made 
according to their location in the photovoltaic system, 
these may be on the DC side of the system or the AC 
side. In addition, a failure detection technique is pro-
posed based on the comparison between the results 
measured in real-time and the prediction results of the 
model of the efficiency of the photovoltaic array and 
the inverter to detect energy losses. If the values are 
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lower than the predefined threshold, then the photo-
voltaic system is considered to be operating normally, 
otherwise, an anomaly is considered to be present in 
the system. System efficiency thresholds are estab-
lished when the system is working under normal con-
ditions without failure. In [6] a review of the multiple 
failures that could occur in a photovoltaic panel is car-
ried out and a   way of classifying them according to the 
nature of the failure is proposed, having in this classifi-
cation of failures of physical, electrical or environmental 
causes. Furthermore, considering the bibliographic re-
views carried out in the article, the main characteristics 
of some fault detection algorithms available for pho-
tovoltaic systems that have proven to be effective and 
feasible to implement are reviewed. The study presents 
an analysis of some fault detection techniques such as 
Model-Based Difference Measurement (MBDM), which 
compares real-time parameters with calculated model 
data based on the detected instantaneous irradiance 
and temperature levels to identify system failures. Real-
time difference measurement (RDM), which compares 
real-time values with threshold limits defined based on 
photovoltaic models or real-time experiments. Output 
Signal Analysis (OSA) where analysis is applied to the 
output signal to identify faults, especially transients in 
the voltage and current waveforms. Machine learning 
techniques (MLT) where machine learning algorithms 
are trained to learn the relationship between the input 
and output parameters of a photovoltaic system and, 
based on this learning, identify faulty behavior. Infrared 
thermography (ITH) bases its analysis on the determi-
nation of a thermal imbalance in the panel structure; 
particularly due to the formation of hot spots as a re-
sult of some malfunction in the photovoltaic array. In 
this same way, there is the studio [7] where classifica-
tion of the faults that can occur in the photovoltaic ar-
rays is carried out and some advanced fault detection 
techniques analysis is carried out such as Comparison-
Based Techniques (CBTs), Statistical and Signal Process-
ing-Based Techniques (SSPBTs), Reflectometry-Based 
Techniques (RBTs) and Machine Learning-Based Tech-
niques (MLBTs).

The reviews carried out on the monitoring tech-
niques of photovoltaic systems show a constant evolu-
tion, from being manual to being carried out through 
automatic processes using advanced devices and 
complex processing procedures, b o t h  f o r  
the acquisition and for the analysis of the data. In [8] 
a review of the development of some data monitoring 
techniques for the diagnosis of the state of photovol-
taic panels is carried out. The methods are classified 
into three groups. Manual methods (visual inspection, 
reflectometry methods, ground capacitance measure-
ments). Semi-automatic methods (thermal cameras, in-
frared or electroluminescent images for fault location). 
Automatic methods use data as input to detect failures 
through algorithms based on modern analysis and 
prediction techniques such as advanced algorithms 
and machine and deep learning. Currently, automatic 

methods have taken a leading role in detecting photo-
voltaic system faults.

The advantage of these processes is the efficiency 
for detecting an anomaly in the photovoltaic system as 
well as the speed of identification and showing them, 
however, there are still limitations with the fact of go-
ing from an experimental context to a real context. This 
is due to the costs that this type of system implies. In 
this context, IoT based applications could have a great 
impact on the development of remote fault detection 
systems, very useful in places where performing moni-
toring with other manual techniques is difficult due to 
the lack of the necessary infrastructure. [9, 10].

The devices used are sensors, Arduinos and Rasp-
berry Pi microcomputers that, depending on the con-
figuration, obtain data from a photovoltaic system 
which are presented on displays and/or mobile ap-
plications or saved in a physical database or a cloud. 
Initially, these methodologies have been devel-
oped for the monitoring of electrical variables, but 
later they have been used for other applications such 
as estimates of operating states. [9, 11-14]. 

IoT-based methodologies have been developed as 
automatic techniques for fault detection in photovol-
taic systems by remotely acquiring data from the pan-
el. In this way, multiple advances have been made in 
this field through the development of algorithms and 
prototypes that have allowed the validation of these 
procedures. In [15] a low cost prototype based on IoT is 
developed to monitor data from an autonomous pho-
tovoltaic system. In this study, current, voltage, temper-
ature, and solar radiation data are monitored.

Through these data, faults related to short circuits, 
open circuit faults, dust accumulation faults and shad-
ing effects are detected. The fault detection process is 
carried out by comparing the measured magnitudes 
of voltages and currents with magnitudes calculated 
through the data obtained from other parameters such 
as radiation and temperature. The methodology is ap-
plied to a laboratory photovoltaic system. The study 
[16] presents a methodology to detect various types of 
failures in photovoltaic panels through thermography 
and artificial intelligence systems. A multilayer neural 
network is used to identify the type of failure produced 
in the panel, the input information for neural network 
training is obtained from data obtained from multiple 
thermographic analyses. In this same way, studies [17], 
[18] analyze different methodologies based on Ma-
chine Learning (ML) and Ensemble Learning (EL) that 
could be used to detect complex faults in photovol-
taic panels such as multiple faults that most proposed 
methodologies cannot identify. The study presents a 
comparative analysis of the possible methodologies to 
use both ML and EL, for this it uses data from solar pan-
els under certain fault conditions. The studies present 
the estimates made with these algorithms and their 
level of precision, concluding that all of them can be 
used for the proposed purposes. In the studies [19-23] 
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an analysis of the Artificial Neural Networks application 
is presented depending on the type of failures to be 
detected, the types of data used, the ANN model and 
the performance in the diagnosis of failures. Addition-
ally, the study analyzes the challenge of having suffi-
cient data to be able to train the ANNs used. In this way, 
is recommended to exchange information between 
researchers and/or research centers to have common 
data repositories that can serve as input for the realiza-
tion of this type of predictive model based on ANN.

The main objective of this work is to monitor and es-
timate a photovoltaic system operation state through 
real-time measurements, as well as the monitoring of 
its failures according to the measurements taken di-
rectly in the photovoltaic system. For this study, the his-
torical data from the photovoltaic system parameters 
will be used to determine normal operating intervals 
of the photovoltaic system and using them to estimate 
the operating status of the photovoltaic system in dif-
ferent operating scenarios. The process takes as a refer-
ence the advances made in the field of fault detection 
through parameter comparison and the acquisition of 
remote data in real-time through IoT processes. For this 
purpose, the process has been divided into three stag-
es: Obtaining and saving data from the photovoltaic 
system, analysis of data for detection and identification 
of failures and visualization of results. The main contri-
bution of this project is:

•	 Integration of a real-time data acquisition process 
using IoT technology and its use to determine the 
operational status of a photovoltaic system in real-
time through intervals of the system parameters in 
normal operation.

•	 The use of historical data generated by the remote 
monitoring system to determine intervals in the 
normal operating parameters of the system to de-
termine a fault operating state.

•	 Identification of faults at specific points of the pho-
tovoltaic system based on the comparison of real 
values in real-time and the intervals of the operat-
ing parameters.

With the increase of monitored variables, it has been 
possible to identify failures not only in the photovoltaic 
panel but also failures in different points of the photo-
voltaic system.

2. METHODOLOGY

The methodology is based on a comparative analysis 
of the variables that describe the photovoltaic system 
operation. The monitoring of these variables was car-
ried out by a complete remote data acquisition system 
with IoT technology. The data acquisition procedure is 
shown in Fig. 1. This document shows the data man-
agement by the remote monitoring system to deter-
mine the operating status of the photovoltaic system 
from the comparison of the real-time parameters of the 

photovoltaic system with the data of the intervals in 
normal operation, the process is carried out in a Rasp-
berry Pi microcomputer, later these results are sent by 
the Internet to a display device that can be a mobile or 
a server.

2.1. OBTAINING AND SAvING DATA FROM THE 
 PHOTOvOLTAIC SYSTEM

The initial stage of the project consists of obtaining 
the data from the photovoltaic system for its analysis 
by the developed methodology to estimate the opera-
tion state and determine the type of possible failure. 
This stage consists of the following stage:

Measurement of variables: It is carried out by sensors 
located at specific points in the photovoltaic system. 
The variables taken are Voltages, Current, Irradiance 
and Temperature in the photovoltaic panel and Current 
in the battery.

Data acquisition and sending: It is done by an Ardu-
ino device that is responsible for converting the sen-
sor's analog signals to digital for later sending them by 
the Raspberry Pi 4 device to a storage cloud through 
IoT technology.

The stage of obtaining and storing data can be visu-
alized in the graph of Fig. 1.

Fig. 1. Monitoring System block diagram using IoT

2.2. DATA ANALYSIS FOR FAULT DETECTION 
 AND IDENTIFICATION

Data processing, for visualization and determining a 
possible fault in the system, is done by IoT processes 
directly on the Raspberry Pi, which works as a central 
node that receives, processes, and sends. the data. Data 
collected from sensors and monitoring devices are pro-
cessed in the Raspberry Pi using specific algorithms 
and models designed to identify patterns of normal 
and potential failure.

Fault analysis is performed based on measured val-
ues. For this purpose, scenarios with different faults 
and the effect of each of them on the monitored pa-
rameters have been analyzed based on their standard 
values. The monitored variables are Radiation, Solar 
Panel Voltage, Solar Panel Current, Solar Panel Temper-
ature, and Battery Current. These values represent the 
optimal system operation in normal conditions, any 
deviation in the values and according to the analysis 



228 International Journal of Electrical and Computer Engineering Systems

proposed in the methodology will represent a possible 
fault that has occurred in some part of the photovoltaic 
system.

The data processing from sensors begins through a 
fixed window width average filtering whose size is ten 
samples, to eliminate any form of noise that alters the 
signal coming from the sensors. In addition, the val-
ues coming from the PR-300AL solar irradiation sensor 
were compared using a commercial meter model TES 
132. Likewise, the values from the FZ0430 voltage sen-
sor and the ACS712 current sensor were validated us-
ing a digital multimeter Proskit MT-3109.

The methodology proposed in the present work fo-
cuses on the analysis of seven possible failures in the 
photovoltaic system.

•	 Data acquisition process fault.
•	 Radiation measurement fault.
•	 Voltage drops in the photovoltaic panel fault.
•	 Current drop in the photovoltaic panel fault.
•	 Photovoltaic panel temperature measurement 

fault.
•	 General photovoltaic panel fault.
•	 General battery fault.

The results of this analysis are sent to the results visu-
alization stage. 

The data methodology analysis for fault detection 
can be seen in Fig. 2, in which different faults can be 
analyzed by simulation of seven possible scenarios.

Data acquisition process fault

In this paper, this scenario has been taken as the first 
possible fault, if it were to occur, none of the subse-
quent failures or the actual operating state of the pho-
tovoltaic system could be identified. In this fault sce-
nario, it will be considered that none of the variables 
coming from the monitoring system are within the al-
lowed limits. In this case, a general fault in the photo-
voltaic system can be considered for some reason that 
must be verified in the system.

Radiation measurement fault

In the present methodology, radiation measurement 
failure is considered when the panel voltage, current 
and temperature variables are within a normal opera-
tion, but there is a problem with the radiation measure-
ments.

The main effect of the errors in the measurement of 
solar radiation occurs in the determination of the per-
formance of the photovoltaic system and in the deter-
mination of the climatic and atmospheric conditions 
that influence the energy production of the photovol-
taic system.

Voltage drops in the photovoltaic panel fault

A voltage drop failure scenario in the photovoltaic 
panel is identified when the radiation and current vari-
ables of the photovoltaic panel are within their normal 
values but the voltage values of the photovoltaic panel 
present any anomaly.

Fig. 2. Diagram of possible faults analysis in a Photovoltaic System
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This type of fault is a problem that can occur when 
the solar panels' generation voltage decreases signifi-
cantly, which shows that the panels are not producing 
enough energy even with adequate radiation levels.

Current drop in the photovoltaic panel fault

The fault of the current drop in the photovoltaic pan-
el is a type of fault that can affect the general perfor-
mance of the photovoltaic system and decrease its en-
ergy production. In this methodology, a scenario with 
a failure by current quality in the photovoltaic panel is 
identified when the measurements of the current vari-
able are not within their normal operating limits while 
the radiation and voltage variables of the photovoltaic 
panel present normal operating values.

Photovoltaic panel temperature measurement fault

The temperature variable is a panel performance 
indicator. The correct measurement of this parameter 
can determine the existence of a possible fault in the 
photovoltaic panel that will affect the energy produc-
tion of the photovoltaic system. In the present method-
ology, the identification of some anomaly in the panel 
temperature is proposed when the measurements of 
the temperature variables present some anomaly while 
the values of the radiation parameters, panel voltage 
and panel current have adequate values.

General photovoltaic panel fault

General faults in photovoltaic panels can be identi-
fied in different ways, especially with the decrease in 
power generation, drops in voltage and output current. 
To diagnose a general failure, it is necessary to monitor 
the voltage and current parameters of the photovoltaic 
panel, as well as the parameters of incident radiation 
on the panel and its temperature. With these values, a 
general failure of the panel can be identified and the 
energy production of the photovoltaic system when all 
these parameters present some anomaly.

General battery fault

General battery faults can be identified in many ways, 
such as a decrease in charge capacity or a complete 

battery fault. To identify this type of fault, a current sen-
sor in the battery has been considered. If the battery 
current parameter presents null values while other sys-
tem parameters such as radiation, temperature, panel 
voltage and current are present.

2.3. RESULTS vISUALIzATION

The treatment of the data for the possible faults vi-
sualization in the photovoltaic system is done by pro-
cesses in IoT, in the case of saving it was done by an 
open-source relational database AWS-PostgreSQL.

This database management system is known for its 
open source, reliability, scalability, and ability to manage 
large volumes of data. AWS-PostgreSQL ensures secure 
and efficient storage of collected data in the system.

For the visualization of the results, the Qlik Sense ap-
plication has been used, which is a tool that allows the 
creation of interactive dashboards and graphs to ana-
lyze and visualize the data effectively, with Qlik Sense, 
this tool allows users to perform analysis, identify pat-
terns, trends, and anomalies, making it easier to spot 
potential system failures and make informed decisions.

2.4. PHOTOvOLTAIC SYSTEM TEST PROTOTYPE

The methodology has been applied in a real test pho-
tovoltaic system located in the Rumiñahui University 
Institute building in the Pichincha province Fig. 6. The 
test system consists of the following elements:

•	Photovoltaic panel: 200W photovoltaic panel, 
open circuit voltage of 21V and short circuit 
current of 12.82A

•	Battery unit: Gel battery, capacity of 100Ah at 12V
•	Charge regulator: Solar Charge Controller PWM, 

nominal voltage of 12-24V and maximum current 
of 20A

•	voltage Inverter: 1KW DC/AC inverter, nominal 
voltage 12VDC/110VAC

•	Current sensors: ACS712
•	Loads: 4 9W LED spotlights

Fig. 3. Photovoltaic system test prototype
Fig. 4. Raspberry Pi, Arduino, Current sensor and 

Voltage Sensor
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Monitoring and data storage system: This system 
consists of: Raspberry Pi, Arduino, Current sensor, Volt-
age Sensor, Temperature Sensor, and Radiation Sensor.

Fig. 5. Photovoltaic system test prototype.

Fig. 6. Temperature Sensor

Fig. 7. Radiation Sensor.

The standard values of the parameters monitored in 
the test photovoltaic system are presented in Table 1.

Component value

Radiation 0 - 1000W/m2

Solar Panel Voltage 0 - 21V

Solar Panel Current 0 - 12.82 A

Solar Panel Temperature 0 - 60°C

Battery current 0 - 100A

3. RESULTS

The present work is based on the application of a 
data acquisition system for monitoring the character-
istic parameters of a photovoltaic system. The project 
is based on IoT technology for the acquisition of data 
for the supervision of the state of operation of a pho-
tovoltaic system, as well as the identification of some 
possible faults that can occur in some parts of the pho-
tovoltaic system. The results of remote monitoring of 
the variables of the photovoltaic system, as well as its 
operating state, detail any possible failure in it.

The analysis of all the variables monitored and sav-
ing them in the database allows the estimation of the 
photovoltaic panel operation state. In the case of any 
anomaly that exists, the comparison of all these pa-
rameters will be able to estimate the possible type of 
fault that has occurred in some part of the photovol-
taic system. The methodology applied to achieve this 
objective is detailed in section II. Here the results ob-
tained from different fault scenarios in the test system 
are presented.

Based on the values indicated in Table 1, and with the 
application of the methodology proposed in section II 
in the test photovoltaic system, the following results 
are obtained.

The Fig. 8. Shows a fault scenario for data acquisition. 
These types of faults can occur due to technical moni-
toring devices faults or by human faults due to errors in 
their connection or configuration. 

This scenario can cause many negative effects, such as 
inadequate monitoring of the photovoltaic system pa-
rameters, causing that would not be possible to know its 
operating state or the existence of a possible fault in any 
components, which would not present adequate infor-
mation to users for taking the correct decisions.

Radiation measurement fault.

The fault in the radiation measurement can be 
caused by different technical or atmospheric reasons, 
in the case of technical faults it could be by damage 
in the measurement sensors due to factory defects or 
aging, in the case of atmospheric factors it could be by 
extreme climatic conditions that do not allow the cor-
rect radiation measurement by the sensors. The result 
presented by the graphical interface in a fault event 
scenario by radiation measurement is shown in Fig. 9.
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Fig. 8. Data acquisition process fault messages

Fig. 9. Radiation measurement fault messages

voltage drops in the photovoltaic panel fault

Faults by voltage drop in the photovoltaic panel can 
be caused by different factors such as lack of sunlight, 
partial or total shading of the panels, dirt or dust ac-
cumulated on the surface of the panels, faulty connec-
tions, cable problems or damage to panel components. 

These types of faults affect the amount of electrical 
energy generated and the performance of the pho-
tovoltaic system decreases, causing a decrease in the 
energy production provided by the system. A scenario 
with fault by voltage drop in the photovoltaic panel is 
shown in Fig. 10.

Fig. 10. Voltage drops in the photovoltaic panel fault messages

Current drop in the photovoltaic panel fault

A fault by Current Drop in the photovoltaic panel can 
be caused by different factors, especially the effect of 
shadows. These faults affect directly the production of 
the photovoltaic panel and the electricity production 
of the photovoltaic system. They can also be caused by 
dirt or dust accumulated on the surface of the panel. 

Dirt acts as a barrier that blocks sunlight and reduces, 
the energy output of the panel, resulting in less current 
being generated. In addition, faulty electrical connec-
tions, cable problems, or damage to panel components 
can also cause a decrease in the generated current.

A scenario with a failure by Current Drop in the pho-
tovoltaic panel is shown in Fig. 11.

Fig. 11. Current drop in the photovoltaic panel fault messages.
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Photovoltaic panel temperature 
    measurement fault

Fig. 12 presents a scenario in which a panel tempera-
ture measurement error has occurred. This type of er-
ror can be by technical defects in the sensors, due to 

the existence of some damage in the panel or due to 
climatic conditions that do not allow them to gener-
ate the foreseen energy by the system. In any case, the 
temperature is a parameter that can show some dam-
age in the photovoltaic system, so it is a variable to be 
considered.

Fig. 12. Photovoltaic panel temperature measurement fault messages

General photovoltaic panel fault
A general fault in a photovoltaic panel refers to a 

general malfunction that affects the energy production 
of the photovoltaic panel. It can be caused by different 

factors, such as damage to internal components, ag-
ing, damage from adverse environmental conditions, 
or installation problems. Fig. 13 shows a general failure 
scenario in the photovoltaic panel.

Fig. 13. General photovoltaic panel fault messages

General battery fault

A general fault in a battery refers to a general mal-
function that affects its storage capacity. It can be 
caused by various factors, such as battery aging, over-

charging, deep discharge, or extreme environmental 
conditions. 

Fig. 14 shows a general fault scenario in the photo-
voltaic system.

Fig. 14. General battery fault messages.

4. CONCLUSIONS

The implementation of systems based on IoT tech-
nology used for real-time monitoring of photovoltaic 
systems has proven to be an effective and promising 
solution. The ability to remotely monitor, record, save 
data and analyze it in real-time enables constant moni-
toring of system variables, making it easy to detect op-
timal or failed operating states early.

The continuous monitoring of the variables of the 
photovoltaic system helps to guarantee optimal opera-

tion and prevent possible problems caused by failures 
in the system. The ability to observe the variability of 
these parameters in real-time provides a complete 
view of the system and makes it easy to identify sig-
nificant deviations in operating parameters that could 
indicate the presence of faults or abnormal conditions. 
By establishing thresholds and comparison criteria for 
normal operation, abnormal conditions can be quickly 
identified and corrective measures can be taken to ad-
dress the identified failure on time avoiding loss of sys-
tem efficiency and prolonged damage to photovoltaic 
system components in general.



233Volume 15, Number 3, 2024

The results of this study establish the basis for the de-
velopment of more advanced and sophisticated real-
time monitoring systems in the field of alternative en-
ergies. These technologies have the potential to signifi-
cantly improve the efficiency and reliability of photo-
voltaic systems, promoting their large-scale adoption 
and contributing to the transition to cleaner and more 
sustainable energy sources. In addition, the proposed 
methodology can be generalized for other types of un-
conventional generation systems such as wind power, 
for which it will be necessary to make adaptations to 
the methodology according to the type of generation 
to be analyzed.

The results showed that the proposed methodology 
allows it to be proposed for a large-scale system, how-
ever, some points must be considered to achieve this 
scaling, mainly due to the large amount of data that 
would be managed, firstly the system should use a scal-
able IoT platform, which provides the ability to process 
and collect large amounts of data efficiently. Addition-
ally, a cloud storage system should be implemented, 
which provides reliable and scalable storage capacity 
for the data generated by the system, finally, it should 
be implemented appropriate security measures such 
as authentication and encryption that help protect the 
system from possible cyber-attacks.
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Abstract – India's economy predominantly depends on monsoon and agricultural output. Agribusiness products contribute to 
nearly a quarter of its gross domestic product and 58% of its population depends on agriculture for their livelihood. Certain crops, like 
rice, are vital to its food security being the most widely grown crop and accounting for one-third production of foodgrains in India. 
Understanding and enhancing its production is critical in ensuring food availability and promoting sustainable agricultural practices. 
Rice yield prediction has been a most researched area in the agriculture domain. Machine Learning (ML) frameworks have been found 
to perform well in patches with large, complex datasets as insufficient feature engineering and temporal dependencies plague efficacy. 
In this paper, we propose a swam-based meta-heuristic artificial bee colony (ABC) algorithm for feature selection from the dataset 
sourced from the Agricultural Production and Statistical Division of the Department of Agriculture Cooperation and Farmers Welfare, 
Government of India. The feature engineering is further optimized by a hybrid model comprising a convolutional neural network (CNN) 
for learning hierarchical representations and identifying relevant attributes from the complex dataset and long short-term memory 
(LSTM) for temporal aspects. Finally, a random forest (RF) regressor provides the benefits of ensemble learning, which merges multiple 
decision trees to remove bias, and variance and improve prediction accuracy. From the results, it is observed that the proposed hybrid 
model outperforms existing state-of-the-art standalone and hybrid models with the highest coefficient of determination (R2) and lowest 
mean square error (MSE) of 0.989 and 13613 respectively. The reliable and efficient hybrid model can aid farmers and policymakers in 
making informed decisions related to rice yield prediction leading to sustainable agricultural practices.

Keywords: Artificial bee colony algorithm, convolution neural network, feature selection, long short-term memory, machine 
 learning, random forest, rice yield prediction.

1.  INTRODUCTION

Rice is an important crop for nations worldwide, in-
cluding India. Fig. 1 illustrates the annual yield of rice 
in India from the financial year (FY) 1991-2022 [1]. Its 
production holds significant importance for several 
reasons as it provides food security since rice is a staple 
food for most of the Indian population. Ensuring a high 
rice yield is crucial for the food security of the country's 
large and growing population. It is of great economic 
importance as high rice yields lead to increased agri-

cultural income for the farmers, which, in turn, boosts 
rural livelihoods and helps alleviate poverty. It has a 
good export potential too as a robust rice yield not 
only fulfills domestic demand but also provides a sur-
plus for export. India is one of the world's largest rice 
producers [2]. Rice exports contribute to foreign ex-
change and enhance its position in global agricultural 
trade. It provides employment generation as its cultiva-
tion employs a rural workforce, including farmers and 
laborers involved in planting, harvesting, and process-
ing. A healthy rice yield supports these livelihoods. 
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It is also of big social and cultural significance as rice 
is deeply embedded in Indian culture, traditions, and 
cuisine. It is used in many religious rituals and daily 
meals across the country. It helps in rural develop-
ment as a strong rice yield encourages investment in 
agricultural infrastructure, including irrigation systems, 
storage facilities, and research on improved farming 
practices. This contributes to rural development and 
modernization.

Given these reasons, ensuring a sustainable and high 
rice yield is of utmost importance for India's overall de-
velopment, food security, and well-being of its citizens. 
Accurate and timely prediction of its yield can signifi-
cantly benefit farmers, policymakers, and food distribu-
tion systems. By employing advanced computational 
techniques, such as machine learning, researchers 
have strived to develop models capable of accurately 
forecasting rice yields based on various influencing 
factors. However, this faces several challenges includ-
ing data availability and quality. High-quality and com-
prehensive data on several factors that influence rice 
yield, such as weather conditions, soil characteristics, 
pest and disease occurrences, crop management prac-
tices, and historical yield data, are essential. In many 
cases, data may be sparse or unevenly distributed 
across different regions and years, leading to difficul-
ties in building robust and representative predictive 
models. Rice yield is based on various interconnected 
factors, including weather patterns, soil health, irriga-
tion practices, and crop management techniques [3]. 
Capturing the complex interactions and relationships 
between these variables requires sophisticated mod-
eling techniques. Also, rice is a seasonal crop, and its 
yield prediction needs to account for seasonal vari-
ability, including changes in weather patterns, and 
pest, and disease outbreaks. The relationships between 
input variables (e.g., rainfall, temperature, fertilizer ap-
plication) and rice yield may be non-linear. Thus, tradi-
tional linear models may not adequately capture these 

complex non-linearities. Building complex models to 
fit the training data too closely can also lead to overfit-
ting, where the model fails to generalize accurately to 
new, unseen data and does well on training data. Accu-
rate yield prediction often requires historical data over 
multiple years to identify trends and patterns. In some 
cases, limited historical data may be available, making 
it difficult to capture long-term effects accurately. And 
many advanced machine learning algorithms, such as 
deep learning models, can be challenging to interpret. 

Addressing these challenges requires a combination 
of domain knowledge, careful feature engineering, 
model selection, and validation techniques. A proper 
feature selection technique can have a major influ-
ence on the accuracy of rice yield predictions in terms 
of improved model performance [4-7]. By eliminating 
noise and irrelevant information, the model can better 
capture the essential factors that directly influence rice 
yield, leading to improved prediction accuracy. Feature 
selection also reduces the complexity of the model, 
helping mitigate overfitting. A smaller set of relevant 
features reduces the computational complexity of the 
model. This results in faster training times and quicker 
predictions. When the model uses a reduced set of rele-
vant features, it becomes easier to interpret the results. 
One can gain insights into which specific factors are 
driving the predictions, and to know the relationships 
between input variables and rice yield.

Different feature selection methods, such as correla-
tion analysis, recursive feature elimination, feature im-
portance from tree-based models, or advanced tech-
niques like LASSO (L1 regularization), have been used 
[8-9] but with limited success. The key contributions of 
this paper are:

•	 A novel swam-based meta-heuristic artificial bee 
colony (ABC) algorithm for feature selection from 
the dataset.

Fig. 1. Annual yield of rice in India FY 1991 to 2022 (in kilograms per hectare) [1]
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•	 A reliable and accurate hybrid CNN-LSTM-RF mod-
el augmented by feature descriptors from the ABC 
algorithm for rice yield prediction outperforming 
existing state-of-the-art standalone and hybrid 
models.

The manuscript is divided into the following sections: 
A literature review is covered in section 2. It is followed 
by Section 3 which outlines the material and methods 
employed for implementing the proposed model. Sec-
tion 4 presents the results and compares the perfor-
mance with existing models. The conclusion is covered 
in section 5 and references at the end.

2. LITERATURE REVIEW

In the field of rice yield prediction, various techniques 
have been proposed in the literature. Authors recom-
mend a crop-based prediction system based on site-
specific parameters, achieving high accuracy and effi-
ciency [10]. Their recommendation system employs an 
ML model with a majority voting technique, including 
RF, Naïve Bayes (NB), Support vector machine (SVM), 
Linear regression (LR), Decision tree (DT), and XGBoost 
which motivates to use these ML techniques. They also 
provide recommendations for suitable fertilizers. The 
authors in [3] suggested using crop yield projections 
to optimize fertilizer application. To increase produc-
tion, they suggested practical fertilizer management 
practices and employed ML techniques. [2] focuses on 
predicting paddy yield in the Tamil Nādu Delta region 
using an MLR-LSTM (Multiple Linear Regression - LSTM) 
model. This approach aims to provide accurate predic-
tions for paddy yield in this specific region, hence a 
motivation for using LSTM in a hybrid ML model.  [8] 
employed various ML techniques to analyze and pre-
dict crop yields including regression models, DT, SVM, 
and ensemble methods. Performance evaluation of 
the best-suited feature subsets for yield prediction is 
carried out by [11] using ML algorithms. The authors 
assess different feature combinations and subsets to 
identify the most influential features for accurate crop 
yield prediction which motivates us to evaluate com-
putational intelligence (CI) techniques. For capturing 
complex patterns and data relationships, a hybrid ap-
proach using RF and Deep Neural Network (DNN) was 
proposed by [12]. The results gave better prediction 
accuracy compared with traditional random forest and 
deep neural network algorithms, indicating hybrid 
models are a good fit. A Deep Reinforcement Learn-
ing (DRL) model was proposed by [13] for sustainable 
agricultural applications. DRL combines reinforcement 
learning techniques with deep learning architectures 
to optimize decision-making processes and predict 
crop yields based on environmental factors and other 
relevant variables. [14] focuses on the most cost-effec-
tive means of predicting yields and selecting crops. The 
study uses artificial neural networks, a reliable tool for 
modeling and prediction, with forty-six parameters 
and DNN for crop yield prediction. Both these studies 

indicate the efficacy of Deep Learning (DL) algorithms 
compared to ML techniques. IoT is used in [15] to re-
motely monitor crops with sensor data, and a Multisen-
sor Machine-Learning Approach (MMLA) is proposed 
for classifying eight crops using the J48 Decision Tree, 
Hoeffding Tree, and RF algorithms. The RF algorithm 
proves effective for classifying agricultural text, dem-
onstrating the lowest root mean squared error (RMSE) 
at 13%, and relative absolute error (RAE) at 38.67%. 
[16] employ the Normalized Difference Vegetation 
Index (NDVI) as a crop monitoring tool along with a 
correlation-based technique to estimate crop produc-
tion, incorporating physical parameters like soil types 
and geographic data. They compare SVM, LR, and RF 
algorithms to improve accuracy and reduce error rates, 
with RF providing better results. For predicting losses 
caused by the insect grass grub, [17] uses NB, SVM, DT, 
RF, NN, K-nearest neighbor (KNN), and ensemble meth-
ods. Results from RF and Neural Networks (NN) outper-
form other classifiers, with ensemble models enhanc-
ing the results of weak classifiers. A hybrid model using 
evolutionary algorithms and data mining techniques is 
also proposed to enhance findings. All these studies in-
dicate the superiority of RF and evolutionary algorithm 
efficacy for crop prediction tasks. [18] forecast various 
crops cultivated in India using the Kernel regression 
technique, Lasso, and Efficient neural network (ENet) 
algorithms for yield forecasting, and employ a stack-
ing regression approach to improve algorithms and 
enhance forecast accuracy, motivating us to employ 
hybrid approaches. 

The ensemble model is employed by [19] aiming to 
improve the prediction of traits that help overcome 
hunger-related issues. The study uses a Wild blueberry 
dataset, utilizing stacking regression (SR) and cascad-
ing regression (CR) with a novel combination of ML al-
gorithms. The SR model, with an R2 of 0.984 and RMSE 
of 179.898 performed the best. [20] use various data 
mining techniques to forecast crop production and 
summarize different crop prediction approaches with 
different machine learning algorithms. [21] highlight 
the relevance of remote sensing-based techniques for 
estimating crop output, comparing remotely derived 
datasets to in-field survey-based data. [22] introduce 
the eXtensible Crop Yield Prediction Framework (XCY-
PF) to predict agricultural yields in precision agricul-
ture, combining relevant indices with information on 
rainfall and surface temperature for rice and sugarcane 
crop yield prediction. These studies use datasets with 
many complex parameters thus inducing the need 
for better feature selection techniques. [23] propose 
DL methods like CNN and LSTMs for strawberry yield 
prediction five weeks ahead, also utilizing yield and 
weather input data to predict strawberry prices. Their 
Attention (ATT) based CNN-LSTM model outperforms 
other ML and DL models for both yield and price pre-
diction using weather data. Thus, CNN-LSTM is a good 
combination if used in a hybrid mode. [24] use an en-
semble model with a majority voting technique includ-
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ing NB, RF, Chi-square Automatic Interaction Detector 
(CHAID), and KNN as learners for a crop recommenda-
tion system that accurately and efficiently suggests 
crops for site-specific parameters. [3] aim to optimize 
fertilizer application based on crop yield predictions, 
using ML techniques, and proposing effective fertilizer 
management strategies to enhance productivity. [25] 
develops an accurate prediction model for rice yields 
by utilizing ML algorithms, specifically focusing on 
rice crop prediction, and presenting a framework that 
integrates various ML models for improved accuracy. 
[26] integrates ML techniques with Streamlit, a user-
friendly interface, allowing users to analyze and predict 
crop production effectively, emphasizing the practical 
implementation of ML models. [27] proposes a com-
prehensive approach for predicting crop yield using 
hybrid ML algorithms, combining various techniques 
to efficiently predict rice crop yield by integrating fac-
tors such as weather information, soil properties, and 
historical yield data. [28] investigate the use of data 
mining (DM) techniques for crop yield prediction, em-
ploying ML algorithms to explore historical crop data 
and predict future yields, highlighting the importance 
of data mining in improving prediction accuracy. All 
these studies again provide the effectiveness of ML 
and hybrid techniques for crop yield prediction. [29] 
focus on rice crop yield prediction using Artificial neu-
ral networks (ANN), developing an ANN-based model 
to forecast rice yields based on various input param-
eters, highlighting the effectiveness of DL techniques 
in predicting rice crop yields and their potential for 
enhancing agricultural decision-making. [30] conduct 
a study on crop analysis and seed marketing, using 
regression and association rule mining techniques to 
analyze crop data and identify patterns. Filter, Wrap-
per, and embedded methods are some of the feature 

selection methods used by [5, 9], helping farmers make 
more informed decisions about crop management and 
improving yields. Authors in [31] used Feature shuffling 
and Feature performance feature selection methodol-
ogy with a hybrid model comprising DT, XGBoost, and 
RF achieving a coefficient of determination (R2) of 98.6. 
Filter methods evaluate features independently of the 
classification model and rank them based on their cor-
relation or mutual information with the target variable 
[6]. Wrapper methods evaluate feature subsets by re-
peatedly training and evaluating a classification model 
on different subsets. They search for the optimal sub-
set of features that gives the best model performance 
but can be computationally expensive [31]. Embedded 
methods integrate feature selection into the model 
training process itself [32]. These studies indicate the 
need for optimal feature selection methodologies to 
reduce computations but at the same time not affect-
ing accuracy. However, the use of computational intelli-
gence (CI) or genetic algorithms for feature selection in 
crop yield prediction has been limited in the literature.

3. MATERIAL AND METHODS

The overall block diagram of the proposed model is 
shown in Fig. 2. Feature selection plays a vital role in 
rice yield prediction as it enhances model performance, 
reduces dimensionality, improves interpretability, and 
optimizes resource allocation. By identifying the most 
relevant features, predictive models can provide accu-
rate and actionable insights to aid farmers, agricultural 
researchers, and policymakers in making informed de-
cisions and achieving higher rice yield sustainably. We 
propose a CI algorithm-based feature selection tech-
nique. It uses the Artificial Bee colony (ABC) algorithm 
for selecting optimum features.

3.1. DATASET

The dataset used in this study was sourced from the 
Agricultural Production and Statistical Division of the 
Department of Agriculture Cooperation and Farmers 
Welfare, Government of India https://data.gov.in/sec-
tor/Agriculture. The dataset consists of seven features 
such as state, district, production, year, season, area, 
and the target variable, yield. Exploratory data analy-
sis (EDA) is conducted to study the dataset character-
istics. 

Fig. 2. Block diagram of the proposed framework

3.2. ARTIFICIAL BEE COLONY (ABC)  
 ALgORITHM

The ABC algorithm, introduced by Karaboga [33-35], is 
a stochastic optimization technique based on the forag-
ing behavior of honeybee swarms. This method is versa-
tile and can be applied to various tasks such as classifica-
tion, feature selection, clustering, and optimization. The 
algorithm's flowchart is depicted in Fig. 3. We leverage 
the ABC algorithm as a tool for feature selection, draw-
ing inspiration from the natural behavior of honeybees 
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in their colonies. Honeybees exhibit impressive com-
munication, coordination, and self-organization skills 
in their foraging activities. Communication is facilitated 
through a behavior known as the ‘waggle dance,’ which 
effectively directs other bees to fruitful food sources. In 
this context, a swarm of bees, denoted as 'S’ bees (form-
ing the population), is established. 

Potential solutions are represented as food sources, 
assigned to the bees in a d-dimensional space, align-
ing with the number of parameters in the optimization 
problem. The fitness (fi) metric measures the quantity 
of nectar at a given food source. The honeybee colony 
consists of three groups: the employed bees (EB), the 
onlooker bees (OB), and the scout bees (SB). In each 
cycle, the algorithm proceeds in the following steps for 
all the categories of bees.  

•	 Onlooker bees (OB) refer to bees waiting on the 
‘dance floor’ inside the hive. 

•	 In the first cycle, EBs move to random food sources, 
evaluate nectar amounts, and share this informa-
tion with OBs.

•	 OB uses a greedy selection process based on the 
nectar information received from EB to update 
their positions.

•	 In the next cycle, EB selects new food sources in 
the vicinity of the sources found in the previous 
cycle, using their memory, and compares nectar 
amounts.

Fig. 3. Flow-chart of ABC algorithm

•	 OBs use this information to select food sources 
based on nectar value, and the probability of se-
lecting a position increases with higher nectar 
amounts.

EB and OB both engage in the search for improved 
food positions during each cycle. If the nectar quan-
tity at a food source does not improve within a lim-
ited number of cycles, the bees abandon those posi-
tions. New food sources are randomly generated and 
assigned to bees called SBs, effectively creating new 
sources of food. Initially, OBs and SBs are considered 
unemployed bees (UBs). The exploitation of nectar in 
food sources is primarily conducted by EB and OB. In 
every cycle, the food source with the highest present 
nectar quality is memorized. This food source's posi-
tion represents the local optimal solution for that cycle. 
The entire process of food source search, involving EB, 
OB, and SB, is executed for a specified number of cycles 
(k_max). The best global solution among all the cycles 
yields the optimum solution.

The step-by-step procedure is as follows:

•	 Initialization step: Algorithm control parameters 
are set, including population, dimension, maxi-
mum cycles (k_max), and limits (x_min and x_max). 
Another limit (B) is established to determine when 
a food source should be abandoned if further im-
provement or exploitation is not possible.

•	 Employed Bee (EB) search: EB searches its neigh-
borhoods, utilizing a greedy selection process to 
choose between the current food source and one 
within the neighborhood. If the new source is su-
perior, it updates its position (xiD) accordingly; oth-
erwise, it retains the current position.

•	 Onlooker Step: Each OB is assigned a probability 
(Pi) proportional to the quality of the selected food 
source, as determined by Eq. (1).

(1)

A new candidate position is generated based on ex-
isting memory, as represented in Eq. (2).

(2)

values o= {1, 2, 3…N} and k= {1, 2, 3…D} are random-
ly assigned ∈ik is a random number chosen from the 
range [-1, 1]. If the new solution's value exceeds x_min 
and x_max, it is adjusted to the acceptable limits, and 
its fitness is evaluated.

•	 Scout Step: To abandon a food source, a control pa-
rameter (B) is utilized. If a predetermined number 
of trials (T) surpasses B, the food source is aban-
doned, and SBs are generated. New food source 
positions are discovered by SBs, and existing food 
positions are updated randomly using Eq. (3):

(3)
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The ABC algorithm acts as a cluster to choose opti-
mal features. At the end of the training, feature vec-
tors named food about each class are obtained. These 
obtained features are fed into the hybrid CNN+LSTM 
model.

Table 1. ABC algorithm initialization parameters

Parameter Number Remarks

Population (S) 30 Max. population of bees

Food no. 15 No. of sources of food. ~50% of 
population

Limit (B) 100
Max. limit after which source of food 
is abandoned and cannot be further 

improved

No. of iterations 100 No. of foraging cycles

Runtime 25 No. of runs to see its robustness

3.3. CONSTITUENTS OF THE HYBRID MODEL

The CNN model is used to capture relevant informa-
tive patterns and relationships between regions and 
their impact on rice yield. CNN is effective in automati-
cally learning hierarchical representations and identi-
fying relevant attributes from complex datasets. This 
method is extremely valuable in dealing with diverse 
input features, which may have non-linear relation-
ships with rice yield. By applying non-linear transfor-
mations and feature extraction, the CNN component 
captures intricate relationships and patterns that may 
not be evident through traditional linear models. 

Next, the LSTM is tuned to manage the temporal as-
pect by capturing long-term dependencies in sequen-
tial data. The LSTM model is well-suited to manage 
variable-length sequences and effectively structure the 
temporal dynamics of rice growth. It can manage the 
input data with varying time steps and learn the pat-
terns and dependencies present in the sequential data. 

Finally, the RF regressor provides the benefits of en-
semble learning, which merges multiple decision trees 
to improve prediction accuracy. Incorporating the RF 
regressor into the hybrid model provides the advan-
tage of its ability to manage non-linear relationships, 
manage missing data, and provide robust predictions. 
Additionally, the RF provides interpretability by offer-
ing feature importance rankings, enabling us to iden-
tify the most influential variables contributing to the 
predictions. The RF ensemble further reduces bias and 
variance, leading to more reliable and accurate predic-
tions for rice yield. The RF regressor complements the 
CNN-LSTM architecture by adding diversity and reduc-
ing prediction errors, leading to more reliable predic-
tions for rice yield. 

The idea behind the proposed hybrid model is to 
offer flexibility in incorporating several types of data 
sources, allowing us to include various features rel-
evant to rice yield prediction. This flexibility enables 
the model to adapt to different datasets and capture 
domain-specific knowledge.

3.4.  MODEL FLOW 

The complete model flow is explained in Fig. 2. We 
initially use the ABC algorithm to capture optimal fea-
tures suitable for the prediction and identifying the 
target variable. The selected features data, though op-
timal, are pre-processed to manage any anomalies like 
missing values and inconsistency. The processed data 
is fed as input to the hybrid CNN-LSTM model as shown 
in Fig. 2. The CNN model consists of three Conv1D lay-
ers which take the input of the pre-processed data 
comprising 512, 256, and 128 filters respectively. These 
layers are followed by two LSTM layers consisting of 
100 units each. Three dense layers incorporate 512, 10, 
and 1 output units, respectively. These dense layers are 
responsible for structuring the output for making accu-
rate predictions. The output from the combined model 
is fed to the RF regressor which as mentioned in section 
3.3 offers the benefits of ensemble learning for reliable 
predictions. And finally, using the standard metrics the 
performance of the entire model is evaluated.

3.5.  CONSTRUCTINg THE MODEL

3.5.1. Import necessary package

The NumPy library in Python is used for managing 
the numeric data. Pandas package is used for data ma-
nipulation and restructuring. Matplotlib is used to vi-
sualize the data in the form of graphs. The scikit-Learn 
library consists of many key features and plays a critical 
role in pre-processing and getting the data ready to be 
fed into the model. TensorFlow Keras library manages 
the deep learning models.

3.5.2. Feature Selection and Pre-Processing 

Feature selection is the most important part of con-
structing a model. For this, we have used the ABC al-
gorithm as explained in section 3.2 and we capture 
the model performance with and without ABC feature 
selection. In the pre-processing stage, we employ la-
bel encoding to manage string values in four dataset 
columns, assigning unique numerical labels to each 
category. This enables effective processing and analy-
sis of categorical data. Further, we utilize the min-max 
scaler to ensure feature equalization and compatibility. 
Scaling the numerical features within a specific range 
eliminates bias and discrepancies caused by measure-
ment unit differences, preserving relative relationships 
between values. Incorporating label encoding and 
min-max scaling techniques transforms the dataset, 
enabling our hybrid model to manage categorical vari-
ables and achieve balanced feature representation. 

3.5.3. Implementing and training the model

The CNN-LSTM model is implemented using the Se-
quential API. The model as presented in Fig. 4 consists 
of three Conv1D layers for feature extraction in CNN, 
two LSTM layers for temporal sequence modeling, 
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and three dense layers of output units for shaping and 
presenting the output. This nature of the hybrid model 
makes it completely capable of identifying and extract-
ing the hidden features present in the dataset. The 
model is trained on the dataset using the fit() function. 
The inclusion of the early-stopping call-back method 
is for stopping the epochs to prevent overfitting. This 
trained model is used to make predictions on the train 
and the test data, and the extracted characteristics fea-
tures feed the RF regressor. The model parameters of the 
CNN-LSTM model are displayed in Fig. 5. In the summary 
the first column contains the names of the layers pres-
ent in the architecture. The output shape indicates the 
output tensors generated by the model, it comprises 

(batch_size, timesteps, and filters/units). The Param # 
column contains the number of trainable parameters 
that are present in each layer. The RF model is built with 
modified hyperparameters as shown in Table 2.

The n_estimator is used to define the number of trees 
that will constitute the RF model, max_depth controls 
the maximum depth of each decision tree, the min_
sample_split is the minimum number of nodes that will 
be present before splitting the nodes and min_sample_
leaf tells us about the minimum number of leaf’s that 
will be present in each node. Finally, the Random Forest 
regressor is trained using the extracted attributes from 
the CNN-LSTM model to obtain the final output.

3.5.4. Evaluation parameters

The evaluation parameters used in this study are 
Mean Square error (MSE), Mean absolute error (MAE), 
Mean absolute percentage error (MAPE), coefficient of 
determination (R2), and Root mean square error, calcu-
lated using Eq. (4), (5), (6), (7), and (8) respectively.

Fig. 4. Block diagram of CNN-LSTM model

(4)

(8)

(7)

(6)

(5)

where n=total number of values, yi=actual value, 
ŷ=predicted value, Ai=actual value and Fi=predicted 
value.

Table 2. Random Forest parameters

Parameter Value

Number of estimators 2000

Max. Depth 6

Min. samples split 5

Min. samples leaf 3

Fig. 5. CNN-LSTM model parameters

4. RESULTS AND DISCUSSION

The results of EDA performed on the dataset are first 
discussed. Table 3 illustrates a cross-section of the data-
set used as mentioned in section 3.1.

Next, we examine the basic statistical properties of the 
data. We calculated the count of the data, unique values 
in columns, and descriptive statistics, such as mean, stan-
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dard deviation, minimum, maximum, and quartile values 
for each numerical feature, namely, Area (A), Production 
(P), and Yield (Y). These statistics helped us understand 
the range and distribution of values within each variable. 
The statistical data is represented in Table 4 and Table 5.

Table 3. Cross section of the crop (rice) dataset

State Dist. Year Season Area Prod Yield

Bihar Purnia 2001-02 Autumn 77801 63333 0.814

Bihar Purnia 2001-02 Kharif 20748 43473 2.095

Bihar Purnia 2001-02 Summer 21846 38924 1.781

Bihar Purnia 2002-03 Autumn 20792 24332 1.170

Table 4. Statistics for categorical data

State District Year Season
Count 21611 21611 21611 21611

Unique 36 694 25 6

Top Uttar Pradesh Purulia 2019-20 Kharif

Frequency 2142 69 1153 9831

Table 5. Statistics of numerical values

Area Production Yield
Count 21611 21611 21611

Mean 46079.02 103475.4 2.09

Std 65787.41 171058.4 1.01

Min 0.35 0 0

25% 2787 4211.5 1.34

Next, we explore the categorical variables, namely, 
State (St), District (D), Year (Y), and Season (S). We ex-
amined the unique values present in each category 
and assessed the frequency distribution of these val-
ues. The values are shown in Table 6.

Table 6. Statistics of categorical variables

Feature Unique values
State 36

District 694

Season 6

Year 25

(a)

To gain further insights, we visualized the data using 
various graphical techniques. Fig. 6 shows the distribu-
tion of rice cultivation across different states.

The result of the dataset description post using the 
ABC feature selection (FS) algorithm is shown in Table 7. 
It chooses five out of the initial seven features optimally.

 Table 7. Dataset description after ABC feature 
selection

FS method St D Y S C A P

ABC algorithm * * * * *

50% 16810 29000 2.04

75% 66093.5 129257.5 2.7

Max 687000 1710000 22.37
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(b) (c)

Fig. 6. Results of exploratory data analysis; (a) State vs. Production for rice yields; (b) Year vs. Production for 
rice yields and (c) season vs. production for rice yields.

Also, the proposed model outperforms existing 
state-of-the-art models with an RMSE of 116.67, MAE 
of 7.43, RAE of 8.67, MAE of 7.43, MSE of 13613 and R2 
of 0.989. MAE scores provide information about the dif-
ference between actual and predicted values. A lower 
MAE value indicates a more efficient model in predict-
ing yield. The MSE score indicates the squared differ-
ence between the true and predicted numbers. Com-
puting the RMSE score helps measure the standard 
deviation of the residuals. The lower the MSE and RMSE 
scores, the better the model for calculating returns. The 
higher R2 value of the proposed model indicates that 
it captures the spatiotemporal non-linear features well 
and uses them effectively in predicting the yield. 

A comparison between the actual and anticipated 
values in the case of the proposed hybrid model is 
shown in Fig. 7. This graph provides a visual represen-
tation of the model's performance capturing the pat-
terns and trends of the rice yield data. Since our model 
has a high R2 value, the close alignment between the 
true & predicted values demonstrates a good model fit.

Table 8 presents the scaling characteristics of the 
LSTM model. Scaling characteristics are measured 
by increasing the number of epochs and max_depth 
by parameter hyper-tuning. From the results, it is ob-
served that as both these values are increased, the R2 
value too increases, with the best value achieved at 
50 epochs, but the time taken also increases. This time 
can be decreased by using graphical processing units 
(GPU) as part of future research.

The result of the hybrid model implemented with 
and without the ABC feature selection technique and 
comparing its performance with existing state-of-the-
art models is captured in Table 9. ABC FS methodology 
along with the hybrid implementation of CNN+LSTM 
and RF regressor helps in improving the model perfor-
mance compared to its performance without any fea-
ture selection.

Fig. 7. Actual vs. predicted values of rice yield

Table 8. Scaling characteristics of the LSTM model

Epochs max_depth Total_time (mins) R2

5 6 15 0.9833

10 6 17 0.9830

20 6 25 0.9824

50 6 40 0.9844

5 8 18 0.9886

10 8 25 0.9878

20 8 42 0.9850

50 8 58 0.9899

Fig. 8. Training and validation loss in the CNN-LSTM 
model

Volume 15, Number 3, 2024
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Table 9. Comparison of proposed hybrid model with existing models (best results in bold)

Reference Method R RMSE RAE MAE R2 MSE

[25]

K-Star 0.95 365.22 26.65 223.43 0.910 133386

LR 0.55 936.57 79.57 666.96 0.302 877163

Gaussian process 0.72 790.54 65.64 548.63 0.525 300995

MLP 0.76 760.77 68.29 572.48 0.588 327733

RBF 0.09 1117.03 100.09 839.01 0.008 1247756

Bagging Model 0.79 700.11 55.46 464.89 0.625 490154

Additive Regression 0.53 949.21 81.21 680.73 0.285 900999

[26]

Rigid Regression NA NA NA NA 0.542 NA

Gradient Boosting NA NA NA NA 0.667 NA

Random Forest NA NA NA NA 0.967 NA

XGBOOST_
Regression NA NA NA NA 0.867 NA

[28]

J48 NA 0.27 37.97 0.11 NA NA

LWL NA 0.32 76.34 0.22 NA NA

LAD Tree NA 0.41 68.88 0.19 NA NA

IBK NA 0.30 35.86 0.10 NA NA

[31]

Hybrid DT, 
XGBoost, RF with 
Feature shuffling 

and Feature 
performance

0.11 335.10 11.29 8.6023 0.879 112296

[36]

Random Forest NA NA 5.82 15 NA NA

K-star NA NA 12.8 34 NA NA

Bays-net NA NA 68.45 18.5 NA NA

J48 NA NA 59.29 16 NA NA

Proposed 
Model

CNN+LSTM+RF 0.98 122.7 13.1 5.57 0.98 15065

CNN+LSTM+RF 
with features 

selected by the ABC 
algorithm

0.99 116.67 8.67 7.43 0.989 13613

The training versus validation loss for the CNN-LSTM 
model is shown in Fig. 8. which demonstrates the learn-
ing advancement of our model during the training pro-
cess. The graph shows the convergence of the model 
with reducing training loss, and the low value of valida-
tion loss compared to training loss confirms the effec-
tiveness of the training procedure.

Overall, with a high R2 value of 0.989 and, a low MSE 
value of 13613 with optimal features selected by the 
ABC algorithm, and proposed hybrid CNN+LSTM mod-
el along with the RF regressor successfully captures 
the complex relationships between the input features 
and crop yield. It suggests that this hybrid model can 
be relied upon to provide accurate predictions of crop 
yields, which can be invaluable for agricultural plan-
ning, resource allocation, and the decision-making 
process of the agricultural community. 

5. CONCLUSION

This research introduced a novel approach for pre-
dicting rice yield, leveraging the ABC algorithm for fea-
ture selection along with a hybrid CNN+ LSTM model. 
The RF regressor complements the hybrid model by 
adding diversity and reducing prediction errors, exhib-
iting superior performance compared to other existing 
models by achieving the highest scores for important 
evaluation metrics. The visualization presented in the 

research further confirmed the model's ability to cap-
ture underlying patterns in the dataset. The practical 
implications of this research go beyond the academic 
sphere, providing significant benefits to the agricul-
tural community. Accurate crop yield predictions em-
power farmers to optimize their practices, allocate 
resources effectively, and minimize crop losses. Policy-
makers can utilize these predictions for devising strate-
gies related to food security, distribution management, 
and sustainable agriculture. Additionally, the commer-
cial sector can make informed decisions regarding crop 
procurement, storage, and pricing based on this infor-
mation. Although our hybrid model has shown impres-
sive performance, there is still room for improvement. 
Future studies could focus on incorporating additional 
features like soil characteristics, historical climate data, 
and socio-economic factors. Leveraging GPUs to ac-
celerate the model's training can help in faster predic-
tive results. Evaluating the model on larger and more 
diverse datasets would also validate its robustness and 
generalizability across various regions and timeframes. 
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Abstract – In general, there are so many types of fruit images that it is difficult for humans to differentiate them based on their visual 
characteristics alone. This research focuses on identifying and recognizing images of fruit from 23 different classes or types. Fruit varieties 
consist of 13 apple classes, 1 orange class, and 9 tomato classes, totaling 15,987 images. Fruit image data were collected from various 
sources, including the internet, magazines, and direct capture with a digital camera. The process of identifying and recognizing fruit images 
involves the classification of fruit images using a deep learning algorithm. Several CNN models, which are derivatives of deep learning, 
are used to achieve high accuracy and robustness in recognizing various types of apples and tomatoes. To evaluate the performance 
of each model, the apple data were trained on a large and diverse set of apple images using several CNN models such as ResNet50V2, 
InceptionV3, InceptionResNetV2, VGG16, VGG19, MobileNetV2, and EfficientNet. Performance is assessed using metrics such as accuracy, 
precision, recall, and F1 score. To achieve optimal performance in the image recognition process, it consists of preprocessing strategies, 
data augmentation, feature extraction, and classification supported by optimization, all of which have a significant impact on increasing 
accuracy performance. Experimental results show that certain CNN model architectures outperform other model architectures in terms 
of time efficiency and accuracy in recognizing fruit types/classes. However, to get more optimal results regarding the performance of the 
CNN model architecture for fruit categorization, two optimizers will be used, namely Adam and Adagrad, and will be compared. Based on 
Adam's optimizer experiments, the EfficientNet model produces the highest average accuracy of up to 99%, followed using the VGG 16 and 
ResNet V2 50 models, which achieve 98% and 97% accuracy. Meanwhile, the use of the Adagrad optimizer with the VGG 16 model produces 
the highest average accuracy of up to 95%, followed using the VGG 19 and EfficientNet models, which achieve accuracy of up to 93% and 
91%. Overall, this experiment produced very good accuracy because it produced an average of above 90%. However, there is still room for 
improvement in recognizing fruits of different shapes, textures, and colors.

Keywords: fruit, identification, recognition, CNN, categorization, apple, tomato 

1.  INTRODUCTION

There are numerous types of fruits, which makes it 
difficult for humans to distinguish between them solely 
based on their characteristics. Additionally, there is a lack 
of user knowledge in differentiating between types of 

fruits and vegetables among various horticultural prod-
ucts in agriculture fields, particularly apples and toma-
toes. This lack of knowledge makes it challenging for 
users to easily identify and select apples and tomatoes 
that are readily available in the market and are easily 
consumable [1]. To address this issue, it is important to 
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provide users with information that will help them easily 
identify and select apples and tomatoes that are readily 
consumable. In general, identifying fruit objects through 
images is very useful because there are many types of 
fruit that exist and can be carried out. Fruit categoriza-
tion has benefited greatly from deep learning tech-
niques [2]. Accurate and efficient fruit categorization 
is crucial in agriculture, quality control, and automated 
fruit sorting systems Traditional methods of grading 
and sorting fruit by humans are slow, labor-intensive, 
error-prone, and tedious [3]. Therefore, there is a need 
for intelligent fruit grading systems. To address the chal-
lenges posed by differences in fruit appearance, shape, 
size, and orientation, researchers have developed a deep 
learning-based fruit categorization system [4]. The find-
ings of this study contribute to the advancement of fruit 
classification systems and have practical implications 
in various fields, such as agriculture, the food industry, 
and automated fruit sorting [5]. In other studies archi-
tectures leverage deep learning techniques to eliminate 
the need for hard-coding specific features related to a 
fruit's shape, color, or other attributes. This method has 
the potential to enhance the accuracy and efficiency of 
fruit categorization operations, enabling automated and 
reliable fruit quality evaluation [6]. In conclusion, deep 
learning-based fruit categorization systems have proven 
to be effective in accurately classifying different varieties 
of fruits. These systems offer advantages such as non-
contact operation, improved efficiency, and reliable fruit 
quality evaluation. They have practical applications in 
agriculture, the food industry, and automated fruit sort-
ing systems [7]. 

The goal of the study was to create a robust and reliable 
model capable of accurately classifying different variet-
ies of fruits. To achieve this, various deep learning models 
were employed, including ResNet50V2, InceptionV3, In-
ceptionResNetV2, VGG16, VGG19, and EfficientNet. These 
models have demonstrated exceptional performance in 
picture classification tasks and are known for their ability 
to capture nuanced features and patterns. The research 
also involved extensive testing of different optimizers. 
Optimizers play a crucial role in deep learning models as 
they determine how the model learns and updates its pa-
rameters during training. Different optimizers have been 
shown to yield varying performance in terms of accuracy, 
precision, recall, and F1-score. However, specific details 
about the optimizers used in the study are not provided 
in the given information. 

2. RELATED STUDY

Various types of evaluations and analyses were con-
ducted on various classification models to identify cit-
rus fruit diseases. This paper discusses concepts related 
to image acquisition processes, digital image process-
ing, feature extraction, and classification approaches. 
Each concept is discussed separately [8]. It is crucial to 
employ image annotation techniques that are fast, sim-
ple, and highly effective. This research focuses on the 

agricultural sector and implements automatic image 
annotation to classify the ripeness of oil palm fruit and 
to identify different types of fruit. This approach aids 
farmers in improving fruit classification methods and 
increasing their production [9]. The fruit industry faces 
a common challenge: the lack of an automated system 
for classifying dates. Recent advancements in machine 
learning techniques have opened new opportunities 
for automating fruit classification and sorting tasks, tra-
ditionally handled by human experts [10]. 

This study explores the performance of various deep 
learning models and the impact of different parame-
ters on the accuracy and efficiency of fruit classification 
systems using convolutional neural networks (CNNs) 
with various approaches [11]. This article highlights 
the application of AI in the food industry, maximizing 
resource utilization by reducing human error. Artificial 
intelligence, coupled with data science, can enhance 
the quality of restaurants, cafes, online food delivery 
chains, hotels, and food outlets by increasing produc-
tion using different pairing algorithms for sales predic-
tion [12]. In conducting the experiments using a data-
set comprising images of 30 different fruit classes. The 
researchers employed prominent deep learning archi-
tectures, such as VGG16 and ResNet50, as the founda-
tion for their classification system. They evaluated the 
models' performance based on accuracy, precision, re-
call, and F1-score. Their findings yielded 86% and 85% 
accuracy from the public dataset and 99% and 98% ac-
curacy from their custom dataset [13]. 

By utilizing the Fruit-360 dataset, we ensure the datas-
et's reliability, backed by the success of previous research 
using this dataset. This research emphasizes the applica-
tion of AI in the food industry, recommending significant 
capital savings through resource optimization, includ-
ing human error reduction. This experiment employed 
a GPU as the primary processing power, achieving 177x 
acceleration on training data and 175x on test data [14]. 
In another study, a wider variety of fruits were used. 
The experiment was conducted using 24 classes of fruit 
comprising 3,924 images. The authors preprocessed 
the data by applying augmentation techniques. They 
implemented CNN, which trained the data with a batch 
size of 16 and 100 epochs, resulting in 95.5% accuracy 
for their test [15]. The comparison research used various 
kinds of apples, such as Granny Smith, Braeburn, Golden 
Delicious, and Cripps Pink, and other fruits, such as man-
darin, lemon, and orange. It indicated that the average 
accuracy values for training and test datasets were 100% 
and 73%, respectively [16]. The advantages of artificial 
intelligence, deep learning-based computer vision can 
support various agricultural activities can be carried out 
automatically with maximum precision, making smart 
agriculture a reality [17]. 

Computer vision techniques, together with the abil-
ity to acquire high-quality images using remote cam-
eras, enable non-contact and efficient technology-
based solutions in agriculture [18, 19]. In another study, 
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sea buckthorn fruits were used to quickly identify the 
moisture content range by collecting images of the 
appearance and morphology changes during the dry-
ing process [20]. Machine learning approaches for fruit 
classification have been proposed in the past, but deep 
learning, with its improved recognition and classifica-
tion capabilities, can be a powerful engine for produc-
ing actionable results [21]. The classification of fruits 
can be divided into classes for edible and non-edible 
fruits, which is an important aspect in the industry. 
For example, one research project classified four fruits 
(Banana, Papaya, Mango, and Guava) into three stages: 
raw, ripe, and overripe [22]. 

Another study used a Convolutional Neural Network 
(CNN) to identify and classify different varieties of pea-
nuts. Based on the deep learning technology, this paper 
improved the deep convolutional neural network VGG16 
and applied the improved VGG16 to the identification 
and classification task of 12 varieties of peanuts [23]. In 
yet another study, a 13-layer CNN was designed, and 
various data augmentation methods were used, such as 
image rotation, Gamma correction, and noise injection. 
The researchers also compared maximum pooling with 
average pooling and used stochastic gradient descent 
with momentum to train the CNN [24]. The comparison 
table with existing studies can be seen in Table 1.

Table 1. The Comparison of some table with 
existing studies

Ref. Tittle Fruit Image used Method Accuracy

6

Computerized 
Classification 
of Fruits using 

Convolution Neural 
Network

This research detect disease in 
fruit using a digital basis. Early 
detection of disease protects 
against damage to the entire 

plant using CNN

90%

9

Enhancing Image 
Annotation 

Technique of Fruit 
Classification Using 

a Deep Learning 
Approach

This research is about 
automatic image annotation 

which is repeated to classify the 
ripeness of oil palm fruit and 
recognize fruit varieties with 
Yolo based on Deep learning

98.7%

13

Fruits Classification 
and Detection 

Application Using 
Deep Learning

This paper is for an automatic 
fruit classification and 

detection system that has been 
developed using deep learning 

algorithms, namely Yolo and 
ResnetV2 or VGG16

85% and 
98%

14

Analysis of artificial 
intelligence-
based image 
classification 
techniques

This research is about an 
artificial intelligence-based 

image classification system for 
quickly identifying vegetables 
and fruits by looking through 

the camera billing process. 

93%

17

Fruit image 
classification 

model based on 
MobileNetV2 with 

deep transfer 
learning technique

This research requires an 
automatic system to classify 
various types of fruit without 

the help of human labor 
using the modified version of 

MobileNetV2 

99%

21
Fruit Classification 

Using Deep 
Learning

In this research about 
the importance of fruit 

classification for people who 
have dietary needs including 
to help them choose the right 
fruit category on a digital basis 

Using CNN Model

94.3%

Table 1. provides information about the compari-
son of several research references related to fruit im-
age classification, including the model/algorithm used 
and the resulting accuracy of the model used in each 
reference. In the proposed system there are four classi-
fied fruits, namely Banana, Papaya, Mango, and Guava 
which are divided into three stages, namely unripe, 
ripe, and overripe fruit using a Convolutional Neural 
Network [25]. The fruit research process involves sev-
eral steps, including fruit classification methodology, 
pre-processing, and the implementation of fruit classi-
fication using appropriate software and hardware. Pre-
processing includes background removal and segmen-
tation techniques to extract fruit areas.  

3. PROOSED METHOD

In this classification research, the workflow is done 
based on this research method diagram in Fig. 1.

Fig. 1. Research diagram for "Fruit Image 
Classification Using Various Pre-Trained Models

The aim of experiment is to find the CNN model that 
yields optimal accuracy values. Two optimizer meth-
ods would be employed to support the classification 
performance in this experiment. To conduct this ex-
periment, the images will undergo changes in pixel 
size and rotation. These modified images will then be 
converted into array values during the normalization 
process, which will be applied to all the images in the 
dataset. The array values would be processed to extract 
image characteristics based on the selected CNN mod-
el, both for training and testing data. A comparison 
process performed between the trained images and 
the testing images to determine the accuracy and per-
formance of the classification. In summary, the stages 
involved in the classification of fruit images can be de-
scribed as follows:
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1. Data Preparation of Fruit Image Dataset

This research utilized the dataset obtained from 
Kaggle.com, specifically the Fruits-360 dataset. The 
dataset comprises 15,987 fruit images, covering 23 
different fruit classes, with a primary focus on various 
types of apples and tomatoes. This diverse collection 
facilitates training and testing of CNN models, leading 
to improved classification accuracy. Additionally, these 
modifications have an impact on other accuracy mea-
sures during the experiment. An example of an apple 
can be seen in Fig. 2.

Fig. 2. Inform the Apple Braeburn class dataset 
which has undergone changes in rotation and focus

Meanwhile, the number of fruit classes in this study 
can be seen in Fig. 3.

Fig. 3. Dataset Images from each Classes

Fig. 3 present the fruit dataset studied which con-
sists of 13 classes of apples studied, 1 class of citrus 
fruit and 9 classes or types of tomatoes. They are apple 
Braeburn, Apple Crimson Snow, Apple Golden 1, Apple 
Golden 2, Apple Golden 3, Apple Granny Smith, Apple 
Pink Lady, Apple Red1, Apple Red2, Apple Red3, Apple 
Red Delicious, Apple Red Yellow, Apple Red Yellow2, 
Orange, Tomato1, Tomato2, Tomato3, Tomato cherry 
Red, Tomato Heart, Tomato Marcon, Tomato Not Rip-
ened, Tomato Yellow.

2. Fruit Data Image Preprocessing 
 (Resize, Rotation)

The fruit image data is pre-processed before being 
used for the dataset training process with a pre-trained 
model. Before, training the models, the fruit data im-
ages undergo preprocessing steps such as resizing and 
rotation. These steps help standardize the input images 
and ensure the models be able to handle variations in 
size and orientation. The following steps are taken for 
pre-processing the fruit image data:

1. Resizing: Fruit Image presents a full-frame fruit 
with different rotations and orientations. The da-
taset also includes resized fruit images with pixel 
sizes of 224 x 224 and 299 x 299.  Each image is 
resized to either 299x299 or 224x224, depending 
on the model being used. The InceptionResNetV2, 
InceptionV3, and ResNet50V2 models require the 
image size to be 299x299, while the VGG16, VGG19, 
MobileNetV2, and EfficientNet models require the 
image size to be 224x224. 

2. Rotation: After resizing the image, the entire data-
set is reprocessed by applying different scale and 
shear rotations to each image. Moreover, each im-
age undergoes rotation changes of 15 and 20 de-
grees, as well as shifts to ideal positions, enhancing 
recognition ease. These modifications aim to en-
sure equalized sizes within the fruit image dataset. 

3. Selection of Pre-trained Models
To leverage the power of deep learning, pre-trained 

models are used in this study. Pre-trained models 
are neural network models that have been trained 
on large-scale datasets, such as ImageNet, and have 
learned to extract meaningful features from images. By 
using pre-trained models, researchers can benefit from 
the knowledge and representations learned by these 
models, saving time and computational resources.

3. Configuration and Optimization of Models

Configuring and optimizing the models involves set-
ting up all the necessary parameters for processing the 
training data. This includes defining the architecture of 
the CNN models, specifying activation functions, kernel 
initializers, padding, input shape, and other relevant 
parameters. The models are then compiled and trained 
using the specified optimizers. The entire process of 
configuring and optimizing the models can be visu-
alized through the output, which provides a compre-
hensive overview of the experiment.These resources 
are specifically tailored to configuring and optimizing 
the models for the task of fruit classification. This in-
volves fine-tuning the models, adjusting hyperparam-
eters, and selecting suitable optimization algorithms to 
achieve the best performance.

4. Training Dataset

The prepared data set is used to train the selected 
model. During the training process, the models learn to 
recognize and classify various types of fruits based on 
pre-prepared images and labels. The training data set is 
essential for the model to learn patterns and features that 
differentiate one class of fruit from another. For this train-
ing process, experiments have been carried out with sev-
eral epochs of 10 and 50. As well as dividing the amount 
of fruit data used as training, testing and validation data.

5. Evaluation of Models on the Dataset

Once the models are trained, they are evaluated on a 
separate dataset to assess their performance. This eval-
uation dataset contains images that the models have 
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not seen during training. By evaluating the models on 
unseen data, researchers can measure their generaliza-
tion ability and determine how well they can classify 
fruits in real-world scenarios. The dataset consists of a 
total of 15,987 images with different rotations and ori-
entations, including 9,600 training datasets, 2,386 vali-
dation datasets, and 4,001 testing datasets.

6. Comparative Analysis of CNN Models

A comparative analysis is conducted to compare the 
performance of the different CNN models used in this 
study. This analysis helps to identify the strengths and 
weaknesses of each model and provides insights into 
which models are most effective for fruit classification. 
Overall, this study focuses on the image processing 
of apples and tomatoes, utilizing deep learning algo-
rithms and optimizations to achieve optimal classifi-
cation accuracy. The experimental implementation is 
divided into several stages, including data preparation, 
image preprocessing, model selection, configuration 
and optimization, training, evaluation, and compara-
tive analysis of CNN models.

4. EXPERIMENTAL RESULTS

In this experiment on fruit image classification, the 
model trained the image as many as 10 and 50 ep-
ochs of the given test time. However, it based on the 
test results on the fruit images obtained the accuracy 
results of the tests that have been carried out quite sat-
isfactory and convincing, as well as being able to draw 
conclusions regarding the success of this research. The 
result of training showed with Matplotlib for better 
understanding of each training process. All the results 
shown in Fig. 4.

Fig. 4. Validation Dataset Accuracy and Loss on 
InceptionV3 through 10 Epochs using Adagrad 

optimizer

In Fig. 4, the experiment focused on comparing the 
performance of the Adagrad optimizer. The initial accu-
racy of the Adagrad optimizer was not as high as that of 
the Adam optimizer. However, the experiment showed 
that the Adagrad optimizer consistently improved 
over time throughout the epochs. Although it did not 
achieve the same level of accuracy as Adam in this test.

Fig. 5. Validation Dataset Accuracy and Loss on 
InceptionV3 through 10 Epochs using Adam optimizer

In Fig. 5 inform about the experiment of image clas-
sification used Adam optimizer and then the accuracy 
from the beginning was already high but the accuracy 
and losses seems to fluctuate a lot although the differ-
ence wasn’t much with the numbers fluctuate around 
0,1 between the fluctuation.

a) Training and Validation Accuracy Curves using 
Adam Optimizer on ResNet50V2 
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(b) Training and Validation Loss Curves using Adam 
Optimizer on ResNet50V2

Fig. 6. Training and Validation Accuracy include 
Loss Curves using Adam Optimizer on ResNet50V2

In Fig. 6 present the training and validation accuracy 
dataset, as well as the increase in loss during training. 
The experiment used ResNet50V2 and Adam optimizer 
shows high accuracy up to an average of 90%, indicat-
ing good fluctuations in the training process.

In Fig. 7 present the training and validation accuracy 
include loss process used Adagrad optimizer starts with 
an accuracy more of 86% but shows consistency during 
training. In-depth analysis, the experiment extends the 
model training to 50 epochs. In this experiment, the Ef-
ficientNet model was used with the Adam optimizer, 
achieving an average accuracy of 97%. When using the 
Adagrad optimizer, the accuracy reached 92%. Addi-
tionally, the training loss with the Adam optimizer was 
smaller than with Adagrad.

(a) Training and Validation Accuracy Curves using 
Adagard Optimizer on ResNet50V2

(b) Training and Validation Loss Curves using 
Adagard Optimizer on ResNet50V2

Fig. 7. Training and Validation Accuracy include 
Loss Curves using Adagard Optimizer on 

ResNet50V2

Fig. 8. Training accuracy used EfficientNet model 
and Adam Optimizer

Fig. 9. Training loss used EfficientNet model and 
Adam Optimizer

Fig. 8 and Fig. 9 present the training accuracy and 
loss process results using the EfficientNet model by 
carrying out a 50-iteration. The image obtained shows 
that the accuracy using the Adam optimizer has an ac-
curacy of almost 100% and however, Fig. 10 and Fig. 
11 present the training accuracy and loss process re-
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Fig. 10. Training accuracy used EfficientNet model 
and Adagard Optimizer

Fig. 11. Training loss used EfficientNet model and 
Adagard Optimizer

In Fig. 12 and Fig. 13 inform the confusion matrix graph 
shows that the overall performance evaluation in classify-
ing fruit image data shows that the prediction results of 
the CNN model with the Adam optimizer produce better 

accuracy than Adagard. In this experiment, the Efficient-
Net model was used which produced prediction perfor-
mance accuracy between 98 - 100%. whereas with Ada-
gard only a few of fruits images can be detected properly. 

Fig.12. The confusion matrices used EfficientNet model and Adam Optimizer

sults used Adagard optimizer which had an accuracy of 
80 - 90% results. In this experiment present confusion 

matrices for all models on the test dataset to provide a 
detailed of model performance.
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Fig.13. The confusion matrices used EfficientNet model and Adagard Optimizer

After doing the training and testing the fruit im-
age dataset, the next step is to evaluate and test the 
model using test dataset for every model which sup-
ported with Optimizers. In this section, we presented 
the results of our tests using 7 pre-trained models and 
2 optimizers. It is important to mention that we have 
tested 1 Orange dataset, which achieved 100% accu-
racy, so we will not provide further details about it in 
this description.

a) InceptionV3

Fig. 14. Accuracy Classification using InceptionV3 
and the Adam optimizer

Fig. 14 shows the results of experiments using In-
ceptionV3 and the Adam optimizer. The classes of to-
matoes, namely Red Delicious, Orange, Cherry Red, 
Maroon, and Note Ripe, achieved an accuracy of 100%. 
Additionally, the average accuracy of this experiment 
reached 96%. The experiment also yielded accuracy re-
sults of 100% for several other tomato classes.

Fig. 15. Accuracy Classification using InceptionV3 
and the Adagrad optimizer

In Fig. 15, the experiment results are shown using the In-
ceptionV3 model and the Adagrad optimizer. It is observed 
that Orange and A. Red Delicious achieved 100% accuracy. 



255Volume 15, Number 3, 2024

The dataset experiment overall achieved an average accu-
racy of 74%. However, the accuracy results for Apple Red 1 
and 2, including pink lady, were significantly lower with an 
average accuracy of only 16% in this experiment.

b) InceptionResNetV2

Fig.16. Accuracy Classification using 
InceptionResNetV2 and the Adam optimizer

In Fig. 16 the results of the experiment using the In-
ceptionResNetV2 and Adam optimizer are reported. 
The following fruits achieved 100% accuracy: Crimson 
Snow, Golden 1, Red Delicious, Red Yellow1, Tomato 4, 
Cherry Red, Maroon, Yellow, and Not Ripe. The data-
set experiment achieved an average accuracy of 74%. 
However, when using this CNN model, 10 types of fruit 
can be recognized with 100% accuracy, while the accu-
racy for other types of fruit can reach up to 80%.

Fig.17. Accuracy Classification using 
InceptionResNetV2 and the Adagrad optimizer

In Fig. 17, the results of the experiment using the In-
ceptionResnetV2 model and the Adagrad optimizer are 
presented. It is observed that the Orange class achieved 
100% accuracy. Other types of fruits, such as Red Deli-
cious and Maroon, achieved an accuracy rate above 95%. 
However, in this experiment, both Pink Lady and Red 2 
showed low accuracy, with an average of less than 10%.

c) ResNet50V2

In Fig.18, the results of the experiment using the 
ResNetV2-50 model and the Adam optimizer are pre-
sented. According to this experiment, around 12 fruits 
achieved 100% accuracy, including Golden 1 and 2, 
Red Yellow, Orange, Red Delicious, and others. The da-
taset experiment achieved an average accuracy of 88% 
using this model.

Fig. 18. Accuracy Classification ResNet50V2 using 
the Adam optimizer

Fig. 19. Accuracy Classification using ResNetV2 and 
the Adagrad optimizer

In Fig. 19 present the experiment results using the 
ResNetV2-50 model and the Adagrad optimizer show 
that Orange and A. Red Delicious have 100% accuracy. 
The dataset experiment achieved an average accuracy 
of 74%. However, the accuracy results for Apple Red 1 
and 2, including Pink Lady, were low, with an average 
accuracy of only 16% in this experiment.

d) VGG16

Fig. 20. Accuracy Classification on VGG16 using the 
Adam optimizer

In Fig. 20 present the experiment result using the 
VGG 16 and the Adam optimizer. In this experiment 
around 15 Fruits have achieved 100% accuracy such as 
A. Golden 1 and 2, A. Red Yellow, Orange, Tomato and 
A. Red Delicious and others. The experiment achieved 
the average more than 94% accuracy using this model. 
Based on this result can be concluded using this model 
has the best accuracy results.

In Fig. 21 present the experimental results using the 
VGG16 model and the Adagrad optimizer. In this exper-
iment, around 10 fruits have achieved 100% accuracy, 
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including Golden 1, Red Delicious, Red Yellow2, Or-
ange, Tomato1, and other tomato varieties. The dataset 
experiment achieved an average accuracy of over 87% 
using this model. The lowest accuracy observed with 
the VGG16 was approximately 60%.

Fig. 21. Accuracy Classification using VGG16 and 
the Adagrad optimizer

e) MobileNetV2

Fig. 22. Accuracy Classification using MobileNetV2 
and the Adam optimizer

In Fig. 22 present the experiment results using the 
MobileNetV2 model and the Adam optimizer are 
presented. In this experiment, around 6 fruits have 
achieved 100% accuracy, including Golden 1 Orange, 
as well as various other kinds of tomatoes. The dataset 
experiment has achieved an average accuracy of over 
82% using this model. The lowest accuracy achieved 
using the MobileNetV2 model was approximately 68%.

Fig. 23. Accuracy Classification on MobileNetV2 
using the Adagrad optimizer

In Figure 23, the experiment results using the Mo-
bileNetV2 model and Adam optimizer are presented. 

In this experiment, around 5 fruits achieved 100% ac-
curacy, including Golden 1 Orange and various types 
of tomatoes. The dataset experiment achieved an aver-
age accuracy of over 82% using this model. The lowest 
accuracy was observed with the MobileNetV2 model, 
which was about 64%.

f) EfficientNet

Fig. 24. Accuracy Classification on EfficientNet 
using the Adam optimizer

In Fig. 24, the experiment results using the Efficient-
Net and Adam optimizer are presented. In this experi-
ment, around 15 fruits achieved 100% accuracy, includ-
ing A. Golden 1, A. Granny Smith, A. Pink Lady, and 
apple varieties, as well as tomato varieties. The experi-
ment achieved an average accuracy of more than 92% 
using this model. EfficientNet and Adam Optimizer 
emerged as the most successful among the 7 models 
tested with Adam optimizer. Interestingly, EfficientNet 
exhibited a different behaviour compared to the other 
models. While the models struggled to identify Apple 
Red, EfficientNet had the lowest accuracy in identifying 
Tomato Heart, but it still achieved 90% accuracy.

Fig. 25. Accuracy Classification on EfficientNet 
using the Adagrad optimizer

In Fig. 25 present the experiment results using the Ef-
ficientNet and Adagrad optimizer are presented. In this 
experiment, approximately six fruits achieved 100% ac-
curacy, including A. Golden 1, A. Golden 2, Orange, and 
other types of tomato fruits. The experiment achieved 
an average accuracy of 73% using this model.
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5. EVALUATION AND DISCUSSION

Based on the results from the testing dataset, we 
have concluded that the experiment conducted using 
the Adam Optimizer performed better than the one us-
ing the Adagrad Optimizer. When conducting the ex-
periment with the Adam Optimizer, the image fruit da-
taset achieved an average accuracy of approximately 
96.85% with a loss of only 0.85%. On the other hand, 
when the Adagrad optimizer was used, the dataset had 
an average accuracy of about 85.5% with a significantly 
higher average loss of 60%. The results of all the experi-
ments are presented in Figs. 22 and 23.

Fig. 26. Average Results of Accuracy and Losses after 
Testing Using Test Dataset and the Adam Optimizer

Fig. 27. Average Model Accuracy and Losses after 
testing using Test Dataset using the Adagrad 

Optimizer

In Fig. 26 dan Fig. 27 present on several experiments 
on recognizing types of fruit that have been carried out 
using several CNN models and optimizers. The results 
can be seen in Fig. 24 and Fig. 25.

Fig. 28. Average accuracy results, precision, recall, 
and F1 Score, on several CNN models supported by 

Adam Optimizer

Fig. 28 presents the highest accuracy, precision, re-
call and F1 Score results with several CNN models in 
banana fruit classification with the EfficientNet, VGG 
16, and VGG 19 models supported by Adam Optimiz-
ers with performance of 99%, 98% and 97%. However, 
if you experiment using the Adagard optimizer can be 
seen in Fig. 25.

Fig. 29. Average accuracy results, precision, recall, 
and F1 Score, on several CNN models supported by 

Adagard Optimizer

Fig. 29 presents the highest accuracy, precision, re-
call and F1 Score results with several CNN models in 
banana fruit classification with the VGG 16, VGG 19 and 
EfficientNet models supported by Adam Optimizers 
with performance of 95%, 93% and 91%.

In recognition process is optimal because in the extract-
ing image characteristics, it is divided into 3 values height, 
weight, and dimension. The experimental process using 
2 optimizers and 7 CNN models. The conclusion got from 
the experiment using this dataset where The Adam opti-
mizer is better when it comes to training and classifying 
fruit image dataset. Adagrad optimizer does not perform 
well in the model accuracy in such small epochs used but 
from our observations, Adagrad have a good consistency 
when it comes to training model. Meanwhile Adam op-
timizer already have a good accuracy starting from early 
epochs, but the accuracy and losses fluctuate a lot, so it 
creates inconsistencies. However, Adagrad in the other 
hand have a bad accuracy and losses in such small epochs 
but showed steady improvement over training. Extended 
research using the shape characteristic is needed to prove 
the hypothesis of this theory.

6. CONCLUSIONS

In conclusion, this research used the fruit dataset and 
made several key findings:

1. The feature extraction process in this research in-
volved using a library to process images with three 
dimensions: height, width, and channel. Addition-
ally, a value of 1 was added to indicate whether the 
elaboration process was completed for each image.

2. The research utilized CNN algorithms, employing 
seven different models: ResNet50V2, Inception-
ResNetV2, InceptionV3, VGG16, VGG19, Mobile-
NetV2, and EfficientNet.
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3. Among these models, VGG16 demonstrated the 
best performance, achieving 98% accuracy with 
the Adam optimizer and 95% accuracy with the 
Adagrad optimizer.

4. The Adam optimizer proved to be a superior op-
tion for fruit classification research. In contrast, 
the Adagrad optimizer resulted in poor accuracy 
and high losses during training, which negatively 
impacted the experiment's outcome. It is worth 
noting that the number of epochs used may have 
influenced Adagrad's poor performance.

5. Notably, the Apple Red 2 dataset consistently ex-
hibited the lowest accuracy across all tests. This dis-
crepancy may be attributed to the fact that apples 
themselves can have different colors depending 
on their orientation.
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Abstract – Flood is a significant problem in many regions of the world for the catastrophic damage it causes to both property 
and human lives; excessive precipitation being the major cause. The AI technologies, Deep Learning Neural Networks and Machine 
Learning algorithms attempt realistic solutions to numerous disaster management challenges. This paper works on RNN-
based rainfall/ precipitation forecasting models by investigating the performances of various Recurrent Neural Network (RNN) 
architectures, Bidirectional RNN (BRNN), Long Short-Term Memory (LSTM), Gated Recurrent Unit (GRU) and ensemble models such 
as BRNN-GRU, BRNN-LSTM, LSTM-GRU, BRNN-LSTM-GRU using NASAPOWER datasets of Andhra Pradesh (AP) and Tamil Nadu 
(TN) in India. The different stages in the workflow of the methodology are Data collection, Data pre-processing, Data splitting, 
Defining hyperparameters, Model building and Performance evaluation. Experiments for identifying improved optimizers and 
hyperparameters for the time-series climatological data are investigated for accurate precipitation forecast. The metrics: Mean 
Absolute Error (MAE), Mean Squared Error (MSE), Root Mean Square Error (RMSE) and Root Mean Squared Logarithmic Error (RMSLE) 
values are used to compare the precipitation predictions of different models. The RNN variants and ensemble models, BRNN, LSTM, 
GRU, BRNN-GRU, BRNN-LSTM, LSTM-GRU, BRNN-LSTM-GRU produce predictions with RMSLE values of 2.448, 0.555, 0.255, 1.305, 
1.383, 0.364, 1.740 for AP and 1.735, 0.663, 0.152, 0.889, 1.118, 0.379, 1.328 for TN respectively. The best performing RNN model, GRU 
when ensembled with the existing statistical model SARIMA produces an RMSLE value of 0.754 and 1.677 respectively for AP and TN.

Keywords: deep Learning, optimizers, hyperparameters, RNN, BRNN, LSTM, GRU, SARIMA 

1.  INTRODUCTION

Around the world, floods regularly cause enormous 
losses; India also suffers the most serious damages [1, 
2]. The prime cause being excessive precipitation [3, 4] 
that occurs suddenly resulting in hazardous flood con-
ditions and difficulties for the people. Out of all natural 
disasters, floods in India account for 56% of all fatalities 
[4]. According to Central Water Commission (CWC) data 
for India, between 1953 and 2020 there was an aver-
age of 1676 flood-related fatalities every year.  Table 1 
depicts the Flood-affected areas and flood damages in 
India during the period from 1953 to 2020 [5].

In the statement on the climate of India released 
by the India Meteorological Department (IMD) in the 
year 2022 [6] concerning the data from 1971 to 2020, 

the majority of India had a high long-period average 
(LPA) precipitation of 108%. During the years, South 
Peninsular India received seasonal monsoon precipita-
tion equal to 122% LPA; Central India and Northwest 
India received seasonal precipitation equal to 119% 
and 101% LPAs respectively; and East & Northeast India 
received seasonal monsoon precipitation equal to 82% 
LPA [7]. The heavy rainfall days showed significantly in-
creasing flood trends over peninsular India [8]. The im-
pact of excessive rainfall is the cause of flood frequency 
in various parts of the world especially India, Indonesia 
and Spain [8-11]. Also, from [9] and [11], the amount 
of daily rainfall turned out to have a stronger correla-
tion with floods. This thought motivates the research to 
make flood forecasts for safe living in extreme rainfall-
receiving areas of India. Rainfall events are classified 
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as moderate when it is between 2.5 and 64.5 mm/day, 
while events that fall beyond 64.5 mm/day are classi-
fied as heavy rainfall [8]-[10]. So, when the rainfall is 
over 64.5 mm/day, there are chances of flooding. Thus, 
this research which involved rainfall prediction is im-
portant to forecast flood risk based on predicted rain-
fall values greater than 64.5 mm/day.

Flooding is possible in heavy precipitation-receiving 
regions like South Peninsular India or South India. The 
union territories of the Andaman and Nicobar Islands, 
Lakshadweep and Puducherry are included in South In-
dia in addition to the Indian states of Andhra Pradesh, 
Karnataka, Kerala, Tamil Nadu and Telangana. South 
India encompasses 20% of the nation's population 
and 19.31% of its total area (635,780 km2 or 245,480 
sq. miles) [12]. It is well recognized that anticipating 
flood disasters requires an awareness and analysis of 
variations in precipitation [13]. The purpose of this re-
search is to analyze time-series climatological data and 
execute RNN-based precipitation forecast models to 
prevent flooding in two of the states in South Penin-
sular India: Andhra Pradesh (AP) and Tamil Nadu (TN). 
The daily precipitation values of TN and AP for the last 
20 years from 2002 to 2022 as identified from the NA-
SAPOWER dataset [14], range from 0 to 178.98 mm/day. 

Table 1. Flood damages in India from1953 to 2020

Description of Flood 
Damages

Measure 
Unit

Total 
damage

Average 
damage

Area Affected
million 

hectares 
(m.ha.)

493 7.24

Population Affected million 2199 32.34

Crops Area Affected m. ha. 276 4.06

Values of Crops Affected Rs. Crore 131462 1933.27

Number of Houses 
Damaged Nos. 82525198 1213606

Value of Damaged Houses Rs. Crore 57018 838.50

Number of Cattle Lost Nos. 6182943 90926.00

Number of Human Lives 
Lost Nos. 113943 1676.00

Value of Damaged Public 
Utilities Rs. Crore 234149 3443.37

Value of Total Damages 
(Inc. Houses, Crops, public 

utilities)
Rs. Crore 437150 6428.67

Presently, many technologies, including Artificial In-
telligence (AI), Machine Learning (ML), and Deep Learn-
ing (DL) provide solutions for different domains of di-
saster management. ML algorithms, such as Regression 
[15], Support Vector Machine (SVM) [7], Decision Trees 
(DT) [16, 17], Naive Bayes [18] and K-Nearest Neighbors 
(KNN) [19] have been effectively used to construct pre-
cipitation prediction or classification models in a vari-
ety of domains. DL algorithms, such as Artificial Neural 
Networks (ANN) [20], Recurrent Neural Networks (RNN) 
[21, 22], Convolutional Neural Networks (CNN) [23] 
and Generative Adversarial Networks (GAN) [24] play 

an essential role in processing and analyzing massive 
amounts of precipitation data to deliver meaningful 
information. Venkatesh, et al. (2021) [25] constructed 
a precipitation prediction system using GAN with a 
CNN upon time-series annual precipitation data of 36 
subdivisions in India from 1901 to 2015. This provided 
a better prediction for summer, winter, pre-monsoon, 
and post-monsoon precipitations with an accuracy of 
99%. S Aswin, et al. (2018) [26] developed a model for 
predicting precipitation using DL architectures, LSTM 
and CNN for the Global Precipitation Climatology Proj-
ect (GPCP) upon a monthly precipitation dataset that 
encompasses the time frame of July 1979 to January 
2018. Also, it declared that LSTM and CNN produced 
RMSE of 2.55 and 2.44 respectively.

Haq, et al. [27] constructed an LSTM model based 
on El-Nino and Indian Ocean Dipole (IOD) precipita-
tion data to predict precipitation for Sidoarjo, East 
Java and Indonesia. With a hidden layer, batch size and 
drop period of 100, 32 and 150 respectively, the model 
performed with a Mean Arctangent Absolute Percent-
age Error (MAAPE) value of 0.5810. Dechao et al. [28] 
created a DL-based forecast on the intensity of the re-
gional precipitation in the next two hours with the use 
of 3 dimensional CNN (Conv3D), GRU algorithms and 
radar images. Ouma, et al. [29] presented precipitation 
and time-series trend analysis using LSTM and Wavelet 
Neural Networks (WNN). Moreover, predictions were 
made using hydrologic basin precipitation streamflow 
data and satellite-based meteorological data from 
1980–2009. Both models performed well and predicted 
the precipitation with R2 values of 0.8610 and 0.7825 
respectively. Samad et al.  [30] built a model for rain-
fall prediction based on an Australian dataset for the 
regions of Albany, Walpole, and Witchcliffe. The LSTM 
network outperformed the ANN after comparison us-
ing different performance measures including MSE, 
RMSE and MAE. The LSTM model accurately predicted 
the precipitation with RMSE values of 5.343, 6.280, and 
7.706 for the three regions respectively. Dada et al. [21] 
proposed four Neural Network models: Feed Forward 
Neural Network (FFNN), RNN, Elman Neural Network 
(ENN) and Cascade Forward Neural Network (CFNN) 
for predicting precipitation using India's precipitation 
data from the Kaggle repository. Additionally, it is clear 
from the statistical findings that the ENN model outper-
formed the other three models. ENN was discovered to 
have the best performance with the lowest RMSE, MSE, 
and MAE values of 6.360, 40.45, and 0.54 respectively. 
Saha et al. [31] used an ensemble regression tree model 
utilizing data from 1948 to 2015 for estimating mon-
soon precipitation over homogeneous regions of India. 
Forecast errors for the monsoons in central, northeast, 
north-west and south-peninsular India are 4.1%, 5.1%, 
5.5% and 6.4% respectively.

From the baseline references [1-5], it is found nec-
essary to build an effective flood warning system to 
prevent recurring harm sustained by people. Also, pre-
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cipitation is the most significant reason for generating 
floods. Time-series data-based precipitation forecast 
can aid in the decision-making processes associated 
with flood and disaster to manage, flood, control floods 
and plan safety preparations [31, 32]. 

Also, based on a survey of related work [21, 25-31], it 
has been determined that articles for predicting pre-
cipitation use DL neural network models such as LSTM, 
ANN, GRU, FFNN, RNN, ENN, and CFNN. Also, measures 
such as RMSE and MAE are used to assess the expected 
precipitation. Thus, to assist in the decision-making 
procedures for preventing floods which demand ex-
tremely precise predicted precipitation, the study de-
cides to carry out experiments and a thorough analysis 
by experimenting with a variety of optimizers and hy-
perparameters to forecast precipitation using RNN vari-
ants on time-series precipitation data. This study focus-
es on creating RNN variant models using BRNN, LSTM, 
GRU and ensemble models such as BRNN-GRU, BRNN-
LSTM, LSTM-GRU and BRNN-LSTM-GRU to improve 
the effectiveness of RNN-based precipitation forecast. 
Finally, the paper also attempts an ensemble model for 
predicting precipitation using the lowest-error models 
of RNN variants with the statistical model, SARIMA. The 
most effective optimizer and hyperparameters as iden-
tified from the experiments are selected to predict pre-
cipitation using the RNN variant model. Also, the results 

of the proposed RNN variants and ensemble models 
are compared in terms of error metrics, with those from 
publications by S. Aswin et al. [26], Haq et al. [27], Ouma 
et al. [29], Samad A, et al. [30], Dada et al. [21], and Saha 
et al. [31]. The comparative analysis demonstrates that 
the proposed model outperforms all other models and 
techniques under comparison.  The rest of this paper is 
organized in three more sections: Section 2 describes 
the workflow of the proposed methodology; Section 3 
presents the results of the experiments and Section 4 
summarizes the findings of the proposed work.

2. PROPOSED SYSTEM 

The proposed methodology for designing the models 
for daily precipitation forecasting for the southern states 
of AP and TN is shown in Fig. 1. The proposed system 
predicts precipitation for AP and TN using RNN variants 
such as BRNN, LSTM, GRU, and ensemble models such 
as BRNN-GRU, BRNN-LSTM, LSTM-GRU and BRNN-LSTM-
GRU with suitable hyperparameters and optimizers. The 
different stages in the workflow of the methodology 
are Data collection, Data pre-processing, Data splitting, 
Defining hyperparameters, Model building and Perfor-
mance evaluation. Time-series-based precipitation data 
from 2002 to 2022 is downloaded from the NASAPOWER 
website- https://power.larc.nasa.gov/ [14]. 

The best hyperparameters and optimizers for the RNN 
variants, BRNN, LSTM and GRU are identified and used 
to build the precipitation forecast models. Several en-
semble models like BRNN-GRU, BRNN-LSTM, LSTM-GRU 
and BRNN-LSTM-GRU are also experimented with for 
predicting precipitation. The performances of different 
RNN and the ensemble models are evaluated using MSE, 
RMSE, MAE and RMSLE. Finally, a GRU-SARIMA is created 
with the lowest error-producing GRU and the existing 
statistical model SARIMA for predicting precipitation.

2.1. DATASET

The time-series data is obtained from the website 
https://power.larc.nasa.gov/ [14] for training the DL 
and ensemble algorithms. This website provides clima-
tological data obtained from satellite observations of 
agricultural and renewable energy usage. The time-se-
ries climatological dataset is collected for the southern 
Indian states of AP and TN in Comma-Separated Value 
[CSV] file format for the years from 2002 to 2022. This 

Training  Dataset

Test Data FileTest Dataset

Visualize -Error
values

Model Built

Dataset

Evaluate model from Actual and
Predicted precipitation values

Model Evaluation

Preprocessing

Data Cleaning, Data Analysis, 
Feature Scaling
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Validating Dataset

Define &Train models: LSTM, 
BRNN, GRU,  BRNN-GRU, 
BRNN-LSTM, LSTM-GRU, 

BRNN-LSTM-GRU and GRU-
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Optimizer and Hyperparameter
Selection

Building Models

Choose Best 
Model

Best model
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Fig. 1. Methodology of the proposed RNN based precipitation forecast system
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time-series dataset had 7670 records. In this study, only 
the precipitation data and the corresponding date of 
year are taken from the dataset. The date of year fea-
ture is created using the to_datetime () function in the 
pandas package of Python. This forms a univariate time 
series of precipitation data covering 20 years from 2002 
to 2022. Utilizing the Python packages pandas and 
matplotlib, the dataset is visualized as in Fig. 2 which 

shows the daily, weekly and monthly precipitation to-
tals of AP and TN states for the years 2002–2022. Fig. 
2 depicts the fluctuation in precipitation and the peak 
points corresponding to the highest and lowest pre-
cipitation.

Every year from June to December, a time series pat-
tern in the form of increasing trends in precipitation is 
seen in the TN and AP statistics.

(a)

(b)

Fig. 2. Line Plots showing increasing trends in the daily, weekly, and monthly precipitation statistics of a) 
Andhra Pradesh b) Tamil Nadu from 2018 to 2022

Fig. 2 illustrates the seasonal pattern in the precipi-
tation data for the AP and TN states. Thus, the use of 
RNN variant models, which are univariate time series 
forecasting models is suggested for flood prediction 
since RNN variants capture time dependency in the 
data and so are better at prediction than other models. 
Additionally, time-series data is particularly well-suited 
for RNN [33, 34]. The likelihood of catastrophic flooding 
increases with heavy precipitation and so precipitation 
forecasting is necessary to prevent severe casualties. 

2.2. DATA PREPROCESSINg

Pre-processing is done on the data to remove any 
null, empty or outlier data or to replace them with the 

right data before training RNN and ensemble algo-
rithms.  Extreme data values that lie outside the obser-
vation range are outliers. To eliminate data inconsisten-
cies, outliers and missing numbers are corrected/ filled 
in and the dataset is formatted for training [35-37]. No 
similar pre-processing is required because the climato-
logical data obtained NASAPOWER website [14] for AP 
and TN is free of missing values and outliers. 

The precipitation values in the dataset range from 0 
to 178.98. To improve model efficiency, min-max scal-
ing as defined in equation (1) is applied to the attribute, 
precipitation. 

(1)
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MinMaxScalar function in the sklearn package of Py-
thon produces the scaled data, SCi in the range, [0,1] 
for every ith precipitation observation, yi. The scaled 
dataset is divided into training and validation datasets 
in an 80:20 ratio [36, 37] with the training dataset be-
ing used to train the aforementioned RNN variants and 
ensemble techniques. The performance of the models 
is evaluated using the validation dataset [35]. The pre-
processed univariate time-series dataset is then sub-
jected to the training phase of the RNN algorithms in 
the Model Building stage.

2.3. MODEl BUIlDINg 

This study proposes to design and analyze precipi-
tation forecast models using time series precipitation 
data of TN and AP states with variant RNN architectures: 
the BRNN, LSTM and GRU and ensemble techniques, 
BRNN-GRU, BRNN-LSTM, LSTM-GRU, BRNN-LSTM-GRU 
and GRU-SARIMA.

2.3.1. RNN ARCHITECTURES

 Recurrent Neural Network is a kind of DL Neural 
Network; numerous applications with time series data 
have successfully used the RNN [38]. An RNN uses mul-
tiple layers of neurons to construct a model based on 
training data to forecast unknown or future data. Three 
basic RNN architectures exist: BRNN [36], LSTM and 
GRU [39, 40]. A review of these architectures is made in 
the following sub-sections. 

2.3.2. BRNN

The Bidirectional Recurrent Neural Network (BRNN) 
is a variant of RNN architecture. While unidirectional 
RNNs can only utilize previous inputs to predict precipi-
tation, BRNN works to increase the forecast accuracy by 
focusing on the previous and subsequent situations as 
shown in Fig. 3. It has two RNNs that are oriented in op-
posite directions and linked to the same output layer. 
The BRNN receives not only the hidden layer output of 
the previous moment as an input but also the hidden 
layer output of the following moment [23]. 

Fig. 3. Structure of BRNN

The values in the hidden and output layer neurons 
are determined in the forward pass of training based 
on the equations from (2) to (4).

(2)

(3)

(4)

Here, xt is the input with values x1, x2, x3… at time 
slots, t=1,2,3,…, ht is the hidden state memory values, 
h1, h2, h3, ….. at time slots, t=1,2,3,…, ia is the hidden 
layer activation function, w1, w2 are the weights asso-
ciated with forward hidden layer and w3, w4 are the 
weights associated with the backward hidden layer. 
bh(F) and bh(B) are biases to the forward and backward 
layers respectively. ht(F) is the output from the forward 
hidden layer of ht(B) is the output from the backward 
hidden layer. yt is the precipitation output produced 
for the instant, ‘t’. The hyperparameters and optimizers 
used in the forward and backward passes of the train-
ing phase of the BRNN obtained after fine-tuning are 
mentioned in Table 6 and a discussion on the precipita-
tion forecast is provided in Subsection 3.

2.3.3.  lSTM

Sepp Hochreiter and Juergen Schmidhuber intro-
duced the Long Short-Term Memory (LSTM) as an al-
ternative architecture of RNN in 1997 [39, 41]. A typi-
cal LSTM structure is made up of a cell unit and three 
major gates: an input gate, a forgetting gate and an 
output gate as shown in Fig. 4 (a). The cell unit is a 
memory unit that can store information for a long pe-
riod. The memory unit's writing, reading and saving 
are controlled in order by the input gate, output gate, 
and forgetting gate. When the forgetting gate outputs 
1, the cell unit writes and saves the information; when 
the forgetting gate outputs 0, the cell unit deletes the 
saved information; when the input gate outputs 1, the 
rest of the LSTM reads the cell unit information; and 
when the input gate outputs 0, the rest of the LSTM 
writes the contents to the cell unit. 

The values of the gates in the hidden layer and out-
put values are determined in the forward pass of train-
ing based on the equations from (5) to (11). 

(5)

(6)

(7)

(8)

(11)

(9)

(10)

If xt is the input with values x1, x2, x3… at time slots, 
t=1,2,3,…, the forget gate, ft, input gate, it and output 
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gate, ot values are determined from the equations 
(5), (7) and (8) respectively. The long-term memory 
state, Ct and the hidden state memory values, h1lstm, 
h2lstm, h3lstm,…..at time slots, t=1,2,3,…, are determined 
as in equations (9) and (10) respectively. Here wf , wc , 
wi and wo are weights associated with the link carry-
ing hidden state information, h1lstm to the forget gate, 
long-term memory state, input gate and output gate 
respectively. Also, uf , uc , ui and uo are the weights as-
sociated with links carrying input, xt to the forget gate, 
long-term memory state, input gate and output gate 
respectively. b is the bias associated with output neu-
ron yt corresponding to the timeslot t. The precipitation 
forecast of LSTM at different time slots, ‘t’ is determined 
as in equation (11). σ ia and oa are the sigmoid, tanh 
and linear activation functions.

Fig. 4 (b) shows a deep LSTM architecture where the 
htlstm value produced by a hidden neuron at a particu-
lar level is the input to the next hidden neuron of that 
level. The output neuron of that level produces the out-
put precipitation value, yt as a linear function of htlstm 
value from its immediately previous hidden neuron 
as in equation (11) using the weight, ‘wt’. The model is 
trained using the data from NASAPOWER training da-
tasets of AP and TN with the hyperparameters listed in 
Table 6 for precipitation forecast. A discussion on the 
test results is provided in Subsection 3.

(a)

(b)

Fig. 4. Structure of a) basic LSTM cell b) deep LSTM

2.3.4. gRU

Another RNN variant is the Gated Recurrent Unit 
(GRU). It is an upgraded and enhanced version of LSTM 
which debuted in 2014 [15, 42]. Compared to the three 
gates of an LSTM, it requires fewer parameters because 
of the reset gate, rt and update gate, zt. The decision of 
which information should be transmitted to the output 
is made using zt and rt, which are vectors as shown in 
Fig. 5. This study uses the GRU architecture also to pre-
dict daily precipitation.

Fig. 5. Structure of basic GRU cell

The values of the gates in the hidden layer and out-
put values are determined in the forward pass of train-
ing based on the equations from (12) to (16).

(12)

(13)

(14)

(15)

(16)

If xt corresponds to the input values x1, x2, x3… at time 
slots, t=1,2,3,…. Reset gate, rt and update gate, zt values 
are determined from the equations (12) and (13) respec-
tively. The hidden state memory values, h1gru, h2gru, hrgru, 
..., at time slots, t=1,2,3,…, are determined as in equa-
tions (15). The precipitation forecast of GRU at different 
time slots is in equation (16). The weights wz, wr and w 
are associated with update gate, reset gate and previous 
hidden state respectively. b is the bias associated with 
output neuron, yt of timeslot t. σ ia and oa are the sig-
moid, tanh and linear activation functions.

Deep GRU architecture is similar to deep LSTM as 
shown in Fig 4 (b), where the htgru value produced by 
a hidden neuron at a particular layer is the input to the 
next hidden neuron of that level. The output neuron of 
that level produces the output precipitation value, yt as 
a linear function of htgru value from its immediately pre-
vious hidden neuron as in equation (16). In eqn. (16), 
wt is the weight associated with the output neuron, yt. 
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The model is trained using the training datasets from 
AP and TN with the hyperparameters listed in Table 6 
which are obtained by analyzing various hyperparam-
eters and optimizers. Also, a discussion of the predicted 
precipitation is provided in Subsection 3.

2.3.5. ENSEMBlE ARCHITECTURE

This section discusses the ensemble models that in-
corporate the RNN variant models: BRNN, LSTM and 
GRU. Averaging, Bagging, and Stacking are the three 
ensemble learning techniques [43]. Ensemble learning 
techniques are often trained using many models on the 
same dataset utilizing each learned model to generate 
a forecast and combining the results of the individual 
model to produce the final result or forecast [43]. In this 
work, an average ensemble of selected RNN models is 
determined based on the results of the models to pro-
duce accurate precipitation forecasts as shown in Fig. 6. 

Fig. 6. General Workflow for Ensemble Techniques

The different ensemble models used in the analysis 
are BRNN-GRU, BRNN-LSTM, LSTM-GRU and BRNN-
LSTM-GRU as shown in Fig. 7. The optimized hyperpa-
rameters used by LSTM, GRU and BRNN as mentioned 
in Table 6 are used by the base models of the ensemble 
techniques also. The performance of the models BRNN, 
LSTM, GRU, BRNN-GRU, BRNN- LSTM, LSTM-GRU and 
BRNN-LSTM-GRU are provided in Table 7 and 8.

The RNN variant with the lowest error, GRU is also 
used to create a hybrid ensemble model with statistical 
SARIMA for precipitation forecasting as shown in Fig. 8. 
SARIMA is a Seasonal AutoRegressive Integrated Mov-
ing Average model for time-series data-based fore-
casting that uses past values. SARIMA is an advanced 
version of AutoRegressive Integrated Moving Average 
(ARIMA) [7] for Time Series forecasting based on its past 
values, lags and lagged forecast error values along with 
the seasonal characteristics of the time-series data with 
seasonal patterns.

The SARIMA model has the parameters: the order of 
the 'Auto Regressive' (AR) phrase, the number of lags to 
be utilized as predictors and the order of the moving 
average along with the parameters of seasonal charac-
teristics which includes: seasonal autoregressive order, 
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seasonal difference order, seasonal moving average 
order and the periodicity of seasons [10]. The precipi-
tation is found by averaging the forecasts of the GRU 
model and the SARIMA model. The ensemble model is 
trained using historical precipitation data of TN and AP 
from 2002 to 2022. By leveraging its learned patterns, it 
predicts the precipitation for the next 30 days, provid-
ing valuable insights for planning and decision-making 
against floods. Additionally, the performance of this hy-
brid ensemble model is assessed in terms of MAE, MSE, 
RMSE and RMSLE. In Section 3, the outcomes of these 
RNN variant models and ensemble models are exam-
ined in terms of evaluation metrics, MAE, MSE, RMSE, 
and RMSLE. The values are shown in Tables 7 and 8.

(a) (b)

(d)(c)

Fig. 7. Architecture of RNN-based Ensemble models 
a) BRNN-LSTM-GRU b) BRNN-GRU c) BRNN-LSTM  

d) LSTM-GRU

Fig. 8. Block diagram showing GRU-SARIMA 
ensemble model
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(a)

(b)

(c)

Fig. 9. Optimizer based losses in RNN variants 
a) LSTM b) BRNN and c) GRU

These models are developed using the DL and es-
sential packages in Python namely TensorFlow, NumPy, 
Pandas, Matplotlib, Sklearn and Keras.  Appropriate hy-
perparameters are essential to achieve the best results 
from the RNN variants and the ensemble models [43-45]. 
Hyperparameters are variables that control the neural 
network architecture and performance during training. 
Some of the hyperparameters are the number of lay-
ers, activation functions, loss function, batch size and 
optimizer. Optimizers and hyperparameters have been 
studied in this work to improve the accuracy of the pre-
cipitation forecasts from the RNN and ensemble models.  
The working steps for selecting hyperparameters and 
optimizers are explained in the following paragraph.

The RNNs variants used in this study are compared 
against various optimization models including Adap-
tive Moment Estimation (Adam) [46], Stochastic Gra-
dient Descent (SGD) [46], Adaptive Gradient Descent 
(AdaGrad) [46], Extension of AdaGrad (Adadelta) [40, 
46] and Root Mean Square Propagation (RMSProp) 
[40, 46] to determine which optimization model offers 
the best learning and prediction. For the same set of 
hyperparameters as listed in Table 2, different optimiz-
ers are tried for all the RNN variants. The performance 
is assessed in terms of RMSLE by making forecasts on 
the validating dataset as shown in Table 3. The losses 
are illustrated in Fig. 9 a) LSTM, b) BRNN, and c) GRU 
respectively for different epochs of the training. 

Table 2. List of Hyperparameters for Selecting 
Optimizer

Hyperparameters Value of Hyperparameters

Batch Size 32

No of epochs 20

No of Hidden Layers 1

Hidden Units 100

Activation Function Tanh

Output-Units 30

Output-Layer-Activation-Function Linear

Loss Function MAE

Of all the optimizers, the Adam optimizer generated 
smaller and steadily decreasing losses while using the 
training dataset. Unlike Adam, the other optimizers de-
livered constant losses and substantial forecast errors. 
Even while the RMSProp offered continuously decreas-
ing losses, the losses in the BRNN model fluctuate. As 
a result, in this study, the Adam optimizer is employed 
to forecast precipitation from all the RNN variants and 
ensemble models. Also, to select the best set of hyper-
parameters for RNN variants such as BRNN, LSTM, and 
GRU, a list of experiments with different hyperparam-
eter combinations as mentioned in Table 4 are per-
formed on all RNN variants.

Table 3. Evaluation of Optimizers based on RMSLE

Model Optimizers

Adam SGD RMSProp AdaGrad Adadelta

LSTM 0.0017 0.0017 0.0020 0.0019 0.0019

GRU 0.0018 0.0018 0.0018 0.0018 0.0018

BRNN 0.0018 0.0018 0.0018 0.0018 0.0018

The RNN variants generated results as shown in Table 
5 for different trials. The RMLSE values for BRNN, LSTM, 
and GRU in the trials from 1 to 4 are 0.26, 1.42, 0.26; 
0.58, 1.39, 0.30; 0.57, 2.01, 0.48 and 0.97,1.10, 0.95 re-
spectively. All trials from 1 through 4 are compared to 
select the best hyperparameters. The trials 1 and 2 are 
compared to select the best batch; trials 3 and 4 are 
compared to select the best epoch and the trials 1 and 
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4 are compared to select the best number of hidden 
layers. The performances of the different RNN variants 
in the above experiments are compared as shown in 
Fig.10 a) to d) of Section 3 in terms of   MAE, MSE, RMSE 
and RMSLE. The most effective optimizer and hyperpa-
rameters as identified from the experiments and listed 
in Table 6 are selected for further training and testing 
to predict precipitation.

Table 4. List of Hyperparameters and Optimizer 
values for selecting best hyperparameters

Hyperparameters Trial 1 Trial 2 Trial 3 Trial 4

Number of Hidden 
Layers 3 3 1 1

Hidden units 128,256, 
128

128,  
256,128 128 128

Number of epochs 100 100 300 100

Batch size 32 64 32 32

Activation function Tanh Tanh Tanh Tanh

Optimizer Adam Adam Adam Adam

Loss function MSE MSE MSE MSE

Output-Units 30 30 30 30

Output-Layer-
Activation-Function Linear Linear Linear Linear

Table 5. Comparison on the Performance of RNN 
variants in different trials

Model Experiment MAE MSE RMSE RMSlE

BRNN 0.0039 0.0621 0.0350 0.0028

LSTM Trial1 0.0003 0.0186 0.0107 0.0002

GRU 0.0001 0.0123 0.0072 0.0001

BRNN 0.0039 0.0622 0.0337 0.0029

LSTM Trial2 0.0005 0.0241 0.0134 0.0004

GRU 0.0004 0.0216 0.0124 0.0003

BRNN 0.0038 0.0615 0.0348 0.0027

LSTM Trial 3 0.0001 0.0122 0.0068 0.0001

GRU 0.0003 0.0193 0.0113 0.0002

BRNN 0.0031 0.0559 0.0269 0.0023

LSTM Trial 4 0.0018 0.0426 0.0223 0.0014

GRU 0.0014 0.0377 0.0206 0.0011

(a)

(b)

(c)

(d)

Fig. 10. Bar plot showing the performances of RNN 
variants for different trials in terms of a) MAE b) MSE               

c) RMSE d) RMSLE

Table 6. List of Hyperparameter values and 
optimizer selected for building BRNN, LSTM and 

GRU models

Hyperparameters Value

Number of Hidden Layers 3 (128,256,128 units)

Number of epochs 300

Batch size 32

Activation function Tanh

Optimizer Adam

Loss function MSE

Output-Units 30

Output-Layer-Activation-Function Linear



270

3. EXPERIMENTAl RESUlTS AND DISCUSSION

This study underscores the importance of precipita-
tion forecast to mitigate the negative effects of flood 
damage. Time-series data are often used to make pre-
dictions or forecasts of future values based on historical 
observations. The time-series data is obtained from the 
website, https://power.larc.nasa.gov/ [14] to forecast 
precipitation.  Fig. 2 illustrates time-series data for days, 
weeks and months for AP and TN. However, day-wise 
data is used to train the deep learning RNN algorithms 
and ensemble techniques to predict the precipitation 
for the next 30 days. The model is created from the past 
60 days' precipitation data to predict the precipitation 
of the next 30 days.

Experiments are conducted on an Intel Core i7 pro-
cessor running at 2.70 GHz with 16GB of RAM using nu-
merical and DL libraries of Python. TensorFlow, NumPy, 
Pandas, Matplotlib, Keras, and Sklearn are some of the 
packages used from Python. RNN based precipita-
tion forecasting models are evaluated using the per-
formance assessment metrics: Mean Absolute Error 
(MAE), Mean Squared Error (MSE), Root Mean Square 
Error (RMSE), and Root Mean Squared Logarithmic Er-
ror (RMSLE) values [30, 47].  The Mean Absolute Error 
(MAE) is the average of the absolute error difference as 
defined in Equation (17).

(17)

The square root of the Mean Square Error (MSE) is re-
ferred to as the RMSE and is defined by Equation (18).

(18)

where

(19)

An RMSE variation that computes the logarithmic 
difference between the predicted and actual values is 
RMLSE. It is defined in equation (20).

(20)

In all the above equations, the predicted value and 
the actual value corresponding to the ith observation 
are denoted as ypi and yai respectively. m is the number 
of records in the test dataset.

3.1. RESUlTS AND DISCUSSION

In this work, for precipitation forecast, time-series 
based climatological data from 2002 to 2022 are down-
loaded from the NASAPOWER website. Subsequently, 
the data preprocessing operations are carried out. Af-
terward, the data is split in the ratio, 80:20 for data train-
ing and validation. The most effective hyperparameters 
and optimizer as identified and mentioned in Table 6 
are chosen in building the RNN and ensemble models: 

BRNN, LSTM, GRU, BRNN-GRU, BRNN-LSTM, LSTM-GRU 
and BRNN-LSTM-GRU.  

The test accuracy of predictions made by the models 
are evaluated using MSE, RMSE, MAE, and RMSLE. These 
evaluation metric values are presented in Table 8 and 9 
and in Fig. 11 a) to d) for AP and TN respectively. Finally, 
using the RNN model, GRU which produces lowest error, 
a hybrid ensemble model is created with the statistical 
model, SARIMA to predict precipitation. The accuracy of 
this model is listed in Table 7 and 8 for AP and TN respec-
tively. The GRU model produces improved performance 
than all the other models under comparison with a net 
RMSLE value of 0.255 and 0.152 for AP and TN datasets 
respectively. The ensemble model, LSTM-GRU proves to 
be the next best model from among all the ensemble 
models under comparison with a net RMSLE value of 
0.364 and 0.379 for AP and TN datasets respectively. The 
best performing RNN model, GRU when ensembled with 
the existing statistical model SARIMA produces an RMSLE 
value of 0.754 and 1.677 respectively for AP and TN. The 
results of the proposed GRU model is also compared in 
terms of error metrics with those from publications as 
shown in Table 9. From the analysis, of all the models, the 
best performing GRU model appears reliable for flood de-
fense due to heavy precipitation. The comparative analy-
sis demonstrates that the GRU as identified from the pro-
posed methodology outperforms all other models and 
techniques in terms of RMSE values.

Table 7. Comparison on the Performance of 
different RNN models and ensemble techniques on 

Test Dataset from AP

Models MAE MSE RMSE RMSlE

LSTM 1.041 2.113 1.453 0.555

BRNN 4.255 30.922 5.561 2.448

GRU 0.635 0.558 0.747 0.255

BRNN-LSTM 2.351 10.176 3.190 1.383

BRNN-GRU 2.240 8.843 2.974 1.305

LSTM-GRU 0.766 0.933 0.966 0.364

BRNN-LSTM-GRU 2.972 15.683 1.453 1.740

GRU-SARIMA 1.461 1.278 1.528 0.754

Table 8. Comparison on the Performance of 
different RNN models and ensemble techniques on 

Test Dataset from TN

Models MAE MSE RMSE RMSlE

LSTM 1.482 6.221 2.494 0.663

BRNN 3.296 16.772 2.494 1.735

GRU 0.519 0.352 0.593 0.152

BRNN-LSTM 2.160 6.945 0.593 1.118

BRNN-GRU 1.801 4.843 2.201 0.889

LSTM-GRU 0.910 2.130 1.460 0.379

BRNN-LSTM-GRU 2.525 9.209 2.494 1.328

GRU-SARIMA 2.905 8.905 2.484 1.677

International Journal of Electrical and Computer Engineering Systems
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(a) (b)

(c) (d)

Fig. 11. Bar plot showing the performances of different of RNN variants and ensemble techniques on Test 
Dataset from TN and AP in terms of a) MAE b) MSE c) RMSE d) RMSLE

Table 9. Comparison of results from different 
algorithms

Authors Region & 
Dataset Algorithms Best RMSE Value

S Aswin, et al. 
(2018) [26]

Geographic 
location 

10368 - [26]
LSTM, CNN LSTM- 2.55, CNN- 

2.44

Y.O. Ouma, et 
al. (2020) [29] Kenya - [29] LSTM, WNN LSTM -17.22 

WNN- 14.64

Samad, A. et al. 
(2020) [30] Australia - [30] LSTM LSTM - 5.30

E Gbenga 
Dada et al. 
(2021) [21]

India - [21] FFNN, RNN, 
ENN, CFNN ENN -6.36

Proposed 
Methodology-

GRU
India – [14] RNN variant 

and Ensemble GRU - 0.593

4. CONClUSION

Predicting precipitation is an effective flood defense 
method that helps minimize the impact of high precip-
itation events and safeguard vulnerable areas.  In this 
study, RNN-based precipitation forecast algorithms 
were trained and tested using the time-series-based 

climatological data of heavy rainfall receiving South 
Indian states of Tamil Nadu, Andhra Pradesh. The DL al-
gorithms and the ensemble techniques:  BRNN, LSTM, 
GRU, BRNN-GRU, BRNN-LSTM, LSTM-GRU, BRNN-LSTM-
GRU and GRU-SARIMA were trained with the best set of 
hyperparameters and optimizers identified experimen-
tally. In addition, the performances of these models 
were assessed in terms of MAE, MSE, RMSE, and RMSLE 
values. The GRU model proved to be the most effective 
model among all the models with net RMSLE values of 
0.225 and 0.152 for AP and TN datasets respectively. 
The ensemble model, LSTM-GRU proved the next best 
model from among all the models under comparison 
with net RMSLE values of 0.364 and 0.379 for AP and 
TN datasets respectively. Also, hybrid ensemble model 
GRU-SARIMA proved to be the effective model, with 
net RMSLE values of 0.754 and 1.677 for AP and TN da-
tasets respectively. Thus, the analysis concludes GRU 
model for precipitation predictions from time-series 
based climatological data as a mechanism to precau-
tion flood. When the precipitation forecast exceeds the 
threshold of 64.5 mm/day as mentioned in [8-10], it is a 
flood alarm for planning the disaster. This work can be 
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extended to prediction models that combine multivari-
ate datasets, data from multiple sources for improved 
precipitation forecasts.
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Abstract – Parkinson's disease (PD) classification plays a crucial role in medical diagnosis and patient management. Identifying 
Parkinson's disease at an early stage can lead to more effective treatment and improved patient outcomes. However, existing methods 
for Parkinson's disease classification face several limitations. The foremost limitation is the need for accurate and reliable diagnostic 
tools, as misdiagnosis can lead to inappropriate treatments and unnecessary stress for patients. Thus, a hybrid deep learning model is 
introduced in this research. The proposed model involves the utilization of EEG signals obtained from a publicly available dataset. Key 
features are extracted from the EEG signals using a bandpass filter, and every feature is associated with specific brainwave frequencies 
and cognitive states. The feature mapping and classification are executed through the Chaotic Chebyshev Zebra optimization-
based Residual GhostNet (CCZO_Residual_GhostNet). This hybrid classifier, Residual GhostNet, combines ResNet-152 with GhostNet, 
enhancing classification precision. Furthermore, the CCZO algorithm optimizes the loss function, introducing elements of chaos and 
Chebyshev mapping to improve classification accuracy. The assessment based on accuracy, sensitivity, specificity, and F-score acquired 
98.76%, 98.59%, 98.95%, and 99%, respectively.

Keywords: EEG signal, hybrid deep learning, Parkinson's disease classification, Feature extraction, GhostNet, ResNet-152.

1.  INTRODUCTION

People get older, and their neurons decline along 
with a decrease in the connections between brain cells. 
Nerve cells cannot replenish themselves, in contrast to 
other cell types in the body [1]. Neurons can get dam-
aged or degenerate over time. Neurodegenerative ill-
nesses are a group of disorders characterized by the 
progressive degeneration of the structure and function 
of the nervous system. These conditions often result 
in the gradual loss of cognitive and motor functions. 
Some common neurodegenerative illnesses include 
Alzheimer's disease, Parkinson's disease, Huntington's 
disease, and Amyotrophic Lateral Sclerosis (ALS). Par-
kinson's disease (PD) is a neurodegenerative illness 
that primarily affects neurons in the brain's substantia 
nigra. These neurons are essential for the synthesis of 
dopamine, which is a neurotransmitter that connects 

neurons in the brain [2]. Dopamine helps messages go 
from the brain to other regions of the body, especially 
when it comes to speech articulation and physical 
motions. When a considerable proportion of dopami-
nergic neurons degenerate or when dopamine levels 
in the brain diverge from normal, Parkinson's disease 
symptoms become apparent [3]. Statistics from the 
World Health Organization indicate that about 10 mil-
lion people suffer from the effects of this illness. It is 
more common in older adults, affecting those in their 
fifties and older. Males are 1.5 times more prone to PD 
than females, and around 4% of cases are identified 
before the age of fifty [4]. The initial symptoms could 
be difficult to notice and modest at first, but they get 
worse over time. Dyskinesia, syncope, exhaustion, 
tremors, stiffness, dystonia, hypomimia, diarrhea, poor 
smell or taste, and loss of weight are examples of both 
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motorized and non-motorized symptoms. Because PD 
is untreatable, early diagnosis is essential for patients to 
take proactive steps for managing the condition, which 
allows them to continue with their regular activities [5].

Depending on how Parkinsonism is classified, many 
imaging modalities are used to diagnose PD [6]. There 
are different kinds of Parkinsonism, and this study fo-
cused on the most common kind, idiopathic PD, usu-
ally referred to as PD, which has an unclear etiology 
[7]. As part of the diagnostic procedure for PD, PET 
(positron emission tomography) and SPECT (single 
photon emission computed tomography) show ex-
ceptional sensitivity in detecting dopamine shortages 
[8]. However, the high cost and specialized equipment 
required for these imaging modalities limit their broad 
use in routine clinical diagnosis [9]. In addition to im-
aging techniques, 90% of patients who undergo the 
olfactory dysfunction test are utilized as a preliminary 
clinical sign of PD. Techniques based on biomarkers in-
clude quantifying biological markers found in different 
parts of the body and blood to provide information on 
the existence and severity of illness. Another potential 
diagnostic method for PD is electroencephalography 
(EEG) [10]. EEG-based treatments have several benefits 
with respect to other diagnostic techniques, such as 
cost-effectiveness, non-interfering, and better resolu-
tion, as they are non-invasive. The number of studies 
utilizing EEG technology is increasing [11, 12].

Many different methods are presented in this field; 
most of them use speech signals, handwriting signals, 
gait signals, MRI, and very few use EEG. One of the most 
effective methods for diagnosing PD is electroencepha-
lography (EEG) [13]. Since EEG technology is portable 
and affordable, its value is demonstrated by its capacity 
to record brain activity in real-world settings [14]. More-
over, EEG-record-based brain activity occurs faster than 
other modalities and for longer periods. Thus, the analy-
sis of EEG integrated with machine learning techniques 
has already proven to be useful in the diagnosis of a 
number of neurological disorders, including epilepsy, 
major depressive disorder, schizophrenia, Alzheimer's 
disease, autism spectrum disorder, and dementia [15, 
16]. The amount of medical data that is being recorded 
has grown to incredible heights; signals and photo-
graphs in particular have amassed gigabytes and even 
terabytes of data. It is a laborious undertaking to process 
these enormous datasets and extract valuable insights 
from them. One aspect of artificial intelligence called 
machine learning gives machines the ability to antici-
pate outcomes based on data analysis, teaching them to 
mimic human intellect [17]. Thus, a novel deep learning-
based framework is introduced in this research. The ma-
jor contributions of the research are:

•	 Design of CCZO Algorithm: The proposed CCZO 
algorithm is designed by integrating the chaotic 
Chebyshev mapping with zebra optimization to 
enhance the randomization criteria for obtaining 
the global best solution.

•	 Design of hybrid Residual_GhostNet: The hybrid 
deep learning by integrating the ResNet-152 with 
the GhostNet to improve the classification accu-
racy. 

•	 Design of CCZO-Residual_GhostNet for PD clas-
sification: The PD classification is employed using 
hybrid Residual_GhostNet, wherein the loss func-
tion optimization is employed using the CCZO al-
gorithm.

The organization of the research is: Section 2 details 
the related works and Section 3 explains the Proposed 
PD classification. Section 4 elaborates the experimental 
outcome and Section 5 concludes the research.

2. RELATED WORKS 

This section offers a survey of the literature on ma-
chine learning-based Parkinson disease classification. 
The EEG signal was used by [18] to distinguish between 
individuals with PD who were taking medication and 
those who were not. Pre-processing of the signals was 
done in order to remove significant artifacts. Based on 
the collected characteristics, [19] created a collection of 
machine learning methods for classifying Parkinson's 
illness. These methods make it possible to automati-
cally classify EEG data into those with PD and those 
without it. In this case, the discriminative characteris-
tics of Parkinson's illness were improved by the use of 
spatial filtering. Analyzing variables such as frequency 
bands, segment lengths, and feature reduction num-
bers provides valuable information for improving the 
suggested approaches' efficiency and versatility. Com-
plexity may be introduced by utilizing various machine 
learning algorithms and feature extraction metrics, 
which can make the models difficult to comprehend 
and use in clinical contexts. To accurately classify PSD 
and healthy control (HC) participants, a convolutional 
neural network (CNN)-based classification model with 
seven hidden layers and various filter sizes was sug-
gested [20]. Three-dimensional data was transformed 
into a one-dimensional tensor flow using a flattening 
layer. In order to determine the initial danger of PSD 
patients, the dense layer finally outputs a categoriza-
tion of HC and PSD patients depending on the strength 
of their tremors. With a tremor detection rate of 92.4%, 
it surpassed the conventional models. In order to 
demonstrate the value of deep learning-driven voice 
recognition as a diagnostic instrument for Parkinson's 
disease (PD), a speech signal processing technique 
was suggested [21]. It was explored if voice recordings 
could offer a straightforward, inexpensive approach to 
assessing and testing for Parkinson's disease, utilizing 
deep learning to forecast and assess expert scores. As a 
result, a modified Hybrid Mask U-Net architecture with 
an adaptive custom loss function called the Deep U-
lossian model was developed for PD assessment and 
recognition, aiming toward an improved ratio of recall 
and precision in handled speech.
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It is discussed how to classify the high-dimensional 
PD data [22]. In order to create effective ML classifiers 
to classify Parkinson's disease (PD), the best subset of 
features from the PD data set is chosen using a bio-in-
spired feature selection strategy. Eleven machine learn-
ing classifiers (ML) were used in the study: LR, lSVM, 
rSVM, GNB, GPC, kNN, DT, RF, MLP, AB, and QDC. Two 
bioinformatics techniques (GA and BPSO) were used 
for feature selection. The PD data set is split into train-
ing and testing sets in the ratio of 0.7:0.3 to train and 
test all 11 ML classifiers. Based on numerous classifica-
tion assessment measures, the effectiveness of these 
ML classifiers is assessed both prior to and following 
the selection of bioinspired features. The presented 
results indicate that three of the best BPSO-inspired 
classifiers, BPSOMLP, and three of the best GA-inspired 
classifiers, GAMLP, GAGPC, and GALR, can be suggested 
for categorizing the PD data.

2.1. PRObLEM STATEMENT

PD is a crippling neurological ailment that has sev-
eral negative consequences. It mostly affects the mo-
tor function of the person, resulting in symptoms like 
tremors, muscular stiffness, and postural instability. As 
the illness worsens, mobility issues may arise, increas-
ing the risk of falls and associated injuries. PD can also 
include non-motor symptoms such as anxiety, sadness, 
insomnia, and cognitive decline. Difficulties with swal-
lowing and speech might also occur, making everyday 
living even more challenging. PD can have a significant 
emotional and social impact on a person, sometimes 
resulting in social disengagement, a decline in daily 
functioning, and a breakdown of relationships.

Various methods are currently used for PD diagnosis, 
but they come with their own set of challenges. Imag-
ing techniques like MRI and DaTscan can visualize brain 
changes, but they are costly and not always readily 
available. Biosensors offer continuous monitoring but 
struggle to distinguish PD from other movement disor-
ders. Genetic testing can identify rare mutations linked 
to PD, but most cases do not involve these mutations. 
EEG-based methods can detect brain activity changes 
but require advanced data analysis and interpretation.

The hybrid Residual_GhostNet model represents a 
promising approach to overcome these challenges. By 
using deep learning and neural networks, this model 
can analyze EEG data, identifying patterns associated 
with PD more objectively and efficiently. It leverages a 
data-driven approach for automatic extraction of rel-
evant features from EEG signals, reducing the need for 
manual feature engineering and human interpretation. 
Loss function optimization technique using CCOZ fine-
tunes the model's parameters, enhancing its ability to 
classify PD accurately. With the automation and effi-
ciency of deep learning models, the Hybrid Residual_
GhostNet can analyze large datasets rapidly, offering 
a potential solution to the challenges of subjectivity 
in clinical assessments, early-stage PD detection, and 

the requirement for cost-effective and non-invasive 
diagnostic tools. This model represents a significant 
advancement in the field of Parkinson’s disease detec-
tion, potentially leading to more timely diagnoses and 
improved patient care.

3. PROPOSED METHODOLOGY 

The proposed PD classification is presented in Fig. 1, 
wherein the input EEG signal is acquired from the pub-
licly available dataset. Initially, the essential features 
are extracted from the EEG signal by the bandpass 
filter. From the extracted features, feature mapping 
and classification are employed using the proposed 
Chaotic Chebyshev Zebra optimization-based Residual 
GhostNet (CCZO_Residual_GhostNet). Here, the hybrid 
classifier Residual GhostNet is designed by integrating 
ResNet-152 with GhostNet. Besides, the loss function 
optimization is employed using the CCZO algorithm 
designed by incorporating the chaotic Chebyshev with 
the conventional zebra optimization algorithm for en-
hancing the classification accuracy.

Fig. 1. Workflow of proposed PD classification

3.1. DATA ACqUISITION

The input data for processing the PD classification is 
acquired from the publically available dataset named 
the UCSD dataset.

3.2. FEATURE ExTRACTION

The acquired EEG signal is filtered using the band-
pass filter to acquire the required features alpha, beta, 
gamma, delta, and theta.

Delta Waves (0.5-4 Hz): Delta oscillations manifest as 
the most languid cerebral frequencies, intimately en-
twined with profound slumber, tranquility, and states 
of subliminal awareness. They organize the symphony 
of physical and psychological rejuvenation.

Theta Waves (4-8 Hz): Theta waves find their similarity 
with profound serenity, dream, and the primary phases 
of inactivity. These waves are also patrons of ingenuity 
and transcendental contemplation.

Alpha Waves (8-13 Hz): Alpha rhythms take centre stage 
when one is in an awakened yet tranquil disposition. 
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They often grace us when our eyelids are shut, her-
alding a composed and vigilant mentality.

Beta Waves (13-30 Hz): Beta frequencies accompany 
lively, conscious cogitation and acumen. They flourish 
during periods of vigilance, attentiveness, and cogni-
tive riddles.

Gamma Waves (30-100 Hz and beyond): Gamma 
waves, the swiftest of neural harmonics, intertwine 
with loftier cognitive faculties, perception, and cog-
nizance. They partake in the orchestration of informa-
tional processing and may be linked with epiphanies.

From the acquired signal, the PD classification is em-
ployed.

3.3. PD CLASSIFICATION USING IMPROVED 
 RESIDUAL_GHOSTNET

The Parkinson’s disease classification is employed us-
ing the proposed Improved Residual_GhostNet. Here, the 
ResNet-152 is integrated with the GhostNetto enhance 

the disease classification precision. Besides, the loss func-
tion optimization is devised using the CCZO algorithm for 
enhancing the classification accuracy further.

3.3.1. Architecture of ResNet

ResNet architectures are known for their skip con-
nections, also called residual connections. These con-
nections enable the network to skip over one or more 
layers and add the output from a previous layer to the 
output of a subsequent layer. This is done through 
element-wise addition. The key criteria for a skip con-
nection are that the dimensions of the feature maps 
must match. ResNet-152 is a deep convolutional neural 
network with 152 layers. It comprises various compo-
nents, including convolutional layers, residual blocks, 
maxpooling, fully connected layers, and activation 
functions. These components work together to map 
the features from the input features to perform the 
classification more accurately. The architecture of the 
ResNet-152 is depicted in Fig. 2.

Fig. 2. Architecture of ResNet-152

3.3.2.  Architecture of GhostNet

Using the features mapped by ResNet-152, the PD 
classification is employed using GhostNet. The utili-
zation of GhostNet for PD classification offers a range 
of significant benefits. GhostNet, renowned for its ef-
ficiency and compact architecture, stands out as an 
optimal choice in the field of disease diagnosis and 
classification. Its lightweight design and reduced 
computational requirements result in faster inference 
times, making it ideal for real-time or near-real-time 
applications. This attribute is particularly crucial in the 
context of healthcare, where swift diagnosis and moni-
toring are paramount. The architecture of GhostNet is 
depicted in Fig. 3.

Fig. 3. Architecture of GhostNet

The two various paths utilized by the GhostNet are the: 
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Convolutional Layer: The Convolutional Path is the 
primary pathway in GhostNet for processing input data. 
It consists of standard convolutional layers, which are 
fundamental in deep learning for feature extraction. 
The Convolutional Path plays a critical role in capturing 
low- and high-level features from the data, gradually 
building a hierarchical representation of the input. The 
outcome of the Convolutional layer is represented as:

(1)

where, refers the outcome of the convolutional layer, 
bias is notated as, the input data is represented as, and 
defines the conventional filters.

Ghost Layer: The Ghost Path is a distinctive aspect of 
GhostNet's architecture. It complements the Convolu-
tional Path to improve feature representation and model 
performance. The Ghost Path consists of ghost modules, 
which are essentially lightweight versions of standard 
convolutional layers. These ghost modules are created 
by using depth-wise separable convolutions. In the 

(2)

where, the filter utilized in the ghost path is denoted 
as and the outcome of the Ghost module is defined as.

The outputs from the ghost modules are then com-
bined with the outputs from the Convolutional Path. This 
fusion of information enhances the network's ability to 
learn discriminative features while maintaining efficiency.

3.3.3. Architecture of Residual_ GhostNet

The proposed Residual_GhostNet is designed by in-
tegrating the conventional ResNet-152 with the Ghost-
Net for enhancing the classification accuracy, which is 
depicted in Fig. 4. In this the outcome of the GhostNet 
is connected with the fully connected layer and the 
softmax layer for classifying the PD.

Fig. 4. Architecture of Residual_GhostNet

Here, the proposed PD model is tuned optimally us-
ing the CCZO algorithm for enhancing classification ac-
curacy.

Loss Function Optimization: The loss function opti-
mization is devised using the proposed Chaotic Cheby-
shev Zebra Optimization (CCZO) algorithm. In this, the 
solution trapping at the local optima is eliminated by 

Ghost Path, the ghost modules are designed to capture 
additional features and patterns in the input data. They 
operate in parallel with the Convolutional Path.

incorporating the randomness criteria in the explora-
tion phase using the Chaotic Chebyshev mapping.

Initialization: Each zebra in this population is like 
a potential solution to a problem that the algorithm 
is trying to solve. The location of each zebra on the 
search space represents a set of values for the decision 
variables related to the problem. Essentially, the zebra's 
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positions correspond to different potential solutions. 
This randomness is part of the algorithm's exploration 
of several solutions. The initialization of the population 
is stated as:

(3)

Here, the population of the zebra is denoted as A, 
and Ak refers to the kth zebra in the search space. The 
total count of zebras considered in the algorithm is de-
noted as G, and ak, l represents the kth zebra with the 
solution dimension l. After placing the population, the 
feasibility of the solution is evaluated.

Feasibility Evaluation: The feasibility of the solution 
is estimated for every zebra to identify the closeness of 
the solution to the required target. In the proposed dis-
ease detection, the mean square error is considered for 
evaluating the feasibility and is stated as:

(4)

where, the fitness is F, overall samples is denoted as 
T, the observed value is Ox and the target value is de-
noted as Tx.

Randomization: The randomization of the algo-
rithm utilizes the foraging behaviour, wherein the food 
searching is employed. A specific type of zebra grasses 
in the plains and is named as Pioneer zebra that leads 
the group members to get the food and updates the 
solution as:

(5)

Here, the zebra that guides the team members in ob-
taining the food is denoted as DEl and the value [0,1] 
is the limit for the arbitrarily chosen variableq. The ex-
pression for identifying the factor H is expressed as:

(6)

Here, random number denoted as dhas the limit [0,1] 
and hence, the range of the factor H is varies from {1,2}. 
After evaluating the solution for the zebras, the upda-
tion of the acquired solution is devised by:

(7)

The solution accomplished by the zebra in the ran-
domization phase is denoted as ak,l

R, and the fitness for 
this phase is defined as Fk

R.

Here, in the randomization phase, the chaotic cheby-
chev randomization is incorporated with the foraging 
behaviour of the zebra for enhancing the exploration 
strategy to obtain the global best solution. The expres-
sion that represents the chaotic chebyshev randomiza-
tion is expressed as:

(8)

(9)

(10)

Thus, using the equation (10), the solution updation 
is devised using the CCZO algorithm and assist to ob-
tain the global best solution.

Escaping Capability: In this phase, the zebra tries to 
escape from the predator like the lion. Similarly, zebras 
offend some predators like dogs and hyena’s. Thus, the 
solution updation devised by the zebra in both the es-
caping and offending capability is expressed as:

(11)

Here,

(12)

Thus, using the evaluation of the fitness, the solution 
updation is devised.

Stoppage: The acquisition of the targeted solution 
or the completion of the iteration stops the iteration 
processing. 

4. RESULT AND DISCUSSION 

The implementation of the proposed PD classifica-
tion is performed using the PYTHON programming lan-
guage. Besides, the comparison with the conventional 
PD classification methods likes 2D-CNN [22], CSP+KNN 
[19], DWT+SVM [18] and Channelwise CNN [20] for de-
picting the superiority of the proposed model.

4.1. DATASET DESCRIPTION

The dataset comprises of various EEG signal, where in 
each EEG recording in the dataset is associated with a 
label indicating the presence or absence of Parkinson's 
disease. These labels are essential for supervised machine 
learning tasks, where the goal is to classify EEG signals as 
either Parkinson's disease or non-Parkinson's disease.

4.2. PERFORMANCE ANALYSIS

The performance evaluation of the proposed CCZO-
Residual_GhostNet model for various iterations is vi-
sualized in Fig. 5. When using 100 iterations with 50% 
of the data allocated for training, the model achieves 
an accuracy of 95.12%. However, when the model is 
evaluated with 80, 60, 40, and 20 iterations, the accu-
racy decreases to 92.33%, 91.23%, 89.42%, and 88.37%, 
respectively. This analysis reveals that the model per-
forms better with a higher number of iterations and a 
larger percentage of training data.

The superior outcomes in these scenarios are attrib-
uted to the use of the CCZO algorithm for loss function 
optimization. This optimization enhances the model's 
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generalization capability, allowing it to achieve higher 
accuracy and better performance.

4.3. COMPARATIVE ANALYSIS

The comparative assessment of PD classification is 
visualized in Fig. 6. In this assessment, the accuracy 
achieved by the CCZO_Residual_GhostNet model 
is 96.01%. This accuracy outperforms the 2D-CNN, 

CSP+KNN, DWT+SVM, and Channelwise-CNN meth-
ods by margins of 1.40%, 2.00%, 4.10%, and 5.79%, re-
spectively, when 80% of the data is used for training. 
Likewise, when considering sensitivity, the CCZO_Re-
sidual_GhostNet model demonstrates a sensitiv-
ity of 94.21%. This sensitivity surpasses the 2D-CNN, 
CSP+KNN, DWT+SVM, and Channelwise-CNN methods 
by margins of 3.16%, 5.40%, 6.00%, and 7.18%, respec-
tively, when 70% of the data is allocated for training. 

(a) (b)

(c) (d)

Fig. 5. Analysis of Improved Residual_GhostNet (a) accuracy, (b) Sensitivity, (c) Specificity and (d) F-Score

The analysis provided in the table offers insights into 
how the hybrid deep learning model excels in classi-
fying the disease with minimal complexity. This effi-
ciency is attributed to the model's minimal number of 
layers, which effectively capture essential features for 
accurate classification.

The accuracy-loss analysis of the proposed PD clas-
sification method is presented in Fig. 7. The accuracy 
analysis depicts the superior outcome for the training 
data compared to the testing data. Similarly, the loss 
function is higher for the testing data. But the perfor-
mance is closer to the training data.

4.4. COMPARATIVE DISCUSSION

The precision ascertained through the adept CCZO_Re-
sidual_GhostNet achieves a remarkable 98.76%, bestow-
ing a substantial superiority of 2.18%, 2.74%, 4.13%, and 
6.96% in contrast to the 2D-CNN, CSP+KNN, DWT+SVM, 
and Channelwise-CNN techniques. Further delving into 
the assessment, the sensitivity estimations courtesy of 
the CCZO_Residual_GhostNet reveal a remarkable edge. 

The metrics stand at 98.59%, eclipsing their counterparts 
by margins of 2.20%, 4.37%, 6.94%, and 8.77% when jux-
taposed with 2D-CNN, CSP+KNN, DWT+SVM, and Chan-
nelwise-CNN, respectively. It is paramount to elucidate 
the specificity aspect, where the CCZO_Residual_Ghost-
Net truly excels. Recording an estimable score of 98.95%, 
it soars above the 2D-CNN, CSP+KNN, DWT+SVM, and 
Channelwise-CNN by significant differentials of 2.32%, 
4.68%, 7.13%, and 9.26%. To further enhance the narra-
tive, the F-Score, a comprehensive metric of precision and 
recall, is a standout. The CCZO_Residual_GhostNet attains 
an impressive 99%, accentuating its dominance over its 
peers. These achievements underscore the model's supe-
riority, boasting advantages of 2.02%, 4.31%, 6.17%, and 
8.29% compared to the 2D-CNN, CSP+KNN, DWT+SVM, 
and channelwise-CNN methods, respectively.

Here, the analysis depicts the superior outcome in terms 
of all assessment measures by the proposed model. Sever-
al real-world applications of Parkinson's disease classifica-
tion using deep learning are emerging, showing promise 
for improving diagnosis, treatment, and patient care.
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(a) (b)

(c) (d)

Fig. 6. Comparative Analysis (a) accuracy, (b) Sensitivity, (c) Specificity and (d) F-Score

(a)

(b)

Fig. 7. Accuracy-Loss Analysis:  
(a) Accuracy and (b) Loss

5. CONCLUSION 

In summary, this research presents a robust method 
for PD classification. By employing the CCZO_Residual_
GhostNet model, we achieve superior accuracy, sensitiv-
ity, specificity, and F-Score compared to conventional 
methods such as 2D-CNN, CSP+KNN, DWT+SVM, and 
Channelwise-CNN. The utilization of ResNet-152 with skip 
connections, coupled with GhostNet's efficient architec-
ture, ensures an efficient tool for disease classification. The 
incorporation of the CCZO algorithm further refines the 
model's performance, eliminating local optima and en-
hancing global optimization. This method offers a prom-
ising approach for accurate and efficient PD classification 
using EEG signals, contributing to advancements in the 
field of medical diagnosis and treatment. In the future, 
it might be helpful to recognize present clinical data sets 
that have been utilized that could help the clinical classifi-
cation of the illness, like DaTscan, or to capitalize on infor-
mation set methods such as sleep EEGs, which could help 
with the possible rapid detection of biological indicators 
of PD and its associated issues, such as MCI and dementia.
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Abstract – In recent years, systems that collect location information and publish statistics, such as those that publish congestion 
information, have been extensively employed. Because it is possible to infer an individual’s identity even if the information is not directly 
disclosed, it is essential to disclose data with privacy protection. Therefore, privacy protection methods based on differential privacy 
are attracting attention. Geo-indistinguishability is the most famous extension theorem of differential privacy for location information. 
Geo-indistinguishability can be achieved by adding noise to a target value that must be protected. However, noise addition reduces 
the usefulness of the data. Thus, it is desirable to add minimal noise to your privacy budget. Therefore, we focus on the fact that the 
values obtained using measurement devices contain errors. We introduced a novel concept of differential privacy tailored for location 
information, termed true-value-based geo-indistinguishability (T-Geo-I), which accounts for equipment noise. We also proposed a 
location information privacy protection method that considers T-Geo-I and reduces the amount of added noise. The object of privacy 
protection should be the “true value” not the “measured value” that includes measurement errors.
According to the experimental results, in the case wherein the measurement error is the normal distribution, our method reduced the noise 
average and mean square error (MSE) by up to 41% and 63%, respectively, compared with conventional methods while maintaining a 
prespecified level of privacy in 108 samples of numerical data. In the case wherein the measurement error is the lognormal distribution, 
the proposed method based on T-Geo-I succeeded in reducing the noise average and MSE by up to 60% and 67%, respectively, compared 
with methods based on Geo-I, while maintaining a prespecified level of privacy. These findings indicate that the proposed method can 
improve the usefulness of data while maintaining a prespecified degree of privacy protection.

Keywords: differential privacy, geo-indistinguishability, GPS, Laplace mechanism, local differential privacy, location-based service

1.  INTRODUCTION

In recent years, systems that collect location informa-
tion and publish statistics, such as those that publish 
congestion information, have been extensively em-
ployed. The Internet of Things (IoT) technology has rev-
olutionized innovation in people’s lives by collecting 
and storing information received from physical objects 
or sensors [1–2]. Although these systems are conve-
nient, they carry the risk of leaking personal informa-
tion such as location information [3]. Even if personal 
information is not directly disclosed, it may be inferred 

from statistical data. Storing and using information on 
the cloud is also becoming more prevalent [4–5]. Lo-
cation privacy preservation is essential, and there are 
many research challenges [6–7].

When disclosing statistical data to the public, it is es-
sential to take privacy into account and perform pro-
cessing to ensure that individuals cannot be identified 
from the data before releasing the data. Recently, pri-
vacy protection methods based on differential privacy 
have attracted attention. Representative examples 
of privacy protection for location information based 
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on differential privacy include NTT Docomo’s mobile 
spatial statistics and Google Maps processing of con-
gested areas. Differential privacy is used in statistics in 
the real world and is widely recognized as a security in-
dicator that can suppress the disclosure of data privacy, 
regardless of the attacker’s background knowledge or 
attack method algorithm.

Geo-indistinguishability (Geo-I) is attracting atten-
tion as a standard that applies differential privacy 
to protect location information data [8]. It shows the 
guaranteed criteria when noise is added to the position 
information using the perturbation method on the Eu-
clidean plane. One perturbation method that satisfies 
the Geo-I criteria and protects the true value by add-
ing random noise to a person’s location information is 
the planar Laplace mechanism. This method protects 
privacy by adding noise that satisfies the criterion of 
differential privacy to the true data using the Laplace 
distribution. In general, the stronger the degree of pri-
vacy protection, the higher the amount of noise added, 
which reduces the usefulness of the data. There is a 
trade-off between the usefulness of data and the de-
gree of privacy protection.

Because the degree of privacy protection is speci-
fied numerically, there is a need for a noise addition 
method that satisfies this degree of protection in terms 
of differential privacy. To enhance the usefulness of 
the data, the amount of noise added to the true value 
should be reduced. The more noise added, the less use-
ful the data becomes. Therefore, we focus on the fact 
that the measured values already contain errors and 
attempt to suppress the total amount of added noise. 
Because conventional methods do not consider errors 
during measurement, they may contain extra noise 
for the privacy protection parameter budget. In gen-
eral, technologies for obtaining location information 
include GPS, Wi-Fi, beacons, and communication base 
stations. Because it is measured using IoT equipment, it 
already contains errors. To maintain a prespecified de-
gree of privacy protection and enhance the usefulness 
of the data, we propose a method for reducing the total 
amount of added noise by considering errors already 
included in the measured values.

The principal contributions of this study are three-
fold. First, we introduce a novel concept of differential 
privacy tailored for location information, termed true-
value-based Geo-I (T-Geo-I), which accounts for equip-
ment noise. Second, we devise an anonymization algo-
rithm that adheres to the T-Geo-I standard. Third, we 
demonstrate that the proposed T-Geo-I framework not 
only upholds the predefined privacy threshold but also 
reduces noise addition compared with existing meth-
odologies.

The remainder of the paper is organized as follows: 
Section 2 reviews existing research related to differen-
tial privacy. Section 3 defines a new privacy metric and 
proposes a privacy protection algorithm that ensures 
compliance with this metric. Sections 4 and 5 detail 

the experimental method and the results, respectively. 
Section 6 discusses the experimental results of our pro-
posed method. Finally, Section 7 concludes the study.

2. RELATED WORK

2.1. OvERvIEW Of LOCATION PRIvACY 
 RESEARCh

A significant amount of research has been conduct-
ed on location information privacy [9–10]. One famous 
research field is differential privacy. Geo-I is famous for 
the differential privacy of location information [8]. 

According to recent research, Geo-I in indoor en-
vironments has been proposed [11]. The proposed 
framework introduces two distance calculation and re-
ceived signal strength (RSS) generation methods based 
solely on RSS values as novel methods, which have 
been proven to perform. 

Geo-I for task allocation in spatial crowdsourcing has 
been investigated [12]. An optimized global grouping 
with the adaptive local adjustment method OGAL with 
a convergence guarantee was proposed and proven 
that it works. 

These methods do not consider measurement errors; 
therefore, our method can be applied to make them 
more efficient to enhance the usefulness of data.

Research on federated learning has been actively 
conducted recently [13]. Our method can also be incor-
porated into this. Details are explained in Section 2.10.

2.2. ϵ-DIffERENTIAL PRIvACY

Differential privacy is extensively used as a strong 
mathematical definition to protect datasets without 
relying on attackers’ prior information [14–16]. Rather 
than relying on encryption, differential privacy offers 
protection by adding noise to the data, and the results 
are calculated from the data. Because encryption is not 
involved, the computational cost of differential privacy 
is low, and it tends to be easy to introduce into many 
systems.

When mechanism K is a privacy protection function, 
S ⊆ Range(K), ϵ∈R+, and databases D and D’ are adja-
cent, ϵ-differential privacy is satisfied when the follow-
ing equation is satisfied. ϵ is a privacy level parameter 
and a positive number. When the privacy level param-
eter ϵ is large, the privacy level is low; when ϵ is small, 
i.e., close to 0, the degree of privacy protection is high. 
Adjacent means that the records are different in one 
place. For example, D represents a database with one 
record removed from D’, otherwise D represents a data-
base with one record of D’ replaced by another record. 
This means that D and D′ are adjacent.

(1)

This equation indicates that privacy is protected be-
cause different parts of the records cannot be identified 
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if the results from adjacent databases are indistinguish-
able. For example, if an attacker knows all information 
except for a certain record A, it is possible to infer the 
data about A by back-calculating from the database re-
sult. Consequently, we can protect privacy by applying 
for protection according to this guarantee.

2.3. (ϵ,δ)-DIffERENTIAL PRIvACY

Differential privacy is mathematically rigorous. It has 
been mathematically proven that a noise generation 
method based on the Laplace mechanism using the 
Laplace distribution has a probability density function 
ratio of less than the privacy level parameter ϵ in all 
ranges [17].

For example, for a noise generation method using a nor-
mal distribution noise, the ratio of probabilities becomes 
infinite at the tails of the distribution. Therefore, differen-
tial privacy is not guaranteed over the entire region.

However, it is too strict a definition to consider 
extreme points that seldom occur in reality. (ϵ,δ)-
differential privacy allows cases wherein differential 
privacy is not satisfied if the probability is below a cer-
tain level [18].

When mechanism K is a privacy protection function, ϵ 
is a privacy level parameter, S ⊆ Range(K), ϵ∈R+, and da-
tabases D and D’ are adjacent, if differential privacy based 
on the privacy level parameter is not satisfied with a prob-
ability less than or equal to δ, Equation 2 is satisfied.

(2)

2.4. LOCAL DIffERENTIAL PRIvACY

The definition of ϵ-differential privacy refers to the 
protection of the database. Although this is guaran-
teed for databases that store data, it is not assumed 
that each data is sent to the server one by one each 
time. Therefore, the concept of local differential privacy 
has been proposed [19-20].

When x and x’ represent databases of size 1 and pro-
tection is performed by mechanism A, for any output 
y, ϵ∈R+, if Equation 3 is satisfied; for the privacy level 
parameter ϵ, it satisfies ϵ-local differential privacy.

(3)

This standard also allows you to protect your device 
before sending data to an untrusted server. Therefore, 
it is possible to collect and use data while protecting 
the data regardless of the trustworthiness of the server.

2.5. PLANAR LAPLACE MEChANISM

The planar Laplace mechanism is a typical privacy 
protection method based on differential privacy [17]. 
It uses the Laplace distribution to generate noise and 
adds it to the true value to protect privacy. When pro-
tecting individual data before sending it to the server, 
noise is added to each piece of data each time accord-

ing to local differential privacy before sending it to the 
server. Because this method differs from encryption, it 
can protect user privacy with low computational costs. 
Therefore, it can be easily introduced into many sys-
tems. It can be executed on each user’s IoT device or 
smartphone without a significant burden.

However, this method reduces the usefulness of the 
data. There is a trade-off between the usefulness of 
data and the degree of privacy protection. Many stud-
ies have been conducted to address this disadvantage, 
and our research is one of them to improve the useful-
ness of data.

2.6. ϵdx-PRIvACY

Chatzikokolakis et al. [21] extended differential priva-
cy, which is defined only in databases. P(Z) denotes the 
probability distribution on Z. K:X→P(Z) denotes a mech-
anism in some domain X that provides a probability 
distribution in some domain Z. Dx(x, x’) is the hamming 
distance between x and x’ on X. ϵ denotes a privacy level 
parameter, ϵ∈R+, x, x’∈ X, and Z⊆Z. If the mechanism K is 
expressed by Equation 4, ϵdx-privacy is guaranteed.

(4)

This definition indicates that the more similar two 
databases are, the more similar the generated distribu-
tions should be.

2.7. GEO-INDISTINGUIShAbILITY

Geo-I is a privacy guarantee standard for location 
information data. It has received particular attention 
among perturbation methods [22]. Geo-I applies ϵdx-
privacy to location information data. It also uses the 
concept of local differential privacy.

In Equation 5, X represents a set of points of inter-
est, x,x’∈X, d(x,x’) denotes the distance between x and 
x’ on the Euclidean plane, ϵ denotes a privacy level 
parameter, ϵ∈R+, Z contains spatial points, and Z⊆Z. 
If the mechanism K is expressed by Equation 5, ϵ-Geo-I 
is guaranteed.

(5)

2.8. PLANAR LAPLACE MEChANISM fOR 
 Geo-I

The planar Laplace mechanism is used as a data pro-
tection method to satisfy Geo-I [22]. This is a method 
for position information wherein noise is generated 
from the privacy level parameter ϵ using the Laplace 
distribution and added to the true position.

For the noise radius value r, we substitute the noise 
calculated using Equation 6.
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For the direction of noise value θ, we randomly calcu-
late a value from the probability of a uniform distribu-
tion with [0, 2π). For p, we randomly calculate a value 
from the probability of a uniform distribution on [0,1), 
assign it to the true value x, and use <rcosθ, rsinθ> as 
noise. We select the closest possible coordinate system 
to the coordinates with added noise and use that as 
the value after applying the mechanism. Function W-1 
denotes Lambert’s W function (the −1 branch). This 
operation guarantees ϵ-Geo-I. ϵ denotes a privacy level 
parameter, and ϵ ∈R+.

The probability of obscuring the true position x to 
x’ is calculated using Equation 7. This planar Laplace 
mechanism rounds the decimal point of the position 
data. Equation 7 also considers the effect of rounding. 
d(x, x’) denotes the distance between x and x’ on the 
Euclidean plane. ϵ denotes a privacy level parameter.

(7)

2.9. TRUE-vALUE-bASED DIffERENTIAL 
 PRIvACY

Sei et al. [23] proposed the concept of true-value-
based differential privacy (TDP). This is a privacy guar-
antee standard that considers the fact that the values 
measured using IoT devices contain errors.

The conventional method satisfies the specified de-
gree of privacy protection for the measured value, i.e., 
“true value + measurement error.” However, to meet 
these criteria, the privacy of the “true value” should be 
protected with a specified degree of privacy protec-
tion. Because noise in the form of measurement er-
rors is already present, the amount of additional noise 
required to protect privacy is small for the necessary 
privacy parameter budget compared with the conven-
tional method. Focusing on measurement errors, we 
attempt to reduce the total amount of noise added ac-
cording to differential privacy.

For a database of size 1 for x and x’, mechanism M 
is a function that adds error during measurement, and 
protection is provided by mechanism A. For any output 
y and ϵ ∈R+, when Equation 8 is satisfied, ϵ-differential 
privacy is satisfied. In addition, TDP assumes that the 
measurement error is based on a normal distribution.

(8)

Considering this concept, even if noise below an ap-
propriate threshold is not added to the measured val-
ue, the prespecified degree of privacy protection can 
be maintained, and the total amount of added noise 
can be reduced.

TDP concentrates on one-dimensional data [23]. TDP 
aims to find the optimal maximum w that fulfills Equa-
tion 9.

(9)

where

and

Here, ϵ denotes a privacy level parameter, ∆ means 
the range of possible values for numerical attitude, σ 
means the standard deviation of normal distribution, 
and b means the scale parameter of Laplace distribu-
tion (equal to ∆/ϵ).

The larger the threshold w, the more pronounced the 
reduction effects. TDP assumes that the measurement 
error adheres to a one-dimensional normal distribution 
N(t;σ2 ). If the measurement error diverges from a one-
dimensional normal distribution, a fundamentally dif-
ferent mathematical discussion is required. Even with 
a one-dimensional normal distribution, as intricate as 
described by Equation 9, extending Equation 9 to two 
dimensions is not straightforward.

2.10. COMPOSITION ThEOREM fOR 
 hETEROGENEOUS MEChANISMS

Kairouz et al. [24] focused on privacy guarantees 
under k-fold composition. According to theorem 
3.3 in [24], any k-fold adaptive composition of (ε, δ)-
differentially private mechanisms satisfies the privacy 
guarantee. This means that the total privacy budget is 
obtained during composition.

2.11. fEDERATED LEARNING

Federated learning is a method that protects pri-
vacy by training machine learning models on each 
device [13, 25]. Each local device uses its data to train 
the model from the central server. Subsequently, only 
the extracted parameters are aggregated in the central 
server to improve the accuracy of the common model 
in the central server.

Federated learning of location information is also be-
ing researched [26–27]. For example, population mod-
eling and population density can be estimated without 
the user having to send the true original data using the 
proposed method [27]. With federated learning, each 
device uses data to perform calculations and incorpo-
rates them into a machine learning model before send-
ing the data to the server. It is highly compatible with 
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local differential privacy. Our method is based on local 
differential privacy. There is a high possibility that our 
proposed method will be incorporated into federated 
learning to enhance the usefulness of data while main-
taining a prespecified privacy protection level.

3.  PROPOSED METhOD

3.1. TRUE-vALUE-bASED GEO-I (T-Geo-I)

We propose true-value-based geo-indistinguishabil-
ity (T-Geo-I), a privacy protection standard for location 
information that considers measurement errors. This 
is a combination of Geo-I, which is a privacy protec-
tion standard related to location information, and TDP, 
which is a privacy protection standard that considers 
measurement errors.

TDP is focused on one-dimensional data. This leads to 
the meaningful proposition of amalgamating TDP with 
the privacy protection property of geo-indistinguish-
ability for two-dimensional location information. The 
challenge in the theoretical analysis of the cumulative 
effect of measurement errors and differential privacy 
noise on two-dimensional location data is significant, 
rendering the direct application of the methodologies 
proposed in [23] unfeasible. In addition, the research 
on TDP, as discussed in [23], is confined to scenarios as-
suming a normal distribution of measurement errors. 
The uniqueness of the algorithm proposed in Section 
3.2 of our study stems from its consideration of cases 
in which the measurement error does not conform to 
a normal distribution. This innovative approach signifi-
cantly extends the applicability and relevance of TDP, 
particularly in contexts in which data distributions are 
non-normal. Obtained through simulation, our pro-
posed algorithm is adaptable to any probability distri-
bution. Typically, technologies for acquiring location 
data encompass GPS, Wi-Fi, beacons, and cellular base 
stations. Given the variety of devices and the indeter-
minate nature of measurement error distributions, the 
versatility of the proposed method in accommodating 
various error distributions is of substantial significance.

Let mechanism M be a function that adds error dur-
ing measurement, X is a set of points of interest, x, x’∈X, 
d(x, x’) denotes the distance between x and x’ on the 
Euclidean plane, ϵ denotes a privacy level parameter, 
ϵ∈R+, Z contains spatial points, and Z⊆Z. ϵ-T-Geo-I is 
guaranteed when mechanism K satisfies Equation 10.

(10)

3.2. PRIvACY PROTECTION METhOD bASED 
 ON T-Geo-I

Privacy protection method based on T-Geo-I is based 
on the planar Laplace mechanism. As mentioned in 
Section 2.4., because the planar Laplace mechanism 
has a low computational cost to protect privacy and 

is easy to use in various systems, our method incorpo-
rates this mechanism. 

We propose a method wherein no noise is added to 
the data when the noise generated using the planar 
Laplace mechanism of Geo-I is below the threshold w; 
the noise is added to the data when the noise is the 
threshold w or above. Noise generation follows Sec-
tion 2.7. The value generated using Equation 6 is the 
radius of the noise added to the measurement noise 
value, and the threshold w determines whether noise 
is added. 

The problem with the proposed method is that it is 
difficult to solve the threshold value w analytically. In 
previous research [23], w was determined by calculation 
using mathematical formulas. We solve this problem by 
finding the threshold value w through simulation.

The pseudocode for the privacy protection method is 
shown in Algorithm 1. In the proposed method for analyt-
ically adding privacy noise, the noise radius r is calculated 
using Equation 11. For θ, we randomly calculate a value 
from the probability of a uniform distribution with [0,2π). 
For p, we randomly calculate a value from the probabil-
ity of a uniform distribution on [0,1). ϵ can be any positive 
value determined as a privacy level parameter.

Because of the proposed method, it is necessary to 
find an appropriate threshold value w for the noise ra-
dius r. The optimal threshold w value is the minimum 
value within the range that satisfies Equation 10.

Algorithm 2 illustrates the algorithm for determining 
the optimal threshold w. To confirm that Equation 10 
is satisfied, a total noise probability density function 
is derived by combining the measurement error and 
privacy noise. Because the probability density function 
cannot be derived through calculation, it is derived by 
randomly generating ns samples as an experiment. A 
probability density function shifted by ∆ is also derived. 
Differential privacy is satisfied when the ratio of the 
two probability density functions satisfies Equation 10. 
Because the accuracy of the probability density func-
tion is low in areas with few samples, only the areas 
with (1-δ) samples are checked. If differential privacy is 
satisfied, even with a sufficiently large threshold w, let 
w be infinite.

MeasurementNoise(), in the 8th line in Algorithm 
2., returns the value obtained from the distribution 
of measurement errors. The distribution of measure-
ment error is not limited to a normal distribution. The 
noise distribution may be any distribution and can be 
changed depending on the measuring equipment.

PrivacyNoise() in the 10th line in Algorithm 2. is the 
algorithm shown in Algorithm 1.

(11)

(12)
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Algorithm 1. Privacy protection mechanism for loca-
tion information considering measurement errors.

Input: ϵ (Privacy level parameter), vX, vy (Measured lo-
cation values), 𝑤 (Threshold value)

Output: TDP value
1: Generate a random value p from a uniform distri-

bution [0,1)
2: r ← rϵ(p)
3: Generate a random value θ from a uniform distri-

bution [0, 2π)
4: if r < w then
5: return (vX, vy).
6: else
7: return (vX + rcosθ, vy + rsinθ).
8: end if

Algorithm 2. Algorithm for determining threshold w.

Input: 𝜖 (Privacy level parameter), 𝑐 (Width of a histo-
gram), Δ (Distance of x and x’), 𝛿 (Scope of verifying dif-
ferential privacy), α (Multiple of w to verify), 𝑛𝑠 (Num-
ber of samples)

Output: Threshold 𝑤 used in the proposed method

1: for w = α, 2α,... do
2: isDF ← true

3: {Prepare two array variables as Histogram}

4:  𝐵 ← 𝑏1 , 𝑏2 , . . .

5: 𝐵 ’ ← 𝑏1 ’ , 𝑏2’ , …
6: for i = 1,. . .,𝑛𝑠 do
7: {Add measurement error}

8: 𝑣 ←MeasurementNoise()

9: {Add Laplace noise considering threshold 𝑤}

10: 𝑣 ← 𝑣 + 𝑃𝑟𝑖𝑣 𝑎𝑐𝑦𝑁𝑜𝑖𝑠𝑒(𝜖 , 𝑤)
11: {Calculate the corresponding bin of the histo-

gram of value 𝑣 .}

12: 𝑖𝑛𝑑𝑒𝑥 ←⌈|𝑣 |/𝑐 ⌉
13: 𝑏index ← 𝑏index + 1 
14: {Calculate the corresponding bin of the histo-

gram of value |𝑣 | + Δ.}

15: 𝑖𝑛𝑑𝑒𝑥 ’ ←⌈(|𝑣 | + Δ)/c⌉
16: 𝑏index ← bindex + 1 
17: end for
18: {Determine the scope to verify differential privacy}

19: 𝑠𝑢𝑚 ← 0
20: 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 ← 0
21: for i = 1,. . . B’.length do
22:  𝑠𝑢𝑚 ← 𝑠𝑢𝑚 + 𝑏I’ 
23:  if 𝑠𝑢𝑚 /𝑛𝑠 > 1 − 𝛿 then
24:   𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 ← 𝑖
25:         break

26:   end if

27: end for
{Verify whether differential privacy is satisfied}
28: for i = 1,. . . ,threshold do
29:  if bi /bi’> exp(𝜖Δ) or bi’/bi > exp(𝜖Δ) then
30:   𝑖𝑠𝐷𝐹 ← 𝑓𝑎𝑙𝑠𝑒
31:   break
32:  end if
33: end for
{Return value if differential privacy is not satisfied}
34: if not isDF then
35:  return w − α
36: end if
37: end for

4. EXPERIMENT METhOD

4.1. SIMULATION METhOD

We simulated the proposed method. We compared the 
proposed method T-Geo-I with the planar Laplace mech-
anism for methods based on Geo-I [22] and TDP [23]. 

The simulation was performed in two scenarios. One 
involved performing experiments by setting a person’s 
position to (0, 0) and adding noise as a numerical simu-
lation. The other involved dividing people into grids 
and conducting a simulation experiment to count the 
number of people on each grid.

In the grid experiment, we used data generated us-
ing the Siafu simulation tool [28]. The Siafu tool is open-
source software for obtaining data on human behav-
ior using a typical human behavior model on a map. 
The setup includes 10,000 users interacting in a space 
measuring 8.4 km x 8.4 km, which includes businesses, 
restaurants, and parks. We used the data for this simula-
tion based on previous research by Sei et al. [29].

In this experiment, the measurement error assumes 2 
types, a normal distribution and a lognormal distribution. 
MeasurementNoise(), in the 8th line in Algorithm 2., returns 
noise based on a normal distribution or a lognormal dis-
tribution. Many studies on location information are based 
on the fact that GPS location measurement errors follow 
a normal distribution [30-33]. This study [34] showed the 
distributions that describe navigation positioning system 
errors more accurately include lognormal distributions. 
Therefore, the experiments were conducted by assuming 
that the measurement errors were based on a normal dis-
tribution and a lognormal distribution. 

In the case wherein the measurement error is the log-
normal distribution, experiments are only compared to 
Geo-I. As TDP is based on the case where the measure-
ment error is the normal distribution, evaluations using 
TDP cannot be performed for the lognormal distribution.

As mentioned in the proposed method, the final 
noise is a combination of measurement errors and 
noise due to the Laplace mechanism. In the simulation, 
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as shown in Fig. 1, the noise vector of measurement er-
ror due to the normal distribution and the noise vec-
tor due to the Laplace mechanism to satisfy differential 
privacy were added and used as the total noise.

The noise average and mean square error (MSE) are 
summarized in the results. Errors include both noise 
from the Laplace distribution for differential privacy 
and noise from the normal distribution as measure-
ment errors.

fig. 1. Composition of angles

4.2. SIMULATION PARAMETERS

To find threshold w, the distance between x and x’ 
∆ as d(x, x’), we conducted experiments with 1.0. The 
width of a histogram 𝑐 is 0.5. Multiple of w to verify α is 
0.5. The scope of verifying differential privacy δ is 10−3. 
This means that we guarantee (ε, 10−3)-differential pri-
vacy. The number of samples ns is 108.

The measurement error was calculated from 2 types. 
One is a two-dimensional normal distribution with a stan-
dard deviation of 1.0. The other is the error by the radius 
from a lognormal distribution with a standard deviation 
of 1.0 and the angle is from a uniform distribution [0, 2π). 
It is also used by MeasurementNoise() in Algorithm 2. For 
the noise generated from the Laplace distribution, we 
conducted experiments with ϵ = 1, 2, 5, and 10.

In the numerical simulation, the number of samples 
is 108. In the Siafu simulation, the number of samples 
is 104. The space was divided into 500 × 500 squares, 
totaling 2,500 squares, and the noise average and noise 
MSE were calculated.

4.3. SIMULATION METhOD fOR TDP

TDP is focused on one-dimensional data basically 
[23]. In the method based on TDP, we consider x and y 
to be two independent variables.

According to Section 2.9., we generated noise with 
half the value ϵ and added it to x and y. For example, by 
adding noise generated from the Laplace distribution 
with ε = 0.5 for x and ε = 0.5 for y, we achieved total 
privacy protection of ε = 1.0.

5.  EXPERIMENT RESULTS

In the case wherein the measurement error is the 
normal distribution, the total noise average and MSE 
of the numerical simulation are summarized in Tables 
1 and 2, respectively. In the case wherein the measure-
ment error is the normal distribution, the total noise av-
erage and MSE of the Siafu simulation are summarized 
in Tables 3 and 4, respectively. In the case wherein the 
measurement error is the normal distribution, the total 
noise average and MSE of the numerical simulation are 
summarized in Tables 5 and 6, respectively.

The total noise contains both Laplace noise for dif-
ferential privacy and noise from the normal distribu-
tion as measurement errors. The results of the average 
amount of noise added to achieve differential privacy 
are summarized in Figs. 2, 3, and 4. When ε is close to 0, 
the noise is large. 

According to all results, the proposed method has 
the smallest noise average and MSE compared with the 
other methods. 

In the case wherein the measurement error is the 
normal distribution, the proposed method based on 
T-Geo-I reduced the noise average by up to 18% and 
41% compared with methods based on Geo-I and TDP 
with numerical simulation, respectively. The proposed 
method based on T-Geo-I reduced the noise average 
by up to 15% and 36% compared with methods based 
on Geo-I and TDP with the Siafu simulation, respective-
ly. The proposed method based on T-Geo-I reduced the 
noise MSE by up to 31% and 63% compared with Geo-I 
and TDP with numerical simulation, respectively. The 
proposed method based on T-Geo-I reduced the noise 
MSE by up to 17% and 38% compared with methods 
based on Geo-I and TDP with the Siafu simulation, re-
spectively. The maximum reduction rate was achieved 
when ε = 1, 2.

In the case wherein the measurement error distribu-
tion is the lognormal distribution, the proposed T-Geo-I 
reduced the noise average and MSE by up to 60% and 
67%, respectively, compared with Geo-I with numerical 
simulation. The maximum reduction rate was achieved 
when ε = 1.

In the case of ϵ = 5 and 10, the result indicates that dif-
ferential privacy is satisfied with only the measurement 
error without any noise addition because of the Laplace 
distribution. When ϵ = 10, the noise averages of methods 
based on T-Geo-I and TDP are almost the same. This indi-
cates that both methods do not add nearly any Laplace 
noise because differential privacy is almost satisfied with 
only the standard deviation when ϵ = 10.

The proposed method can reduce the average 
amount of noise and is expected to enhance the use-
fulness of the data.

We tested them on a MacBook Air (M1, 2020), an Ap-
ple M1 CPU, and 16 GB of memory using Python. It takes 
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5 h to generate 108 Laplace noises. It takes 5 min to read 
the data of 108 Laplace noises already generated. 

After the data are read, it takes 5 min for each value of 
w to create a histogram and verify whether differential 
privacy is satisfied. 

We also experimented to see how much time it takes 
to protect privacy in a real environment. We measured 
the calculation time for acquiring location information 
and adding noise to the location information using an 
iPhone 13 mini. The average time value was calculated 
by measuring 100 times. The result is Fig. 5. The com-
putation time for all methods was almost the same. 
Privacy protection can be achieved in a short time of 
270-290 ms. This means that the proposed method is 
not algorithmically inefficient.

Table 1. Comparison of total noise average with 
numerical simulation (measurement error of normal 

distribution)

ϵ w for  
T-Geo-I

T-Geo-I  
(noise average)

Geo-I  
(noise average)

TDP 
(noise average)

1 2.5 2.02 2.41 3.46

2 2.5 1.33 1.64 1.92

5 inf 1.25 1.33 1.27

10 inf 1.25 1.27 1.25

Table 2. Comparison of total noise MSE with 
numerical simulation (measurement error of normal 

distribution)

ϵ w for  
T-Geo-I

T-Geo-I  
(noise MSE)

Geo-I  
(noise MSE)

TDP 
(noise MSE)

1 2.5 6.54 7.99 17.72

2 2.5 2.39 3.50 5.31

5 inf 1.99 2.23 2.07

10 inf 1.99 2.05 2.00

Table 3. Comparison of total noise average with 
Siafu simulation (measurement error of normal 

distribution).

ϵ w for  
T-Geo-I

T-Geo-I  
(noise average)

Geo-I  
(noise average)

TDP 
(noise average)

1 2.5 1.96 2.28 3.09

2 2.5 1.40 1.65 1.84

5 inf 1.36 1.40 1.36

10 inf 1.36 1.37 1.36

Table 4. Comparison of total noise MSE with 
Siafu simulation (measurement error of normal 

distribution).

ϵ w for  
T-Geo-I

T-Geo-I  
(noise MSE)

Geo-I  
(noise MSE)

TDP 
(noise MSE)

1 2.5 1.96 2.28 3.09

2 2.5 1.40 1.65 1.84

5 inf 1.36 1.40 1.36

10 inf 1.36 1.37 1.36

Table 5. Comparison of total noise average with 
numerical simulation (measurement error of 

lognormal distribution).

ϵ w for  
T-Geo-I

T-Geo-I  
(noise average)

Geo-I  
(noise average)

1 inf 1.65 4.17

2 inf 1.65 3.74

5 inf 1.65 3.60

10 inf 1.65 3.58

Table 6. Comparison of total noise MSE with 
numerical simulation (measurement error of 

lognormal distribution).

ϵ w for  
T-Geo-I

T-Geo-I  
(noise MSE)

Geo-I  
(noise MSE)

1 inf 7.39 22.85

2 inf 7.39 18.35

5 inf 7.39 17.09

10 inf 7.39 16.91

fig. 2. Average amount of noise added to achieve 
differential privacy with numerical simulation 

(measurement error of normal distribution)

fig. 3. Average amount of noise added to 
achieve differential privacy with Siafu simulation 

(measurement error of normal distribution)



293

fig. 4. Average amount of noise added to achieve 
differential privacy with numerical simulation 

(measurement error of lognormal distribution)

fig. 5. The time required to measure the location 
information on the user's smartphone device and to 

apply differential privacy noise

6. DISCUSSION

In Apple’s development, the privacy level parameter ϵ 
is equal to 1 or 2 per datum [35]. For example, Apple’s 
differential privacy team used ϵ = 2, 4, and 8 for their 
experiment evaluations [36]. In the study that proposed 
RAPPOR by Google, ϵ = log(3) was used as the main pa-
rameter [37]. In TDP study [23], ϵ is set in the range 1–10. 
Therefore, we experimented with ϵ = 1, 2, 5, and 10.

It was confirmed that the noise average was reduced 
not only in the numerical simulation but also in the Sia-
fu simulation. The Siafu simulation is based on a typical 
human behavior model on a map. This means that we 
can expect to enhance the usefulness of data even in 
real-life situations.

As shown in Figs. 2, 3, and 4, the noise average was 
higher at a higher degree of privacy protection. This 
means that the effect of noise reduction using the pro-
posed method is high if the degree of privacy protec-
tion is high. According to the results in Tables 1–6, the 
greatest reduction effect is obtained when ε = 1 and 2. 
Because the Laplace noise is small when ε = 5 and 10, 
the reduction in the total noise of the measurement er-
ror and the Laplace noise is small.

The case where w=inf means that no Laplace noise is 
added. When w=inf, the noise regarding the proposed 

T-Geo-I is from only measurement error. In other words, 
(ε,10−3)-differential privacy is satisfied even without 
adding any Laplace noise. It is shown that there are 
cases wherein privacy can be protected using only 
measurement errors. Note that the proposed method 
satisfies differential privacy at the specified level. In 
other words, the existing methods add unnecessary 
noise beyond the specified level.

It takes more than 5 h to calculate the threshold w 
when the number of samples is 108. However, once the 
value of w is calculated, the determined value w can 
be repeatedly used for actual privacy protection. 108 
Laplace noise generation is necessary for the simula-
tion to determine the threshold w and only needs to be 
done once on the server side. 

On the contrary, actual privacy protection takes a 
very short time. As shown in the newly added Fig. 5, 
actual privacy protection has a low computational cost. 
The computation time for all methods was almost the 
same. Privacy protection can be achieved in a short 
time of 270-290 ms. This shows that the proposed 
method is not algorithmically inefficient. Because this 
method has a very low computational cost, it can be 
easily introduced into various systems. The usefulness 
of the data can be improved compared with conven-
tional methods.

The conventional method TDP assumes a normal 
distribution of measurement errors [23]. Our method 
is not limited to normal distributions. An appropriate 
threshold value w can be determined by simulation of 
any distribution. This is an advantage of our method.

In this experiment, we assumed a normal distribution 
and a lognormal distribution for measurement errors. 
Many studies have been conducted on measurement 
errors in location information. They are affected by 
various factors such as radio waves and weather con-
ditions. They cannot be determined in one way. There 
is also research on simulation measurement errors [34, 
38]. In the future, experiments are expected to be con-
ducted on measurement errors in various situations.

The disadvantage is that the simulation for finding 
the threshold value w is computationally expensive. 
In the future, methods for determining the threshold 
value w based on the proof of mathematical formulas 
instead of simulation are expected.

Our method does not consider continuous location 
information. By acquiring continuous location infor-
mation based on the trajectory of a person’s move-
ment, the risk of estimating the person’s true location 
is increased [39–40]. In the future, we intend to address 
these issues.

7. CONCLUSION

Systems that collect location information and pub-
lish statistics, such as those that publish congestion 
information, have been extensively employed. These 
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systems use differential privacy to ensure the privacy of 
user data. Privacy protection using the Laplace mecha-
nism based on differential privacy adds noise, which 
reduces the usefulness of the data when the degree of 
privacy protection is high. Therefore, we focus on the 
fact that the values obtained by measurement devices 
contain errors and propose a location information pri-
vacy protection method that reduces the amount of 
added noise.

In the case wherein the measurement error is the 
normal distribution, the proposed method based on T-
Geo-I succeeded in reducing the noise average by up to 
18% and 41% compared with methods based on Geo-I 
and TDP, respectively, while maintaining a prespecified 
level of privacy in 108 samples of numerical data. It also 
reduced the noise MSE by up to 31% and 63% compared 
with methods based on Geo-I and TDP, respectively. The 
proposed method based on T-Geo-I reduced the noise 
average by up to 15% and 36% compared with meth-
ods based on Geo-I and TDP, respectively, in a location 
simulation of the human behavior of 104 users on a map 
using a typical human behavior model. It also reduced 
the noise MSE by up to 17% and 38% compared with 
methods based on Geo-I and TDP, respectively. 

In the case wherein the measurement error is the log-
normal distribution, the proposed method based on 
T-Geo-I succeeded in reducing the noise average and 
MSE by up to 60% and 67%, respectively, compared with 
methods based on Geo-I, while maintaining a prespeci-
fied level of privacy in 108 samples of numerical data. 

The maximum reduction rate was achieved when ε is 
small: the privacy protection level high.

These findings demonstrate that our method can im-
prove the usefulness of data while maintaining a pre-
specified privacy protection level.
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Abstract – As the leading cause of security breaches is human susceptibility to hackers' deception, the riskiness of an individual's 
online behaviour and low awareness regarding privacy protection significantly influence the overall security of an information system. 
Thus, this study aimed to compare self-assessed and measured real risk in online behaviour among online users. The additional aim 
was to modify the questionnaire by replacing the existing trick question about password quality with the new questions on accepting 
the terms and conditions. An international online Behavioral Cognitive Internet Security Questionnaire (BCISQ), validated in previous 
studies, was used for data collection. The examinees involved in this study were 278 students from different faculties. The results 
showed a relatively high level of risk in online behaviour, as 22.7% of examinees revealed their passwords.
In comparison, only 10.8% read the consent statement. Students who behave in a riskier manner self-assess themselves as being 
significantly safer in online behaviour, which is contradictory. They also performed worse in all other examined variables. The new 
version of the simulation subscale, with improved internal consistency and reliability (Cronbach's Alfa=0.810), consists of only three 
items, which are questions used in the previous version, without adding any of the two tested trick questions. Generally, this study 
concludes that, on average, information security awareness is still low among online users and that even the ones realistically acting 
riskier believe they are acting more safely.

Keywords: information security, information system, security awareness, user behaviour

1.  INTRODUCTION

The direct or indirect aim of the security breach on an 
information system is basically to gain some financial 
benefit. Therefore, in the beginning, the information 
systems of the banking sector were best protected by 
additional national and international regulations. On-
wards, security experts, who were primarily managers 
of security regulations, were focused on information 

security policies in business companies and healthcare 
information systems, as loss of public reputation can in-
directly cause financial loss. Nowadays, information se-
curity and privacy protection focus on any information 
system in the business and non-profit sectors and public 
and private areas. However, for many years, the informa-
tion system user has been identified as the weakest link 
in information security protocols, as the leading cause 
of security breaches is human susceptibility to hacker's 
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deception [1]. So, the human factor still represents the 
central junction regarding cyber-attacks [2]. Therefore, 
influencing user behaviour, raising security awareness, 
and protecting an individual's privacy will increase the 
overall security of an information system. 

Level of knowledge, behaviour toward following se-
curity guidelines and learning inertia can significantly 
influence information security awareness [3]. However, 
users are susceptible to social engineering despite tar-
geted education [4]. Furthermore, even highly aware 
online users often give personal data away voluntarily 
and behave in a high-risk manner on the internet [5]. It 
is very worrying and confusing, but no comprehensive 
explanation for this privacy paradox has been found so 
far [6]. However, although insufficient, education still 
significantly impacts increasing safety in online behav-
iour [7].

Further cyber security training to improve digital 
trust is needed to raise individuals' awareness [8-11]. 
New concepts to solve the problem of risky behaviour 
and low-security awareness should combine periodic 
education regularly with some notification system. 
Some studies also suggest that future learning models 
should use more interactive educational methods and 
should be based on simulation procedures [12, 13].

Online user's text-based passwords are still the first 
line of defence. However, they are still weak in securing 
all kinds of information systems. Users' careless secu-
rity behaviour, involving password reuse, writing down 
and sharing passwords, and creating short or low-qual-
ity passwords are the main problems related to pass-
word security issues [14]. Modelling users' risky online 
behaviour based on analysing millions of passwords, 
both the most frequent passwords and how users cre-
ate new passwords, can be helpful to hackers [15, 16].

The quality of the password, e.g., how the password 
is constructed, differs between students, average users, 
and professionals [17]. Average online users like having 
and using usernames and passwords with similar char-
acters - the first few digits or the last few digits in a de-
cade system, while the most used unique character is 
the underscore sign [18]. Additionally, male users have 
significantly stronger passwords than female ones, and 
password complexity decreases with age [19]. Also, 
72% of users based their passwords on a single word 
or used a simple sequence of digits. Meanwhile, 39% of 
examined passwords were found in word lists of previ-
ous password leaks [19]. An additional paradox regard-
ing the quality of passwords is as follows: a simple one 
is easier to remember, but a complicated one is more 
secure from being guessed [20].

Most research studies regarding passwords are fo-
cused on their quality. However, as the most essential 
property of a password is its secrecy, other properties 
such as length and the combination of special charac-
ters are becoming irrelevant. Findings in previous stud-
ies have shown that up to three out of four average 

online users will, in some cases, reveal their passwords, 
mainly to a friend, college, or authority figure. The 
easiest way to find someone's password is to ask for it. 
However, over the last few years, a promising trend has 
shown specific improvements [21]. 

Password disclosure becomes a big problem when 
someone logs in and thus impersonates the system 
during identification. That is why advanced additional 
confirmation methods, such as biometrics and block-
chain technology, are increasingly used during au-
thentication [22-24]. The most secure way is to use the 
three-factor authentication (3FA) scheme to identify it-
self through three categories of authentication factors 
(knowledge, possession and inherence): something 
you know, have, and are.

Many online users, or even most, have never read the 
terms and conditions but accept them without reading 
and understanding. A probable reason is that terms 
and conditions are verbose and contain legal jargon 
[25]. Accepting something online without reading it 
can lead to significant information security and pri-
vacy risks, and younger online users are more careless 
regarding reading terms and conditions [26]. Reading 
terms and conditions is related to concern for privacy, 
positive perceptions about notice comprehension, and 
higher trust in the notice. Three-quarters of partici-
pants included in one study skipped reading privacy 
policies, as they view policies as a nuisance and ignore 
them [27]. The results of another study have shown that 
most participants will skip reading the privacy policy if 
it is not presented by default [28].

This study aimed to analyse users' risky online be-
haviour to compare self-assessed and measured ac-
tual levels of risk. It also examined the awareness and 
knowledge of information security and privacy pro-
tection issues. The additional aim was to modify the 
questionnaire by replacing the existing trick question 
about password quality with the new trick question on 
accepting terms and conditions to improve the internal 
consistency and reliability of the simulation subscale. 
The study was based on a Croatian version of the pre-
viously developed and statistically validated interna-
tional online questionnaire: the Behavioral Cognitive 
Internet Security Questionnaire (BCISQ) [29].

The BCISQ was chosen as it measures real risky on-
line behaviour with its simulation subscale compared 
to similar solutions. Many empirical studies on this sub-
ject have been made. However, only several statistically 
validated questionnaires are developed as the basis for 
empirical studies dealing with information system us-
ers' risky behaviour. One of the most used is the SeBIS 
(Security Behavior Intentions Scale), which was devel-
oped in the USA and published in 2016 [30]. Then, in 
the same year, the FMS (Four Measurements Scales) 
was designed and validated in Turkey [31]. Then, the 
HAIS Q (Human Aspects of Information Security) was 
developed in Australia, with a validated version pub-
lished in 2017 [32].
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2. MATERIALS & METHODS

An internationally validated Behavioral Cognitive In-
ternet Security Questionnaire (BCISQ) was used for data 
collection. This questionnaire has only an online version 
currently available in four languages at http://security.o-
i.hr. The BCISQ consists of four subscales and measures: 
simulated risky online behaviour, self-assessed risk of 
online behaviour, cognitive awareness of online risks, 
and the importance of safe online usage. The question-
naire uses 17 items divided into subscales and has ad-
ditional demographic questions [29]. In this research, a 
Croatian version of a questionnaire was used.

This study primarily focuses on measuring a real on-
line risk by analysing the data gathered with the first 
subscale that simulates real online risky situations, 
emphasising the trick question about password qual-
ity and, with additional, new trick question examining 
how much online users read terms and conditions. 
However, all collected data are correlated with the 
other three subscales and demographic questions in 
further analysis.

The simulation subscale consists of four questions, 
with the first two asking if the examinee would like to 
receive notifications from third-party partners about 
similar studies and free antivirus software from third-
party partners via email. The third question asks the ex-
aminee to leave an email address, and the fourth ques-
tion, positioned at the end of the BCISQ questionnaire, is 
a trick question asking the examinee to reveal their most 
used password. A trick question is constructed so that 
the examinee is deceived by scientific and anonymous 
research to write down a password to help researchers 
examine the quality of the password's security (Fig. 1).

Fig. 1. Visual of the trick question regarding 
password quality

As participants in this study were Croatian students, 
an additional question was constructed for this research 
only in the Croatian version of the BCISQ questionnaire. 
This additional, new trick question was named State-
ment of Consent for processing personal data and has 
318 words of text explaining what the GDPR is and why 
this research is essential. After approximately 80% of a 
text, there is an instruction for the examinee to mark 
both squares: to both agree and disagree (Fig. 2).

Fig. 2. Position of explanation in the trick question 
regarding (not) reading terms and conditions

Here is the text of the new question, translated to 
English under the title: Statement of consent for pro-
cessing personal data

By giving this consent, you allow us to statistically pro-
cess the data collected here. Consent is defined by the Gen-
eral Data Protection Regulation, known by the abbrevia-
tion GDPR (in English General Data Protection Regulation), 
adopted by the European Union (European Parliament and 
Council, under number 2016/679). The GDPR is applied 
and enforced in all European Union member states. Un-
like directives, regulations do not have to be subsequently 
ratified in parliament. However, we have adopted the Law 
on Implementing the General Data Protection Regulation, 
which regulates obligations and penalties.

The General Data Protection Regulation was adopted 
on April 27, 2016. It came into force on May 25, 2018, af-
ter a period of adjustment among institutions and com-
panies both within and outside the European Union and 
for cooperation, i.e., the eventual exchange of digital data 
that can be classified as private.

The adoption of the General Data Protection Regulation 
was prompted by technological development and new 
ways of data processing. The goal of adopting the General 
Regulation on Data Protection is to give citizens of the Eu-
ropean Union, users of various information and communi-
cation digital systems, greater control over how their data 
is processed and used and for more excellent protection of 
citizens' privacy from potential misuse of private data.

We remind you that private data is one or a series of data 
that can uniquely identify an individual, which is by no 
means the case when filling out this questionnaire created 
solely to conduct scientific research. This text is deliberately 
lengthy and somewhat dull, and its goal is to check how 
many of our respondents will read it. Therefore, after read-
ing this trick question in detail, we instruct you to mark both 
options to accept and decline this unnecessary consent.

You can withdraw your consent at any time by contact-
ing us in any way, and you will not suffer any consequen-
tial damages. However, without consent, we cannot com-
plete this scientific research, and here, we emphasise that 
all collected data is encrypted and strictly anonymous.
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Thank you once again for your cooperation!

□ I agree                  □ I do not agree

This new trick question has been planned to examine 
how many examinees read the Statement of consent. 
So, the text itself is of no importance. It is not very in-
formative but deliberately long. At the same time, the 
crucial sentence with instructions for examinees is un-
derlined only here in the translation text.

The authors attempted to replace the existing trick 
question asking for a password with the new trick 
question by examining the reading of the Statement of 
consent, as previous research had shown that the ques-
tion on a password decreased the stability (internal 
consistency and reliability) of the simulation subscale 
of risky online behaviour [33]. It was also unclear if the 
revealed password was real and still actual for this par-
ticular examinee, as even the examinee could leave this 
field blank. Many of them wrote down something in a 
way that they did not want to write down their pass-
word. Before analysis, all passwords were inspected 
and removed if they did not look like actual passwords.

Standard statistical methods were applied to the col-
lected data, where each used statistical model is pointed 
out at the bottom of each table. Categorical data are 
presented with absolute and relative frequencies. At the 
same time, the Chi-square Test was used to compare cat-
egorical data between independent groups. A normality 
test was applied to each distribution of numerical data to 
choose a parametric or nonparametric test and how to 
present the average value (median or arithmetic mean). 
Because distributions of examined numerical data did not 
follow Gaussian normal distribution, data were presented 
with median, interquartile and total range. They were test-
ed with a nonparametric Mann-Whitney Test for indepen-
dent samples. When modifying the examined subscale, 
Cronbach's alpha coefficient was calculated to estimate 
each version's internal consistency and reliability. Analysis 
was done in the statistical tool MedCalc (version 20.218, 
64-bit, MedCalc Software Ltd), with statistical significance 
set at α=0.05, where all P values were two-tailed.

The examinees were 278 students from different J. J. 
Strossmayer University of Osijek faculties. There were 
48 students from the Faculty of Education, including 
28 studying rehabilitation; 73 from the Faculty of Medi-
cine, including 33 studying to be laboratory techni-
cians; 49 from the Faculty of Dental Medicine, includ-
ing nursing and physiotherapy; 19 from the Faculty of 
Tourism and Rural Development, and 11 from the Fac-
ulty of Economics, while the rest were from other fac-
ulties and gathered mainly on the university campus. 
As future engineers have already proven, in a previous 
study, to be a specific sample, because they are not av-
erage Internet users, they were deliberately left out of 
this research. Another reason for excluding them was 
that the quality of the password, e.g., how the pass-
word is constructed, differs between students, profes-
sionals (future engineers), and average users [17].

Data were collected mainly in classrooms, as stu-
dents were asked by professors, often before their 
lectures, to fill out online questionnaires. The link was 
shared through the official communication channels 
for teaching materials.

The students had a median age of 19, an interquartile 
range of 18 to 20, and a total range of 17 to 38 years 
old. There were 21.4% male students, 42.1% had some 
training regarding information security awareness, and 
85.4% had self-assessed their knowledge of informa-
tion security and privacy as good or excellent.

3. RESULTS AND DISCUSSION

Two main results, password revealing and not read-
ing a statement of consent, present a relatively high 
level of risk in average users' online behaviour. Thus, 
out of 278 students, even 158 (56.8%) had written 
down and revealed their passwords in replying to the 
trick question on password quality. Because there were 
obvious false passwords among them (e.g., No, I will 
not, 123456, and similar), after the personal assessment 
of each answer, the number of "presumably real and 
discovered" passwords was reduced to 63 (22.7%). The 
assessment of each answer, the false password evalua-
tion, was done as a consensus of experts, the authors 
of this research. However, on the new trick question re-
garding giving consent for data processing for research 
purposes, only 30 (10.8%) indicated how it was in ques-
tion and requested (both to accept and decline) and, 
in that way, confirmed that they had read the consent. 
Among others, 38 (13.7%) students declined consent 
but continued to answer other questions and finished 
the whole questionnaire, while most examinees (210, 
75.5%) gave their consent obviously without carefully 
reading it first. Here, it can be assumed that examinees 
may feel the false security of authority, just like when 
giving out the password - at the university under the 
supervision of the professor.

Revealing passwords and giving consent without read-
ing the terms and conditions are two actions that can be 
considered hazardous online behaviour. As the P value is 
close to the significance level, there could be a potential 
correlation between these two risky actions among aver-
age online users, meaning that online users who reveal 
passwords usually do not read the Statement (Table 1). 
In total, 60 (21.6%) examinees did both risky actions. In 
further analyses, they were compared to the other exam-
inees regarding all examined variables (Table 2).

Table 1. Comparison between revealing password 
and not reading statement

Read 
statement

Didn't read 
statement Total P*

Didn't reveal 
password 27 (90.0) 188 (75.8) 215 (77.3)

0.079
Revealed 
password 3 (10.0) 60 (24.2) 63 (22.7)

Total 30 (100.0) 248 (100.0) 278 (100.0)
*Chi-square Test
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Table 2. Differences between most risky examinees and the others

Examined variable with categories Didn't read statement and 
revealed password /n=60 Others /n=218 P

Gender/n(%)
male 8 (13.3) 52 (23.9)

0.079*
female 52 (86.7) 166 (76.1)

Age/median (25%-75%) 19 (19.0 - 21.0) 19 (18.0 - 20.0) 0.016**

Self-assessed knowledge on security 
and privacy/n(%)

poor 13 (21.7) 28 (12.8)

0.119*good 43 (71.7) 161 (73.9)

excellent 4 (6.7) 29 (13.3)

Previous training on security/n(%)
Yes 26 (43.3) 90 (41.3)

0.776
No 34 (56.7) 128 (58.7)

Notifications from third-party 
partners about similar studies/n(%)

Yes 12 (20.0) 25 (11.5)
0.085

No 48 (80.0) 193 (88.5)

Receiving free anti-virus software 
from third-party partners/n(%)

Yes 22 (36.7) 60 (27.5)
0.169

No 38 (63.3) 158 (72.5)

Personal email address left /n(%)
Yes 20 (33.3) 51 (23.4)

0.118
No 40 (66.7) 167 (76.6)

Self-assessed risky of online behavior***/median (25%-75%) 1.0 (1.0 - 1.3) 1.3 (1.0 - 1.5) 0.030**

Cognitive importance of safe online usage/median (25%-75%) 4 (3.5 - 4.5) 4 (3.5 - 4.4) 0.595**

Cognitive awareness of online risks/median (25%-75%) 4.2 (2.8 - 4.8) 4.4 (3.2 - 4.8) 0.189**

*Chi-square Test  |  **Mann-Whitney Test  |  ***Higher score means riskier behavior

On the other three questions from the Simulation 
subscale, 37 (13.3%) examinees answered positively 
regarding receiving notifications from third-party part-
ners about similar studies, and 82 (29.5%) answered 
positively regarding receiving free antivirus software 
from third-party partners via email. Personal email ad-
dresses were left by 71 (25.5%) of all examinees in order 
to receive notifications and free promotional materials.

Students who did not read the Statement and re-
vealed the password, which is a risky action, are sig-
nificantly older (Mann-Whitney test, P=0.016) than 
other students. However, as the absolute value of the 
difference is not high, maybe this result is not that im-
portant. A significant result is a significant difference in 
self-assessed risk of online behaviour (Mann-Whitney 
test, P=0.030), meaning that contradictory students 
that behave riskier self-assess themselves as signifi-
cantly safer in online behaviour. Generally, students 
who behave riskier are worse in all other examined 
variables, except in evaluating the importance of safe 
online usage, even though this finding lacks statistical 
significance (Table 2).

The additional aim of this study was to upgrade the 
first subscale of the BCISQ questionnaire that measures 
the risk of actual online behaviour by simulating some 
risky online situations. The plan was to change the ex-
isting trick question on password disclosure with the 
new trick question on giving consent without reading 
the terms and conditions. Here are the results concern-
ing Cronbach's alpha coefficient, which measures the 
internal consistency and reliability of a set of survey 
items, in this case, questions constructing a simulation 
subscale (Table 3).

Table 3. Differences in internal consistency 
regarding items of simulation subscale

Steps in 
statistical 
analysis

Number of items 
constructing 

subscale

Cronbach's 
alpha 

coefficient*

Effect of dropping 
variable

Step one
Four items (initial 

version from 
previous studies)

0.6812
revealing password 

causes change of 
+0.1288

Step two
Five items (added 
trick question on 
giving consent)

0.6192

giving consent, 
change of +0.06199 
revealing password, 
change of +0.05677

Step three

Four items (with 
trick question 

on giving 
consent instead 

of revealing 
password 

question)**

0.6760 giving consent causes 
change of +0.1340

Finale 
step

Three items 
(excluded both 
trick questions)

0.8100 (best result)

*coefficient needs to be > 0.7  |  **aim was to switch two trick questions

Even though this analysis aims to switch the existing 
trick question on revealing a password with the new 
trick question on accepting consent without reading it, 
the first step analysed the simulation subscale's version 
from the previously validated and used version of the 
BCISQ questionnaire. The result in step one in the table 
confirms that this subscale needs to be corrected and 
upgraded, as shown in the previous study [33] - Cron-
bach's alpha coefficient is lower than 0.7. The effect of 
dropping the trick question will increase the value of 
the coefficient (Table 3).

Adding a new trick question further reduces the 
value of Cronbach's alpha coefficient. In contrast, 
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dropping each trick question will positively affect the 
internal consistency and reliability of the simulation 
subscale. The analysis result in step three additionally 
confirms that the new trick question on accepting con-
ditions without reading them does not contribute to 
the internal consistency and reliability of the simula-
tion subscale and thus needs to be dropped. However, 
the final step of Cronbach's alpha coefficient analysis 
shows an outstanding result, meaning that the internal 
consistency and reliability of the simulation scale are 
best if only three items are included. So, the result is 
to exclude both trick questions and construct a simula-
tion scale with only three previously existing questions 
regarding receiving notifications, free antivirus, and re-
vealing a personal email address.

4. CONCLUSIONS

The revealing of passwords and the giving of con-
sent without reading applicable terms and conditions 
are two actions that could be considered extremely 
risky online behaviour, according to the primary results 
(22.7% of users revealing their passwords and even 
89.2% not reading the terms and conditions), it can 
be concluded that behaviour is still quite risky among 
online users. The main result, showing a contradiction 
between the self-assessed and measured real risk of 
online behaviour, further highlights this problem. The 
result shows that users who behave riskier self-assess 
themselves as performing significantly better in risky 
online behaviour than they do. Users who engage in 
risky behaviour think they are acting safely online.

This unexpected result draws a conclusion that can 
be very important to information security managers 
and cyber security trainers. It shows that special care 
needs to be directed towards self-confident users, as 
they behave in a riskier manner when dealing with 
digital online data.

It seems that this particular, statistically significant re-
sult is new and not comparable but is additional infor-
mation to the other empirical studies on this subject, 
mentioned previously in the Introduction section.

Results concerning the additional aim of this study 
have shown that authors were unsuccessful in replac-
ing the old trick question asking for a password with 
the new trick question regarding giving consent when 
not reading terms and conditions. However, concern-
ing internal consistency and reliability, the result of the 
simulation subscale is to reduce the subscale on three 
existing items presenting questions.

That is another unexpected result, but it implies a 
new and better simulation subscale than the previous 
version. So, the additional result of this empirical study 
is a new, improved version of the Behavioral Cognitive 
Internet Security Questionnaire.

Even though students were from different university 
faculties, excluding engineers as untypical online users, 

it is incorrect to conclude that these results can apply 
to the average online user. Another drawback of this 
study is the relatively small sample size, constructed 
only of students and only from students in their lower 
years of study.

Potential future research should examine all kinds 
of users to evaluate the average user's level of risk in 
online behaviour, as information security awareness is 
still low. Another highly beneficial research would be 
a review article of all the existing empirical studies on 
information security and privacy protection, focusing 
on users' awareness, knowledge and behaviour.
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