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Abstract – The Internet of Things (IoT) is a vast network of real, tangible objects or "things" that can communicate and share data 
with other systems and gadgets over the Internet. A vital component of assuring the secure and dependable operation of IoT systems 
and devices is IoT security. Attackers may use IoT devices to get unauthorized access, change functionality, or compromise the data 
that the device collects and transmits. The risks of IoT security breaches grow as more devices connect and exchange sensitive data. 
To check the vulnerability in Iot devices, a novel Blockchain enabled Iot based Security Assessment for intrusion (Block-ISAI) technique 
has been proposed. Bag of Words (BoW) technique is used for feature extraction of API documents which helps to make the document 
simpler. Blockchain technology is utilized for secure data storage and IoT device registration. In order to detect intrusion, a deep learning 
architecture is designed using the verified data The attack is either detected or not detected when the vulnerability is found using the 
GloVe-CNN-BiLSTM Model. If the vulnerability is detected then alerts will be given. Utilizing evaluation measures like accuracy, time 
efficiency, precision, F1 score, detection rate, recall, false alarm rate, usability and reliability the efficacy of the suggested ISAI technique 
has been assessed. By the comparison analysis, the proposed ISAI technique’s detection rate is 18.22%, 19.43%, and 3.13% higher than 
the existing HIDS, NIDS, and ML-DDoS techniques respectively. The accuracy of the proposed system is increased by 0.69%, 6.04%, and 
36.15% as compared to the HIDS, NIDS, and ML-DDoS method using UNSW-NB 15 dataset and increases by 2.37%, 18.32%, and 5.95% 
using KDDCUP 19 dataset respectively.

Keywords:	 Internet of things, Security assessment, Vulnerabilities, Bag of words, deep learning

1.		 INTRODUCTION

Internet of Things (IoT) is to connect a collection of 
connected objects so that they may exchange data 
and communicate with one another online [1]. Its ap-
plications extend across numerous industries, enabling 
companies, boosting productivity, and raising people's 
quality of life all across the world [2]. IoT's fundamen-
tal idea is that by enabling communication between 
linked things and people, a massive network of inter-
connected devices can be built [3-5]. Smart homes, 
healthcare, transportation, agriculture, manufacturing, 
and many other sectors and businesses have the po-
tential to undergo major transformations as a result of 
IoT technology [6]. 

Device security, which focuses on protecting specific 
devices from unwanted access, tampering, or exploi-
tation, is a vital component of IoT security [7]. Making 
sure that only permitted parties can access and control 
IoT devices, entails designing secure hardware and 
firmware designs, enabling encryption methods, and 
utilizing authentication techniques [8,9]. IoT device se-
curity is used for the security procedures implemented 
to protect IoT devices and the data they gather, trans-
port, and store [10]. IoT devices are real-life objects that 
have sensors, software, and connection built into them 
so they can communicate with other IoT devices and 
systems via the Internet [11, 12]. A block, which is a sort 
of digital information, and a chain, which is an open 
database, make up the first blockchain. As soon as in-
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formation is embedded into the immutable sequence 
of blocks, it becomes impossible to change, providing 
protection against data poisoning attacks [12]. Decen-
tralized architecture enables smart contracts to im-
prove trust between the parties involved in data trans-
fer. These smart contracts carry out and enforce the 
conditions of the contract on their own. Moreover, con-
sensus processes provide an extra degree of security by 
securing the integrity of the distributed data stored in 
the blockchain [13].

IoT devices regularly capture and communicate sen-
sitive data, such as private information, health data, or 
financial details. If vulnerabilities are present and not 
discovered, hackers may use them to intercept data or 
obtain unauthorized access to the device. IoT device 
adoption has increased worries regarding security, pri-
vacy, and dependability [14]. IoT devices could include 
security flaws that would be easy for bad actors to use if 
vulnerability detection wasn't present [15]. The need to 
address potential vulnerabilities and defend against ma-
licious attacks is becoming more and more important as 
the number of IoT devices increases. In this paper, a nov-
el Blockchain enabled IoT based Security Assessment for 
intrusion (Block-ISAI) technique has been proposed to 
detect the vulnerability attack in IoT devices. The follow-
ing is a list of the paper's main contributions.

•	 Initially, API documents are collected from the IoT 
vendors and then the API document undergoes 
into feature extraction process.

•	 In the feature extraction process, the document is 
analyzed and the Bag of Words (BoW) technique is 
used for feature extraction and then the output is 
given to the input message creation module from 
the feature extraction module.

•	 A new input message is created and the text mes-
sage is given to the IoT devices, it generates the re-
sponse and it is verified by the verifier. 

•	 Blockchain technology is utilized for secure data 
storage and IoT device registration. In order to de-
tect intrusion, a deep learning architecture is de-
signed using the verified data.

•	 The vulnerability is detected by using the GloVe-
CNN-BiLSTM Model and the output is generated as 
attack detected and attack not detected.

The remainder of this study is explained in the man-
ner that follows: Section II analyses the study based on 

the literature. Section III provides a detailed description 
of the proposed system. Section IV represents the result 
and discussion, and Section V represents the conclusion.

2.	 LITERATURE REVIEW

In 2019, Khraisat et al. [16] suggested a unique en-
semble Hybrid Intrusion Detection System (HIDS) to 
safeguard Internet of Things devices. The findings in-
dicate that, in comparison to SIDS and AIDS methods, 
the suggested hybrid IDS yields a higher detection rate 
and a smaller percentage of false positives. In 2021, Roy 
and Srirama [17] suggested a decentralized security 
system for the Internet of Things (IoT) mobile edge and 
fog computing. The trial results shows that it outper-
forms all other methods in its sector and can be used 
effectively and efficiently as a security feature.

In 2021, Kumar et al., [18] presented a fog-cloud 
architecture-driven framework for ensemble learning 
that is used to detect cyberattacks on Internet of medi-
cal devices. The experimental results show that the it 
can achieve 99.98% detection rates, an accuracy of 
96.35, and limit false alarm rates up to 5.59%. In 2021,

In Qaddoura et al. [19] recommended a strong intru-
sion detection system that makes use of a thorough 
multi-layer categorization method. The proposed tech-
nique outperforms the alternatives in terms of the G-
mean, which is 78% instead of KNN's 75%.

In 2021, Awotunde et al. [20] proposed several Net-
work Intrusion Detection Systems (NIDSs) to defend 
and combat IIoT systems in terms of FPR, detection 
rate, and accuracy, the recommended technique out-
performs other pertinent methods by 99.0%, 99.0%, 
and 1.0%, respectively. In 2022, Hamza et al. [21] sug-
gested the HSAS-MD analyzer, a new hybrid (static and 
dynamic) SAS that highlights IoT programs from a thor-
ough analytical perspective. The results of the test indi-
cate that HSAS-MD provides 93%, 91%, 94%, and 95% 
F-measure, recall, precision, and accuracy, respectively. 

In 2022, Hayat et al. [22] suggested a multilayer DDoS 
mitigation technique (ML-DDoS) that uses a block-
chain-based infrastructure to protect devices. The find-
ings show that, proposed framework offers up to 35% 
throughput improvement, up to 40% latency improve-
ment, and up to 25% better CPU utilization.

The comparison table of existing methods are given 
in the Table 1.

Authors Methods Evaluation Criterion Results

Khraisat 
et al. [16] HIDS True positive rate, F-measure, false positive rate, and 

accuracy The accuracy of malware detection is 94%.

Roy and 
Srirama [17]

Security system for the IoT 
mobile edge and fog computing 

with block chain

Mathew correlation coefficient (MCC), Positive 
Predictive Value (PPV), Identification Rate (IR), 

Accuracy, F-Score, Identification Time (IT)
It has the accuracy of 95.2% 

Kumar  
et al. [18]

Ensemble learning and fog-cloud 
architecture-driven cyber-attack 

detection framework.

Accuracy, precision, detection rate, F1 score and 
false alarm rate

The experimental results show a 99.98% 
detection rate, a 96.35% accuracy rate.

Table 1. Comparison with existing Techniques
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Qaddoura 
et al. [19]

A deep multi-layer classification 
approach Accuracy, Recall, and G-mean measures G-mean's value of 78% is in contrast to 

KNN's 75%

Awotunde, 
et al. [20] NIDS F1-score, recall, specificity, accuracy, and precision Accuracy, detection rate, and FPR by 

99.0%, 99.0%, and 1.0%, respectively

Hamza 
et al. [21] HSAS-MD analyzer Assessed using the widely accepted metrics of 

recall, accuracy, precision, and F1 score

For accuracy, precision, recall, and 
F-measure, it offers 95%, 94%, 91%, and 

93%, respectively

Hayat 
et al. [22] ML-DDoS Precision of detection, efficacy of mitigation, 

scalability, and resilience against hostile assaults

It improves throughput by up to 35%, 
latency by up to 40%, and CPU utilization 

by up to 25%

3.	 BLOCKCHAIN ENABLED IOT BASED SECURITY 
ASSESSMENT FOR INTRUSION (BLOCK-ISAI) 
TECHNIQUE

In this paper, a novel Blockchain enabled Iot based 
Security Assessment for intrusion (Block-ISAI) tech-
nique has been proposed to detect vulnerabilities in 
IoT devices. Initially, API documents are collected from 
the IoT vendors and then the API document undergoes 
into feature extraction process. These API docs provide 
details on the acceptable inputs for calling the API-
based functionality of IoT devices. The Bag of Words 

(BoW) algorithm is used for feature extraction of API 
documents provided by the IoT vendors a new input 
message is created and the text message is given to 
the IoT devices, it generates the response and it is veri-
fied by the verifier. Blockchain technology is utilized 
for secure data storage and IoT device registration. In 
order to detect intrusion, a deep learning architecture 
is designed using the verified data. GloVe-CNN-BiLSTM 
Model is used to detect vulnerability in IoT devices. 
The proposed Block-ISAI method's whole framework is 
shown in Fig 1.

Where n represents vocabulary size and the docu-
ment as d0, bow(do) represents the bag of words rep-
resentation. Text tokenization is the process of seg-
menting text into words by utilizing white space and 
punctuation as delimiters. Using the BoW technique, 
every document is represented by a numerical vector, 

Fig. 1. Blockchain enabled IoT-based Security Assessment for Intrusion (Block-ISAI) Framework

bow(do )=[count(wo1
, do ), 

count (wo2
, do)..., count (won , do)]

(1)

3.1.	 API documents for IoT devices

To assist developers in using their device APIs, the 
majority of IoT vendors publish an API document. The 
API document is semi-structured, published in HTML 
pages, and is available to the public on the Internet. 
The specifics of the API requirements are usually the 
first section of an API document. API specifications are 
information obligatory to construct an appeal note to 
use a certain device API.

3.2.	 Feature Extraction

In the feature extraction process, the Bag of Words 
(BoW) technique is used for extracting features and 
analyzing the document is a key stage, especially when 
working with textual materials. 

3.2.1 Bag of Words (BoW) technique

The Bag of Words is a simple and commonly used 
feature extraction technique. Text representation is the 
first step for a machine to comprehend the text. The 
formula for the bag of words representation of a docu-
ment is given in (1).
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resulting in a fixed feature set. Word frequency in the 
document is indicated by values in the vector. Formula 
(2) expresses the BoW design.

z=[z1, z2, z3,……zn ] (2)

Where, zj = nj if the j-th word appears in the text and 
zj= 0 if the j-th word does not appear in the text. Two 
types of features—permission and API function calls—
are extracted from the API specification using the BOW 
approach. The permissions may be collected from the 
manifest files, and the API function calls are taken from 
the Java source files. Then, they will include the two 
collections into the feature set, which serves as an in-
put for the deep learning network's training and test-
ing purposes. Two classes can be distinguished from 
the classification result based on the DL model. Table 2 
provides some instances for the List of Permission Fea-
ture Groups from the API document.

Table 2. Permission Feature Groups from API 
document

Permission Group Permissions

CALENDAR android. permission. READ_CALENDAR 
android. permission. WRITE_CALENDAR

STORAGE android.permission.READ_EXTERNAL_STORAGE 
android.permission.WRITE_EXTERNAL_STORAGE

SENSORS android.permission.BODY_SENSORS 
android.permission.USE_FINGERPRINT

3. 3.	 Input Message Creation

The feature extraction module generates numerical 
vectors for the input message creation, aligning with 
target IoT device APIs. User-configured values serve as 
templates, with default parameters in input vectors. In 
the advanced block, unnecessary parameters are ran-
domly discarded, and missing ones are created. The 
module efficiently updates a parameter subset, en-
suring a formatted message is sent to IoT devices. Re-
sponses are directed to a blockchain-enabled security 
architecture. Fig 2 shows the proposed ISAI technique’s 
flow chart.

3.4.	 Block Chain Enabled Security 
	 Architecture

 Six separate processes comprise the first degree of 
security: 1) Starting; 2) Registration and Authentica-
tion; 3) Encoding and Decoding; 4) Block Generation 
and Verification; 5) Data Creation and Updation of 
block; and 6) Consensus. Below is a full explanation of 
how each phase operates.

3.4.1. Starting Phase

In order to register the IoT device (ID), the trusted ver-
ifier (Vr) assesses this phase and bootstraps the frame-
work parameters. Stage 1: The verifier (Vr) selects the 
largest prime value (BPm) suitable for a non-singular el-
liptical arc. Random generator g is chosen for g1, and 

bilinear mapping b, is established from g1×g1→g2. 
Stage 2: The PrVrk (private key) is selected at random 
by the verifier.

Detailed explanation is as follow

Fig. 2. Flowchart of the proposed Block-ISAI method

Next, PbVrk = PrVrk is used to generate the public key, 
or PbVrk where K.g stands for multiplication points on 
an elliptic curve. Stage 3: Vr then selects the one-way 
cryptographic hash function Hh(.).

3.4.2.	Registration and Authentication Phase

IoT device ID requests verifier Vr to join the block-
chain (BC) network during the registration step. The IoT 
device's mac address (MID) and device identification (iID) 
are the two main components that ID uses to construct 
the provisional key PLK. Timestamp (TSj) is saved for ID 
registration verification when the PLK is successfully 
produced. Both PLK, along with matching iID and MID, 
are sent to the verifier.
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3.4.3.	IoT-generated data encryption and 
	 decryption Phase

Following the successful registration of the IoT de-
vice (ID) with the verifying authority, Vr is a public key 
PbID and PrID private key is produced. Next, the secret 
keySKID is computed over the infinite field ZBPm and 
random picked point BPm over the elliptic curve. Equa-
tions (3) and (4) illustrated the two distinct ciphertexts 
from which the encrypted data are separated.

(3)

(4)

(5)

The message created by an IoT device is represented 
by M, while Ca and Cb indicate the ciphertext. Equation 
5 is finally used to decrypt the message.

3.4.4.	Block Generation and Verification phase

The process of creating and validating blocks begins 
after a successful ID registration. Stage 1: The first step 
consists of key pairs for IoT devices (ID), such as PbID 
and, where PbID  is a public key and PrID  is a private key. 
Stage 2: Ed generates Edsg and sends it to ID for verifica-
tion. ID validates the signature, and submits a request 
for Edsg to join the BC network. Stage 3: A new block  
iID

block is created and sent for blockchain.

3.4.5.	Data Creation and Updation of Block

This stage explains the process of creating data and up-
dating the corresponding block. Stage 1: Initially, a new 
transaction (iID

NTC) is established along with SigID, PbID, and 
iID of ID. Stage 2: Furthermore, records are verified PbID 
for the corresponding iID, in addition to iID

TC and SigID. 
Stage 3: Further, iID

block is successfully appended to the 
BC network and updated.

 3.4.6.	Consensus Phase 

The iID is generated, transmitted to IoT devices, and 
integrated into the BC following ZP verification. The 
PBFT consensus technique is employed for transaction 
authentication and addition to the blockchain network 
(iID

TC by iID). The SHA-512 algorithm computes the trans-
action hash and the block is added to the BC.

3.5.	 GloVe-CNN-BiLSTM Model

GloVe-CNN-BiLSTM Model is the combination of 
Global Vectors for Word Representation (GloVe) with 
Convolution Neural Networks-Bidirectional Long 
Short-Term Memory (CNN-BiLSTM) algorithm to detect 
the vulnerability in the IoT devices. 

3.5.1.	GloVe Model

A GloVe model is a useful tool for using data from the 
global corpus and adjusting the learning model based 
on the context window. The following equation (6) can 
be used to define the GloVe model:

(6)

where Y is the cooccurrence matrix, Yji represents 
how many times the terms j and i appear together in 
a single window, Wj and Wi stand for the word vectors 
of j and i. M is the dimension of the cooccurrence ma-
trix M×M, aj and ai are the deviation terms, and f is the 
weight function. The following is the formula for f (y):

(7)

3.5.2.	CNN-BiLSTM Model

The GloVe model output is fed into the CNN-BiLSTM 
Model for vulnerability detection. the CNN structure 
comprises input, pool, and convolution layers, followed 
by a classifier. For a comment message M={m(1),m(2),…
..,m(n)}, each word wo(j) is transformed into the corre-
sponding word vector Ve(wo(j)) by GloVe, generating a 
sentence matrix SMji (8) from the word-by-word state-
ment wo(j).

(8)

SMji is the convolution layer's input in the CNN mod-
el, and the convolution layer convolves SMji with a size 
filter s×t to derive the regional semantic traits of SMji. 
The calculation formula is given in (9)

(9)

Where, Fl represent the filter of s×t, f indicates the 
ReLU nonlinear conversion Finally, all pooled attributes 
are integrated at the entire connection layer to pro-
duce the output vector.

(10)

Let, is be the input gate function of the BiLSTM net-
work at time s and Vi, Xi are the weight matrices.

(11)

In (11), fs denotes the forget gate function at time 
step s, σ is the activation function, Vf, Xf indicates the 
weight matrices of the forget gate function. hs is the 
hidden state at time step s.

(12)

From equation (12), os is the output gate function, ys 
is the input at the time step s. Vo, Xo are the weight ma-
trices of the output gate function.

(13)

(14)

In equations (13), (14), cs and cs' are the cell state dur-
ing time step s, hs-1 is the concealed state and tanh is 
the hyperbolic tangent activation function.

(15)

hs represents the LSTM cell's final hidden state at the 
most recent time step (s), while os denotes the output 
gate activation at the last time step (s). 
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The BiLSTM model integrates past and future knowl-
edge using feature data from time t. The CNN pooling 
layer's output, feeds into opposing LSTM networks. 
Both forward and backward LSTMs capture input se-
quence information. Vector splicing produces the final 
hidden layer representation. The GloVe-CNN-BiLSTM 
Model issues alerts upon detecting attacks.

4.	 Result and Discussion

The experimental results of the Block-ISAI method 
are analyzed, and performance is discussed using vari-
ous evaluation metrics. KDDCUP 19 and UNSW 15 da-
tasets are employed for assessment. Effectiveness is 
compared with HIDS [16], NIDS [20], and ML-DDoS [22] 
across F1-Score, accuracy, detection rate, precision, 
false alarm rate, usability, and reliability.

4.1.	 Description of datasets

The KDDCUP 19 dataset, a subset of the 1998 DARPA 
IDS evaluation program, features 28 dimensions out 
of 41, totalling 31,279 instances. Additionally, the ISCX 
subset contributes 33,746 instances. The UNSW-NB15 
dataset, with 42 features (39 numeric, 3 categorical), is 
split into UNSW-NB15-TRAIN for training and UNSW-
NB15-TEST for testing, serving as a crucial evaluation 
resource [23-25].

4.2.	 Comparative Analysis

This section includes simulations to evaluate the ef-
fectiveness of the proposed technique. 

Fig. 3. Performance Comparison

Fig 3 evaluates model performance on KDDCUP 19 
and UNSW-NB 15 datasets. For KDDCUP 19, the model 
achieves outstanding accuracy, precision, and F1 score 
of 94.6%, 95.8%, and 95.3%. On UNSW-NB 15, it dem-
onstrates strong performance with scores of 89.3%, 
92.6%, and 85.7% for accuracy, precision, and F1 score.

Fig 4 compares the accuracy of the proposed Block-
ISAI strategy with other approaches (HIDS, NIDS, ML-
DDoS) using KDDCUP 19 and UNSW-NB 15 datasets. Our 
method exhibits significant accuracy improvements of 
0.69%, 6.04%, and 36.15%, showcasing superior vulner-
ability detection compared to existing techniques.

In Fig. 5, the performance comparison of the pro-
posed ISAI technique and existing methods (HIDS, 
NIDS, ML-DDoS) is depicted, focusing on detection 
rates using datasets. The Block-ISAI technique exhibits 
a superior detection rate, surpassing HIDS, NIDS, and 
ML-DDoS by 18.22%, 19.43%, and 3.13% respectively

Fig. 4. Performance comparison in terms of accuracy

Fig. 5. Comparison in terms of detection rate

Fig. 6. Comparison in terms of False alarm rate

Fig. 6 compares false alarm rates of our ISAI tech-
nique with HIDS, NIDS, ML-DDoS using datasets. Block-
ISAI exhibits a lower false alarm rate, demonstrating 
greater accuracy in threat identification compared to 
HIDS, NIDS, and ML-DDoS.

Fig. 7 displays results of a blockchain-driven security 
architecture examination. Block generation and access 
timings (Figs. 7a and 7b) show stability at 350 TC with up 
to 40 nodes. However, with 80 nodes, block creation and 
access take longer than with 60, highlighting scalability 
challenges in blockchain systems with increased nodes.
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Fig. 7. (a) Block access time across various 
transaction sizes (TCs)

Fig. 7 (b). Block creation time across various 
transaction sizes (TCs)

Fig. 8 compares our blockchain-enabled IoT security 
assessment method with traditional approaches, high-
lighting superior usability and reliability. Enhanced 
usability comes from a user-friendly interface and ro-
bust data integrity procedures, while the decentralized 
blockchain foundation ensures heightened security for 
IoT ecosystems.

Fig. 8. Comparison in terms of usability and reliability

5.	 CONCLUSION

In this paper, a novel blockchain enabled IoT based 
Security Assessment Intrusion (Block-ISAI) technique 
has been proposed to detect the vulnerability in IoT 
devices. By extracting the most pertinent and impor-
tant information, feature extraction helps to make the 
document simpler. Blockchain technology is utilized 

for secure data storage and IoT device registration. The 
vulnerability is detected by using GloVe-CNN-BiLSTM 
Model and the output is generated as attack detected 
and attack not detected. The effectiveness of the pro-
posed Block-ISAI technique has been determined us-
ing evaluation metrics such as false alarm rate, accu-
racy, recall, precision, detection rate, F1 score, usability 
and reliability. According to the comparative analysis, 
the accuracy of the proposed system is increased by 
0.69%, 6.04%, and 36.15% as compared to the HIDS, 
NIDS, and ML-DDoS method using UNSW-NB 15 data-
set and increases by 2.37%, 18.32%, and 5.95% using 
KDDCUP 19 dataset. Future work will focus on devel-
oping user-friendly interfaces for simple configuration, 
management, and monitoring of security assessments.
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Abstract – The widespread expansion of the internet has fueled a global surge in the utilization of various online transactions, with a 
significant portion of such services operating on mobile web platforms. Simultaneously, the deployment of innovative Mobile Ad Hoc 
Network (MANET) technologies and mobile applications has grown as solutions for diverse tasks. Unfortunately, this progress has attracted 
the attention of hackers, who continually devise new strategies to exploit the vulnerabilities inherent in mobile networks. This study aims 
to address the escalating challenges posed by cyber threats in the era of widespread internet expansion, particularly focusing on securing 
mobile web platforms against sophisticated attacks such as Structured Query Language Injection (SQLi) for web-based database solutions 
and Denial of Service (DoS/DDoS) for various applications. In response to the identified vulnerabilities, this paper proposes an HTTP 
regeneration (HReg) model that not only detects various cyber-attacks but also ensures the uninterrupted provision of critical services during 
such incidents. The model introduces an innovative regeneration algorithm capable of scanning both the connection channel and web 
application to detect attacks, creating survivable connections within the underlying TCP engine to replace compromised ones during an 
ongoing attack.  In simulated environments using OMNeT++, where the server is subjected to attacks, the experimental results demonstrate 
the efficacy of the model. The response and performance metrics, including throughput (73%), delivery ratio (68.8%), delay (3s), and network 
load, showcase the model's ability to detect and neutralize attacks. A comparison with state-of-the-art approaches highlights the superior 
performance of the regeneration model, attributed to its additional survivability layer. While the regeneration model proves robust in 
simulated environments, its real-world application may encounter limitations. Future research should explore these limitations to enhance 
the practical applicability of the proposed model. The proposed HReg model's resilient performance under attack conditions ensures the 
survivability of web-based applications. This innovative approach offers practical implications for securing mobile web platforms, providing 
continuous delivery of critical services even in the face of persistent and evolving cyber threats. This research addresses a significant gap in 
existing efforts by not only focusing on attack detection but also emphasizing the development of a survivable TCP connection for HTTP 
servers during attacks. The introduced regeneration model stands out for its unique ability to maintain service continuity, showcasing 
originality in the approach to cybersecurity in the context of web-based applications.

Keywords:	 Cyberattacks, DoS, HTTP, MANET, Network Regeneration, OMNeT++, Protocol, Security, SQLi, TCP, TCP/IP

1.		 INTRODUCTION

The exponential growth of information and communi-
cation technology (ICT) dependence in sectors like busi-
ness, education, and governance has led to a significant 
increase in global online transactions. 

A significant portion of these transactions now take 
place over mobile networks, with Mobile Ad Hoc Net-
works (MANETs) emerging as a crucial representative of 
such distributed systems or networks. This makes MANETs 
attractive targets for cybercriminals due to perceived vul-
nerabilities [1].
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Mobile Ad Hoc Networks (MANETs) are a type of mo-
bile wireless network where mobile devices communi-
cate with each other without the need for a fixed in-
frastructure or centralized administration. In Mobile Ad 
Hoc Networks (MANETs), the network topology under-
goes constant fluctuations due to nodes' movements, 
additions, and departures. This dynamic characteristic 
renders MANETs well-suited for scenarios lacking pre-
existing infrastructure, such as disaster areas, military 
operations, or temporary events. Additionally, MANETs 
operate without centralized control, empowering each 
node to manage its data routing and participate in the 
network's self-organization, enhancing adaptability 
and resilience.

Furthermore, mobile devices within MANETs of-
ten face resource constraints, including limited bat-
tery power, processing capabilities, and bandwidth. 
Hence, efficient resource utilization and energy-aware 
protocols become imperative in MANET design. More-
over, communication between nodes typically occurs 
through multi-hop routing in the absence of fixed 
infrastructure, wherein data is relayed through inter-
mediate nodes to reach its intended destination. This 
multi-hop communication strategy enables effective 
data transmission despite the dynamic topology and 
resource limitations, underscoring the importance of 
protocols designed to efficiently manage changes in 
network topology, node mobility, link failures, and new 
node arrivals to ensure smooth MANET operation.

According to Kaspersky's 2023 attack statistics bulle-
tin [2], the daily rate of attacks exceeded 400,000, mark-
ing a 3% rise compared to 2022 figures. Correspond-
ingly, [3] highlighted economic losses of up to $100 
billion annually due to heightened hacking activities 
in the United States, while [4] emphasized the impor-
tance of users embracing improved cybersecurity strat-
egies, as per their survey on the web threats landscape.

Most of the reported activities happen at the applica-
tion layer of the TCP/IP protocol stack since this layer 
supplies essential services for internet users [5]. Hyper-
text transfer protocol (HTTP) for example, runs on a cli-
ent/server basis and defines the rules for applications 
running on diverse systems on how to pass messages 
to each other. It equally specifies the types, syntax, and 
semantics needed for processing and responding to 
requested messages. A node that needs some services 
is the client and the supply node is the server. Port-
to-port connection for different services or processes 
is provided by the underlying TCP protocol that sup-
plies persistent connectivity until all data segments 
are delivered to the client after which the TCP connec-
tion working in the background ends. Many protocols 
drive various internet services in this layer such as file 
transmission protocol (FTP), simple mail transmission 
protocol (SMTP), post office protocol (POP), domain 
name service (DNS) - a support service for other appli-
cations, Telnet, trivial file transmission protocol (TFTP) 
and HTTP [6]. HTTP is the most popular, most impor-

tant and the most widely attacked protocol in the ap-
plication layer and the subject of this study. It is almost 
synonymous with the World Wide Web.

The two common attacks on HTTP are DoS, with its 
variant called DDoS [7], and SQL injection attack [8]. 
The DoS and DDoS attacks on HTTP are very difficult 
to differentiate from valid traffic because they use 
standard URL requests that bear subtle similarities to 
legitimate requests. This makes them one of the most 
advanced non-vulnerability security challenges facing 
servers and applications today. Traditional rate-based 
detection is ineffective in detecting HTTP flood attacks 
since traffic volume in HTTP floods is often under de-
tection thresholds or low sensitivity. 

On the other hand, the Structure Query Language 
injection (SQLi) is an attack where a malicious query is 
posted to a database to manipulate the backend sys-
tem to access unauthorized data. This attack manifests 
in various ways and this makes it very difficult to track 
and prevent. This has allowed hackers to gain access 
to sensitive unauthorized data in large databases. The 
common and simplest SQLi attacks are mostly based 
on the UNION operator. The UNION operator combines 
two query statements to fetch data from a database. Mi-
crosoft SQL servers are particularly vulnerable to error-
based SQLi attacks. In this scenario, the attackers trick 
applications into flagging error messages that contain 
the data of interest to them. In a blind SQLi attack, the 
intruders post different types of SQL queries that make 
the database respond either TRUE or FALSE. The attack-
ers gain information from the database response and 
use it to modify the SQL query before re-launching the 
attack. There are other ways of injecting malicious code 
into a database, such as using HTTP headers. Headers 
with random SQL queries will inject malicious queries 
into the database. The second degree of SQLi attacks 
are more complex and difficult to detect in that the 
malicious query can be dormant in the system for a 
long time which may even be considered harmless but 
when triggered can be very malicious [9].

Existing MANET Intrusion Detection Systems (IDSs) 
typically generate alerts or apply automated blocking 
in response to attacks. However, these approaches are 
insufficient against IP address spoofing, and designing 
efficient detectors with low computational overhead 
remains a concern. This work provides mitigation be-
yond blocking and introduces resilience for survivabil-
ity with a simple low-power regeneration algorithm 
necessary to ensure service delivery continuity despite 
an attack incidence. 

This paper introduces a protocol-based intrusion de-
tection system with a regeneration algorithm to miti-
gate DoS and SQL injection attacks on HTTP servers in 
MANETs. The regeneration model, inspired by the bio-
logical concept of regeneration, replaces compromised 
TCP connections for HTTP services, ensuring resilience, 
recovery, adaptability, and survivability. This innovative 
model allows HTTP servers to continue delivering ser-
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vices without succumbing to attacks. Notably, this work 
represents the first instance of a regeneration model 
developed for the HTTP protocol in MANET networks.

The rest of the paper is arranged as follows: the next 
section presents the review of literature on detection 
systems for DoS, DDoS, and SQL injection attacks on 
the operations of HTTP. The system methodology is 
presented in section 3 while the results and conclu-
sions are in sections 4 and 5, respectively.

2.	 RELATED WORKS

This section reviews current models deployed against 
DoS and its variants and SQL injection.

In [10], a two-sided algorithm (static and dynamic) 
was proposed to resolve SQL injection attacks. The stat-
ic side performs the analysis of SQL query statements 
to discover any malicious code inserted into the query 
on the web applications. This is to ensure that user in-
put is not compromised; this prevents any form of SQL 
injection attack. The second side refers to the dynamic 
nature of the algorithm which expunges any malicious 
code detected by the static algorithm. The advantage 
of the system is that it does not require any web ap-
plication alteration. Nevertheless, any malicious code 
found must be manually expunged by the developer/
administrator. The model has the same performance 
with BEBSSARI [11]. The advantage of the model over 
BEBSSARI is that while BEBSSARI is partially automated, 
the proposed model is fully automated. 

Another machine learning algorithms proposal 
authored by [12] demonstrated the use of a sliding 
window which optimizes the detection accuracy by 
dynamically obtaining the segment for intrusion de-
tection. The paper applied the Burstiness statistical 
measure, Sharon entropy, and Quantile Cumulative 
probability threshold algorithms for the calculation 
and optimization of the smallest window.  The method 
used in this model is consistent with [13] and [14]. The 
study employed a sliding window algorithm based on 
morphological fractal dimension, the result presented 
showed that there is improved detection of DDoS at-
tacks with an accuracy of 99.30%. Ref. [15] proposed 
a security model with two ways of operation against 
cyberbioattacks. Cyberbiotattacks use biologically en-
gineered bacteria to implement distributed denial-of-
service. The first part of the model produces molecules 
that can block the traffic sent by cyberbioattacks, this 
is called quorum quenching, while the second called 
the amplification approach, radiates molecules with 
the capacity to increase the proportion required to 
build more biofilm structure. The performance of the 
model was measured by creating a dynamic scenario 
that allows DDoS traffic to be generated and sent as a 
cyberbioattack. The result presented showed that the 
model reduced the influence of cyberbioattack. The 
quorum quenching scheme performs better than the 
amplification approach concerning attack detection, 

but the amplification approach familiarizes better in 
attack configurations with the biofilm formation. One 
of the major threats to 5G communication network 
reliability and quality of service is DoS.  A model was 
developed by [16] to mitigate the impact of DoS on 
the 5G communication network so that proper qual-
ity of service can be experienced by the subscribers. 
The model deployed a differential flow management 
scheme to tackle the menace of DoS on the network. 
The traffic was classified as continuous or discrete flow. 
The discrete flow was used as a sub-optimal differential 
problem, the model aimed at converging the anoma-
lous detection time and reformulating the allocation of 
resources as a continuous flow based on the leftover. 
To retain the response time and transmission rate of 
the user equipment, the flow was modeled continu-
ously on service and transmission intervals.  The results 
presented by the authors were consistent as intrusion 
detection time was minimized, the delivery ratio was 
maximized, and the response time of the system was 
retained. Information security on the web is becoming 
a herculean task as hackers have devised various attack 
schemes to access unauthorized information and dis-
rupt opponent networks to gain some reputation.

Cyber-attack through SQLi is one of the most dif-
ficult attacks to trace and the detection often takes a 
long period. Ref. [17] designed an SQLi scanning model 
using the MySQL injector tool that can easily conduct 
penetration tests on a PHP-based website.  The tool 
contains four developmental phases in which phase 
one is called Inception.  This gathers the vulnerabilities 
of the website while the second phase called elabora-
tion translates all the vulnerability requirements gath-
ered in the first phase into software design models. The 
construction phase or phase three is where a prototype 
is developed based on the requirements and design 
while the transition phase is the full development of 
the system to testing.  In the same stride, [18] worked 
on the vulnerability of wireless ad-hoc networks to DoS 
attacks and identified that attack drains the battery 
power of nodes, making the resources of the network 
unavailable resulting in degrading the network perfor-
mance. The work reviews various techniques such as 
packet leash, spread spectrum, energy weight moni-
toring system, and lightweight secured mechanism 
among several others employed to counter DoS at-
tacks. These schemes have not been able to effectively 
checkmate DoS attacks. Refs. [19] and [20] opined that 
DDoS attack is the main obstruction in the success 
rate of Software Define Networks (SDN), despite sev-
eral proposals, mitigation of this type of attack remains 
very difficult. A detection proposal was modeled and 
implemented. The system consists of a programmable 
network monitoring kit and a control structure that is 
very flexible for fast attack detection. This architecture 
of the attack detection system is based on a statistical 
function that can address the flooding problem. The 
simulation results presented show that the model was 
effective in addressing the DDoS attack.
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Ref. [21] conceptualized the SQLi attack as a Markov-
ian decision process with a reinforcement learning prob-
lem. The reinforcement learning agent was developed 
to perform SQL injection. The training of the system 
was enacted in such a way as to have a generic guide-
line that affects SQL injection attacks and not specific 
code injection to the web.  In the analysis, the results 
outlined the agent's learning process and the complex-
ity of the algorithm. The developed agent succeeded in 
deep penetration testing. The overall result of the study 
demonstrated the possibility and weakness of using re-
inforcement learning in the security environment. A ma-
chine learning algorithm was proposed by [22] which is 
to monitor the external aggressor and the VM against 
DDoS attack. The model comprises of data clustering 
technique through a feature selection algorithm by prin-
cipal component analysis. The Agglomerative Clustering 
and K-means algorithm was used in the model.  The re-
sults showed that the model had 0.9130 on the adjusted 
Rand Index metric. The model was able to effectively 
handle the external and internal traffic against DDoS on 
a cloud computing platform. 

Many research outputs have attempted to proffer so-
lutions to the susceptibility of HTTP protocol stack to 
SQLi and DDoS attacks. Ref. [23] in their work respond-
ed to the growing reliance on cyber infrastructures 
and the escalating frequency of cyber-attacks with the 
continuous demand for the development of advanced 
protection mechanisms. The study focuses on creat-
ing and implementing a Deep Neural Network model 
for the detection of intrusions in computer networks. 
Techniques such as SMOTE and Random Sampling 
were applied to address data imbalance in the CICIDS 
2017 dataset. The entire experiment was conducted on 
a single Jupyter notebook in the Google Colaboratory 
environment, importing and implementing relevant 
software libraries like Seaborn, Pandas, Matplotlib, 
Keras, and TensorFlow as needed. The results revealed 
excellent performance, with a 99.68% accuracy score 
and a loss of 0.0102 in predicting attacks with the CI-
CIDS 2017 dataset.

In [24], the researchers aim to enhance automated 
intrusion detection by developing a highly accurate 
classifier with minimal false alarms. Their motivation 
is to address the challenges of high dimensionality in 
intrusion detection and improve classifier performance 
for more accurate and efficient intrusion detection. Ex-
periments were conducted using the NSL-KDD dataset, 
initially employing the entire feature set, where the J48 
tree achieves the highest reported accuracy of 79.1%. 
The study explores Random Projection and PCA to en-
hance classifier performance, with Random Projection 
proving more time-efficient and achieving a notable ac-
curacy improvement to 82.0%. The research concludes 
that random projection is effective in improving intru-
sion detection accuracy while reducing training time, 
contributing valuable insights to the cybersecurity 
field. The study in [25] focused on SQL injection (SQLi) 

attacks on websites, using tools like Whois, SSL Scan, 
Nmap, OWASP Zap, and SQL Map. Researchers identi-
fied and mitigated vulnerabilities on the web server, 
discovering 14 issues with OWASP Zap, categorized by 
severity. SQL Map successfully accessed the database 
and username. The research aims to recommend fire-
wall installation for mitigating SQLi risks, providing a 
structured methodology for addressing vulnerabilities 
in web servers and enhancing data security. Accord-
ing to [26], DDoS attacks pose a significant threat to 
the web due to the rise in web-based transactions and 
Internet application services. Countering these attacks 
has become more challenging with attackers utiliz-
ing vast resources and techniques. Unlike traditional 
network-layer attacks, application-layer DDoS attacks, 
particularly slowloris attacks, can be more effective 
by inundating victim resources with legitimate HTTP 
requests. The paper proposes a slowloris attack detec-
tion method based on an adaptive timeout-based ap-
proach, comprising a suspect determination module 
and an attacker verification module. The experimental 
results demonstrate the algorithm's efficacy in detect-
ing attackers with low false alarms and high accuracy 
before consuming all resources.

A frequently observed constraint noted across papers 
[10-26] is the lack of mechanisms ensuring uninterrupt-
ed service delivery during attacks despite the prevalent 
utilization of machine learning algorithms in the re-
viewed methods for highly accurate attack detection. 
This research enhances the functionality of the HTTP 
protocol through the introduction of a novel model 
termed HReg (HTTP Regeneration). HReg not only iden-
tifies but also withstands SQL injection and DoS attacks 
targeting HTTP servers. It achieves this through the in-
corporation of network-based attack scanners, protocol 
surveillance detection for protocol-specific application-
based attacks, and a regeneration-based technique 
aimed at ensuring system survivability.

2.1.	 HTTP OPERATIONS AND TRANSACTIONS

HTTP defines the protocol for retrieving various types 
of messages, including text, video, audio, graphics, and 
other files, from World Wide Web servers through cli-
ent browsers. Clients initiate web page requests, and 
servers respond with the requested information. When 
HTTP clients seek web pages from server hosts, they 
utilize resource identifiers, with the most common be-
ing the Uniform Resource Locator (URL), also known as 
the web address. The URL follows a standard format: 
protocol://host:port/path. Often, specifying protocol://
host is sufficient to connect to a resource, allowing us-
ers to navigate to desired paths. For instance, http://
www.yahoo.com features the host or domain name 
www.yahoo.com, and HTTP utilizes TCP port 80 for its 
connections. While HTTPS is a more secure protocol 
and industry preference is shifting towards it, the pro-
posed model's operations are equally applicable to it, 
as it is not entirely immune to all attacks.
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HTTP transactions follow a straightforward process:

•	 The client initiates a request using methods such 
as GET, POST, OPTION, HEAD, PUT, TRACE, etc. For 
instance, GET is used for static content requests, 
while POST is employed for dynamic content like 
databases. The request method is accompanied by 
a header specifying the desired response format 
from the server.

•	 The server responds with a reply typically com-
mencing with a status code (e.g., 100, 101, 200, 
400, 401, 501, etc.), followed by the header and the 
message in case of successful retrieval. The client 
browser then displays the response contents using 
Hypertext Markup Language (HTML).

2.2.	 ATTACKS ON HTTP PROTOCOL

HTTP attacks are usually carried out through code 
injection and result in snooping/sniffing, modification, 
masquerading, and denial of service attacks. The attack 
is most effective when it forces the server or applica-
tion to distribute the maximum resources possible in 
response to each single request. Thus, the perpetrator 
will generally aim to inundate the server or applica-
tion with multiple process-intensive requests. For this 
reason, HTTP flood attacks using POST requests tend 
to be the most resource-effective from the attacker’s 
perspective; as POST requests may include parameters 
that trigger complex server-side processing. On the 
other hand, HTTP GET-based attacks are simpler to cre-
ate, and can more effectively scale in a botnet scenario.

3.	 METHODOLOGY

In the context of this work, regeneration refers to the 
process through which networks under attack replace 
compromised TCP connections underlying HTTP with 
replicas from an available pool of sockets. The replace-
ment socket is an exact copy of the compromised or lost 
one, and this substitution occurs nearly instantaneously.

Drawing inspiration from bio-defense mechanisms, 
cell regeneration in organisms serves as a captivating 
biological process allowing them to regenerate body 
parts as a defense against predators. For instance, oc-
topuses exhibit an impressive ability to regenerate lost 
body parts, including arms and their central nervous 
system. Similarly, in the proposed model, the replica-
tion of new arms (connections) promptly replaces lost 
ones from an internal pool of cells. While regeneration 
is advantageous for defense, it comes at a cost to the 
prey (network resources). HTTP connections, akin to 
cells, require replenishment or promotion of regenera-
tion to restore damaged connections during an attack. 
This capability ensures that networks continue deliver-
ing on their stated missions despite damaged links or 
nodes, maintaining service quality without stochastic 
fluctuations. This aspect is crucial in network design 
to ensure high-quality service (QoS) or secured socket 
connections in the HTTP protocol, mitigating the im-

pact of intruders on link quality or connections. The 
ability to sustain good service delivery despite attacks 
determines the survivability of the network, which is 
the primary focus of this work.

It is worth noting that while this study focuses on 
HTTP servers, the transport engine is the TCP protocol, 
ensuring the connection between the server and the 
client. In socket programming, the process of setting 
up a TCP socket on the server side involves creating a 
socket, binding it to an address, listening for connec-
tions, accepting a connection, sending and receiving 
data, and closing the connection.

3.1.	 REGENERATION MODEL FORMULATION

In this work, the regeneration mechanism for the 
HTTP protocol is initially modeled to achieve optimal 
link or connection replacement from the network pool 
of TCP sockets providing connection service. The mod-
eling of TCP socket regeneration in a network entails 
the consideration of factors including the generation 
of new sockets, the closure of existing sockets, and the 
potential influence of network events like the velocity 
of mobile nodes.

Let S(t) be the size of active TCP sockets at time t. The 
regeneration of TCP sockets can be modeled as follows:

(1)

Here:

•	 α represents the rate at which new TCP sockets are 
created or regenerated.

•	 β represents the rate at which existing TCP sockets 
close or become inactive.

•	 γ represents the impact of velocity (denoted by E) 
that might affect the TCP socket number.

This model assumes a constant regeneration rate α 
and a linear dependence on the current number or pop-
ulation of sockets. The term −βS represents the closing 
or inactivation of existing sockets, and − γE accounts for 
external events affecting the regeneration process.

Next, consideration is given to the impact of attacks 
like SQL injection (SQLi) on HTTP server connections. 
The regeneration of underlying TCP sockets in the pres-
ence of SQLi attacks necessitates an examination of 
their impact on socket size. 

The ensuing differential equation, which integrates 
the effect of SQLi attacks, is presented as follows:

If S(t) is the number of active TCP sockets at time t, 
and A(t) is the size of SQL injection attacks. The regen-
eration of TCP sockets in the presence of SQLi attacks 
is as follows:

(2)

(3)
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Where:

•	 α represents the rate at which new TCP sockets are 
created or regenerated.

•	 β represents the rate at which existing TCP sockets 
close or become inactive.

•	 γ represents the impact of external events (denot-
ed by E) on the existing TCP sockets.

•	 δ represents the impact of SQL injection attacks (A) 
on the TCP socket population. 

•	 ϕ represents the rate of SQL injection attacks.
•	 θ represents the interaction strength between the 

TCP sockets and the SQL injection attacks.
•	 The term −γES in the equation for dS/dt models 

the effect of external events such as node move-
ment on the existing sockets, and δA models the 
impact of SQL injection attacks on the socket pop-
ulation. The equation for dA/dt describes the dy-
namics of the SQL injection attacks, with ϕ being 
the rate of attacks and θS representing the inter-
action strength between the SQL injection attacks 
and the existing TCP sockets.

The regeneration of TCP sockets in the presence of 
DDoS attacks is as follows:

(4)

(5)

Where:

•	 α represents the rate at which new TCP sockets are 
created or regenerated.

•	 β represents the rate at which existing TCP sockets 
close or become inactive.

•	 γ represents the impact of external events (denot-
ed by E) on the existing TCP sockets.

•	 δ represents the impact of SQL injection attacks (A) 
on the TCP socket population. The square term A2 
indicates a potential nonlinear impact distributed 
attack.

•	 ϕ represents the rate of DDoS attacks.

•	 θ represents the interaction strength between the 
TCP sockets and the DDoS attacks.

3.1.1.	ATTACK PROBABILITIES

Given the stochastic nature of attack scenarios, prob-
abilities of attack neutralization are now incorporated 
into the differential equations mentioned earlier.

Let Pn(t) be the probability of neutralizing the SQL in-
jection attack, and Po(t) be the probability of the attack 
overcoming the defense. The regeneration of TCP sock-
ets in the presence of SQLi attacks with probabilities of 
attack neutralization can be modeled as follows:

(5)

(6)

(7)

(8)

Here:

•	 α represents the rate at which new TCP sockets are 
created or regenerated.

•	 β represents the rate at which existing TCP sockets 
close or become inactive.

•	 γ represents the impact of mobility (denoted by E) 
on the existing TCP sockets.

•	 δ represents the impact of SQL injection attacks 
(A) on the TCP socket population, with Po indicat-
ing the probability of the attack overcoming the 
defense.

•	 ϕ represents the rate of SQL injection attacks.
•	 θ represents the interaction strength between the 

TCP sockets and the SQL injection attacks, with Pn 
indicating the probability of attack neutralization.

•	 ρ is the rate at which the probability of neutralizing 
the attack increases.

•	 σ is the rate at which the probability of the attack 
overcoming the defense increases.

•	 ω is the rate at which the probability of the attack 
overcoming the defense decreases.

 The terms −δA2Po in the equation for dS/dt and 
θSAPn in the equation for dA/dt introduce the probabil-
ities Po and Pn, respectively, influencing the dynamics 
of TCP socket regeneration in the presence of SQLi at-
tacks. The term −γES in the equation for dS/dt models 
the effect of external events such as node movement 
on the existing sockets, and δA2 models the impact of 
DDoS attacks on the socket population. The equation 
for dA/dt describes the dynamics of the DDoS attacks, 
with ϕ being the rate of attacks and θS representing 
the interaction strength between the DDoS attacks and 
the existing TCP sockets.

2.1.1.	COST OF REGENERATION DEFENSE 
	 DEPLOYMENT

Deploying regeneration defense incurs a cost associ-
ated with actively neutralizing attacks, and it influences 
the decision-making process in the network dynamics. 
Incorporating the cost of attack neutralization into the 
equations involves introducing a cost term in the equa-
tion for TCP socket dynamics dS/dt.

The updated set of equations including cost be-
comes:

(9)

(10)

(11)
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(12)

In Equations (9) – (11):

χ represents the cost of attack neutralization. The 
term −χPn is subtracted from the TCP socket regenera-
tion rate, reflecting the cost incurred in neutralizing at-
tacks. This is essentially the product of the cost param-
eter (χ) and the probability of attack neutralization (Pn). 
Mathematically, the cost of attack neutralization (Cn) 
can be expressed as:

Cn=χPn (13)

This equation reflects that the cost of attack neutral-
ization is proportional to both the cost parameter (χ) 
and the probability of attack neutralization (Pn).

3.1.3.	MODEL PARAMETRIZATION

Model parameters can be obtained by experiment, 
systems in production, or empirically. To ensure that at-
tacks are always neutralized, parameters must be set to 
promote a high probability of attack neutralization and 
prevent the probability of the attack overcoming the 
defense (Po) from becoming dominant. The following 
considerations are important to achieve this:

1.	 Set ρ to a high value: A high value for ρ in the equa-
tion dPn/dt = ρPn(1−Po) will make the probability of 
attack neutralization (Pn) increases rapidly.

2.	 Set σ and ω to low values: Low values for σ and ω in 
the equation dPo/dt =σPn−ωPo will make the prob-
ability of the attack overcoming the defense (Po) 
change slowly.

3.	 Ensure ϕ, the rate of SQL injection attacks is not too 
high: If the rate of attacks (ϕ) is very high, it might 
be challenging to neutralize all of them. A reason-
able ϕ value, combined with a high ρ, will help 
maintain a high probability of neutralization.

4.	 Adjust the other parameters (α, β, γ, δ, θ): These 
parameters govern the dynamics of TCP socket 
regeneration and attack interactions. Adjust them 
based on your understanding of the system and 
the desired behavior.

3.2.	 INTRUSION DETECTION FOR HTTP  
	 PROTOCOL

HReg detection methodology entails the deploy-
ment of a scanner at each susceptible point within the 
HTTP protocol. The detection engine consists of two 
main modules: the protocol scanning module and the 
dynamic database updater module. Through continu-
ous analysis of all traffic, the scanner identifies new at-
tacks and maintains communication with the database 
module to verify signatures of known attacks. Upon 
detection of a novel attack, the database is promptly 
updated. The IDS scanners vigilantly monitor socket 
addresses (port + IP addresses) to effectively detect 
protocol-specific threats.

Each socket is associated with a port number, facili-
tating the recognition of the intended application by 
the TCP layer. Intrusions are identified when multiple 
GET/POST requests originate from the same IP address, 
indicating suspicious activity. Furthermore, alerts are 
triggered when fake URL commands or syntax anoma-
lies are detected in other requests. Upon identifying an 
attack, the IDS system issues an alert, initiating the acti-
vation of countermeasures for regeneration.

3.3.	 REGENERATION MODEL ALGORITHM

Algorithm 1 delineates the series of steps involved 
in overseeing HTTP requests, executing intrusion de-
tection procedures, and deploying necessary actions 
upon intrusion detection. The procedure encompasses 
interactions between the HTTP client and server, de-
tection of potential intrusions through scanning, and 
the restoration of connections following intrusion de-
tection alerts. Upon activation of an intrusion alert, the 
socket linked with the intruder is blocked and placed 
on a blacklist. Subsequently, a new 'create socket' in-
struction is executed, as illustrated in Fig. 1. 

The algorithm is designed based on the behavior of 
an HTTP connection to a server during an attack, such as 
a Denial of Service (DoS). Each available socket connec-
tion represents a potential route to withstand the attack. 
The client utilizes the discovered connection and ex-
plores other connections to the socket at the server end.

Algorithm 1: Regeneration Algorithm Pseudocode

Algorithm: RegenerationDefense

1.	 Start
2.	 ConnectToServer() // HTTP Client issues CONNECT 

Request for TCP connection at Port 80 to HTTP Server
3.	 NotifyServerConnection() // Server accepts request 

for TCP connection at port 80 and notifies client
4.	 SendRequestToServer() // Client sends GET/POST 

Request to server
5.	 ScanAndCheckURLSyntax() // IDS Scans Socket Ad-

dresses and checks URL syntax
6.	 IF MultipleRequestsFromSameIP() OR 

FakeURLorSQLiDetected() THEN
	 6.1. IntrusionDetectionAlert()
	 6.2. BlockIntruderSocketAddress()
	 6.3. RegenerateNewSocketAndNotifyClient()
	 6.4. GO TO 2
7.	 ELSE
	 7.1. ReceiveHTTPRequestAndProcessObjects()
	 // Web Server receives HTTP Request (URL) 
	 Message and processes requested objects
	 7.2 SendHTMLAndObjectsToClient() // Client 
	 receives HTML file and objects and displays the file
	 7.3 IF MoreRequestsFromClient() THEN
		  7.3.1 GO TO 4
	 7.4 ELSE
		  7.4.1 CloseConnection()
8.	 Stop
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Fig. 1. Regeneration Defense Flowchart

OMNeT++ served as the primary tool for evaluating 
the performance of the proposed model. Widely rec-
ognized as one of the most effective network simula-
tors, OMNeT++ enjoys broad support within the scien-
tific community. Written in C++, it is a prevalent choice 
for simulating networks. The INET Framework module 
suite was employed in OMNeT++ because of its com-
prehensive assortment of models for mobile networks, 
TCP/IP protocol stack, mobility, and its flexibility in al-
lowing users to customize output vector statistics ac-
cording to their needs. The experiment's parameters 
are detailed in Table 1, while Fig. 2 illustrates the simu-
lation scenario for the model.

In the context of the OMNeT++ discrete event simu-
lator, the purpose of HTTP is to manage traffic between 
the browser (referred to as the client) and the server. 
Three key components are employed: the browser 
(simulated by HTTPBrowser), the server (simulated by 
HTTPServer), and the controller (managed by HTTP-
Controller).

To initialize the HttpTools components in a simula-
tion, a single controller object needs to be instantiated 
at the scenario level. It is crucial to note that any num-
ber of nodes with browser or server components can 

be generated, subject to memory constraints, process-
ing power, and practical considerations. Nodes can be 
linked through OMNeT++ communication links and 
the INET TCP/IP networking stack implementation. Al-
ternatively, direct message passing can be employed to 
eliminate network effects. Simulated HTTP messages 
are employed by the browser and server components.

For the browser and server components, two types of 
hosts are available. StandardHost from the INET frame-
work, suitable for a complete network simulation using 
the TCP/IP stack. DirectHost, a component of HttpTools, is 
designed for hosts employing direct message passing.

The server and browser modules leverage the TCP/IP 
modeling of the INET framework for transport and inte-
grate with its StandardHost module. Additionally, these 
modules support OMNeT++ direct message passing 
when the network infrastructure effects are not consid-
ered. To provide a lightweight alternative to Standard-
Host, a simple container named DirectHost has been 
created for this purpose.

In the event of an attack, the regeneration defense 
is employed to reset the TCP connection, and the con-
nection is altered.



3.5.	 OMNET++ PERFORMANCE METRICS FOR 
	 EVALUATION

Performance metrics serve as a comprehensive char-
acterization of an entire network or a specific node 
under examination. These metrics played a crucial role 
in evaluating the simulated regeneration model. The 
study employed four key performance metrics: net-
work load, packet delivery ratio, network throughput, 
and end-to-end delay.

The concept of packet load is crucial in assessing the 
traffic volume generated during both the establish-
ment and maintenance phases of the HTTP protocol, 
incorporating overhead for regeneration implementa-
tion. Notably, the proposed model integrates mobility 
rate as a significant factor, as increased mobility may 
result in intermittent connection disruptions during 
regeneration defense operations. This consideration 
underscores the importance of accounting for mobil-
ity's impact on connection stability and overall system 
performance.

Network throughput, a key metric reflecting the ef-
ficiency of data transmission, is essential for evaluating 
protocol performance. Despite being a desirable goal 
for any protocol, this study acknowledges the trade-
offs involved, particularly when regeneration defense 
operations cause temporary connection resets. Ad-
ditionally, heightened mobility exacerbates the situ-

ation by inducing frequent topology changes, affect-
ing packet transmission across different sockets and 
potentially impeding throughput optimization. These 
insights highlight the necessity of balancing network 
throughput objectives with the disruptive effects of re-
generation defense and mobility on connection stabil-
ity and data transmission efficiency.

The packet delivery ratio, indicative of data loss and 
protocol efficiency, plays a critical role in assessing a 
protocol's performance. However, it's vital to recog-
nize that a high mobility rate can diminish protocol 
throughput, underscoring the intricate relationship be-
tween mobility, data delivery, and protocol efficiency. 
Furthermore, end-to-end delay, encompassing various 
factors influencing packet transmission time, such as 
buffer queues and transmission delays, is observed to 
increase with higher mobility rates. These findings em-
phasize the need for comprehensive evaluations that 
consider mobility's impact on data delivery, protocol 
efficiency, and end-to-end transmission delays to en-
sure robust system performance.

4.	 EXPERIMENTAL RESULTS AND DISCUSSION 

This section provides a detailed discussion of the sim-
ulation results based on the input parameters outlined 
in Table 1. The proposed regeneration defense model's 
performance was assessed using the four metrics when 
confronted with denial-of-service attacks.
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Fig. 2. OMNeT++ Simulation Setup



Table 1. Parameter Settings for Layer 4 HTTP 
Protocol Simulation

Parameter Value
Simulation 3600

Number of Nodes 100

Simulation Area (m) 500 X 500

Sending Interval) s) 1

Protocol HTTP

Node Velocity (m/s) 10

Data Rate (MB/s) 10

Transmit Power 2.0mW

No. of Channels 10

Carrier Frequency 2.4/5Ghz

Traffic Model TCP

MAC Protocol IEEE 802.11g

Packet Size – CBR Bytes 100

As illustrated in Fig. 3a, during the attack, packet data 
delivery plummeted to 31% of the normal value, pre-
venting nodes from transmitting data and causing a de-
nial of service to the server for intended packet transmis-
sions. Upon deploying the regeneration defense, chan-
nel access was swiftly restored to 69% of its initial value 
within the 10ms experimental timeframe, effectively 
neutralizing the attack. Once neutralized, resources 
were promptly redirected to data transmission, achiev-
ing a 69% data transmission rate. The remaining 31% of 
resources were utilized to assess the extent of damage 
caused by the attack and transmit attack information to 
the network administrator for policy enforcement.

Fig. 3a. Delivery Ratio Results

Fig. 3b depicts the system throughput, revealing a 
reduction to 62 packets/s under attack conditions, sig-
nifying a 19-packet/s decrease during the investigation 
and neutralization period. As the system resumed nor-
mal data transmission, throughput increased to 73% of 
its value within the 10ms experimental time.

 Fig. 3b. Throughput Results

The delay experienced during the attack is presented 
in Fig. 3c, indicating a delay of 3s. With the deployment 
of regeneration, the delay was reduced to 0.6s, despite 
the need for connection resets and resource realloca-
tions. Notably, this delay is nearly equivalent to the de-
lay observed in the absence of an attack (0.5s).

Fig. 3c. Delay Results

In Fig. 3d, the load is considerably lower (2%) during 
an attack compared to normal or defense operations. 
This reduction is attributed to the denial-of-service at-
tack, which suspended all network control and mainte-
nance packets during DDoS, rendering normal network 
load packets non-functional. The model efficiently re-
stored the native load to 100% of its value, along with 
an additional overhead (136%) from the regeneration 
implementation, almost immediately.

Fig. 3d. Network Load Results

4.1.	 COMPARISON RESULTS 

This section presents a comprehensive comparison 
of the proposed HReg model with the state-of-the-art 
approach [26]. The evaluation encompasses the design, 
experimental methodology, metrics employed, results 
obtained, and outlook. Table 2 provides a succinct sum-
mary of this comparative analysis. For a detailed per-
formance assessment, our proposed model evaluates 
throughput, delivery ratio, delay, and load individually. 
This approach allows us to discern the simulation's ef-
ficiency in terms of network performance, message de-
livery, delay characteristics, and load handling. Notably, 
this work focuses on survivability as its primary goal.

In contrast, the existing approach employs binary 
classification to measure results concerning recall, pre-
cision, specificity, and sensitivity. Their methodology 
is tailored towards detection only, aligning with the 
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primary objective of the previous work. Furthermore, 
while the datasets for the existing model are generated 
from their university network, the proposed model uti-

lizes embedded datasets from OMNET++. This choice 
enhances the versatility and applicability of the HReg 
model in diverse scenarios.

Table 2. Comparative Analysis of Regeneration Model and State-of-the-art

Category Existing Model Regeneration Model

Experimental  Platform C and Java Programs OMNET++ Simulation Environment

Method Binary Classification Discrete Events Simulation

Dataset Tezpur University Web Server Dataset OMNET++ INET Dataset

Metrics Recall, Precision, Specificity, and Sensitivity Throughput, Delivery Ratio, Delay, and Load

Attack Target(s) Slowloris DDoS Attack DoS, DDoS, SQLi Attacks

Model Objective(s) Detection of Attacks Only Detection and Survivability from Attacks

Deployment Platform(s) No Specific Domain Low-resource, Full-resource Mobile Wireless Domains

One significant distinction lies in the scope of attack 
detection. The existing model can only detect Slow-
loris DDoS attacks, whereas our model is proficient in 
identifying all variants of DoS and SQLi attacks, ensur-
ing a broader range of security coverage and improved 
survivability. Moreover, our model is designed to oper-
ate seamlessly on both low-resource and full-resource 
devices within wireless networks. In contrast, the exist-
ing model lacks a specified target domain or platform, 
making our approach more adaptable to various envi-
ronments and resource constraints.

This study developed a distinctive approach to safe-
guarding HTTP servers by merging survivability with in-
trusion detection. This method stands in contrast to the 
current state-of-the-art practices, which typically focus 
on either intrusion detection or intrusion prevention. 

5.	 CONCLUSION 

A thorough examination of existing Intrusion Detec-
tion Systems (IDS) reveals a notable emphasis on the de-
tection of attacks, often overlooking the critical aspect 
of survivability during such incidents. The proposed 
HReg regeneration model for HTTP intrusion detection 
and defense mechanism breaks away from this trend by 
addressing both the connection channel and the web 
application's protection. This approach aims to detect 
attacks and establish survivable connections within the 
underlying TCP layer, replacing compromised connec-
tions during imminent or full-scale attacks. Specifically 
designed for Mobile Ad-Hoc Networks (MANETs) and 
other HTTP-based mobile wireless devices, the model is 
adaptable to diverse distributed networks in real-world 
scenarios. It incorporates a dynamic threat database for 
MANET networks to respond to evolving and known 
threats effectively. Continuous monitoring of its perfor-
mance over time in various network environments will 
provide insights into the dynamic nature of network traf-
fic and potential emerging threats.

Future research endeavors should aim to integrate 
simulation methodologies with machine learning 
techniques. This involves training the machine learn-
ing model on simulated datasets to optimize its perfor-
mance in real-world applications.
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Abstract – In today's society, the cloud is essential for communication since it allows access to important information anytime 
and anywhere. However, cloud services also attract hackers who want to exploit online details. This has caused significant changes 
in the cyber-attack landscape. Distributed Denial of Service (DDoS) is the most common attack. Traditional tools like firewalls and 
encryption can mitigate these risks, but new models are needed to cope with the changing nature of cyber-attacks. Detecting DDoS 
attacks is particularly challenging since network traffic data is complex and often contains unnecessary features. To address this, 
a new approach is proposed using Denoising AutoEncoder (DAE) and a Convolutional Neural Network (CNN) for feature selection 
and classification. The NSL-KDD dataset is used to evaluate the performance of this new model with three main steps: Data Pre-
processing, Hyper-parameter Optimization, and Classification. Our method performed better in all four metrics, such as Accuracy, 
Recall, Precision, and F1-score, with rates of 97.7, 98.1, 97.7, and 97.8, respectively. The multiclass classification detection rate for DOS 
was 100%. Similarly, the detection rates for Probe, R2L, and U2R were 98%, 95%, and 80%, respectively. Python version 3.6 with Keras 
2.2.4 and TensorFlow Engine was used in this paper.

Keywords:	 Network security, DOS, DAE, CNN, Multiclass classification, Deep Learning

1.		 INTRODUCTION

Today's interconnected society has revolutionized 
communication through the advent of IoT services, 
making vast amounts of information readily accessible 
online, anytime and from anywhere. Regrettably, this ac-
cessibility also exposes the data to cyber-attacks, capital-
izing on vulnerabilities that are either unknown or capa-
ble of circumventing existing security measures. An ef-
fective solution for safeguarding network integrity is the 
deployment of Intrusion Detection Systems (IDS) [1-3].

IDSs can be categorized in various ways, with one 
common classification based on their detection 
method. This categorization divides IDSs into two pri-
mary types: signature-based or misuse detection and 
anomaly-based detection. Signature-based IDSs com-
pare data points with known signatures and trigger an 
alarm upon detection of a match [4,5]. Conversely, an 
anomaly-based IDS establishes a pattern from normal 
traffic and flags any deviation from this pattern as an 
abnormal transaction. Both methods possess distinct 
advantages and drawbacks. While signature-based 
IDSs excel at identifying known attacks, they necessi-
tate frequent manual updates to their signature data-

base. On the other hand, anomaly-based IDSs are ad-
ept at uncovering unknown attacks but often produce 
a plethora of false alarms. Contemporary techniques 
such as Deep Learning (DL) and Deep Neural Networks 
(DNN) are increasingly utilized to mitigate these limi-
tations. DL can autonomously learn features and mini-
mize false alarms [6-9].

In this study, we introduce a Convolutional Neural 
Network (CNN) architecture into our intrusion detec-
tion system to identify attacks. Our objective is to clas-
sify all four attack categories and subsequently priori-
tize the detection of Denial of Service (DOS) attacks. Be-
fore further processing to reduce data dimensions, we 
employed a Denoising AutoEncoder (DAE) to select an 
optimal feature set. We evaluated our model using the 
NSL-KDD dataset, a refined version of the KDDCup99 
and one of the most commonly employed datasets in 
this domain. Developed by the Defense Advanced Re-
search Projects Agency (DARPA), the KDDCup99 data-
set is a benchmark for intrusion detection studies.

While prior research has primarily focused on dis-
tinguishing between different attack types, our study 
proposes a novel approach to binary and multiclass 
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classification. This approach integrates DAE and CNN 
for feature selection and classification, respectively. To 
demonstrate the efficacy of our methodology, we com-
pared the multiclass classification results with those of 
three previous studies. Our method outperformed ex-
isting approaches across all four metrics, including Ac-
curacy, Recall, Precision, and F1-score, as evaluated on 
the NSL-KDD dataset.

2.	 NETWORK SECURITY

Network security refers to the different mechanisms 
and techniques to prevent unauthorized access to digi-
tal assets in a network environment. Its main objective 
is to establish a set of practices that comply with the 
CIA triad, which stands for confidentiality, integrity, and 
availability and is the foundation of any security pro-
gram in an organization [10-12].

This paper is organized as follows: Section 3 describes 
the dataset, Section 4 presents related work, Section 5 

explains the research methodology, Section 6 covers 
the experimental results and analysis, and Section 7 
concludes with future work recommendations.

3.	 DATASET DESCRIPTIONS

3.1.	 NSL-KDD 

The KDDCup99 is older and has unnecessary data 
points, which leads to model performance in accuracy 
while detecting intrusions in an IDS. This issue has been 
resolved in the refined version of KDDCup99, NSL-KDD. 
The NSL-KDD is one of the most commonly used da-
tasets in the domain of IDSs. In this work, KDDTrain+. 
TXT and KDDTest+. TXT files, which have 125,973 and 
22,544 records, respectively, are considered. The total 
number of features in NSL-KDD is 41, with the data 
types nominal, binary, and numeric. It has four major 
categories of attacks, which are R2L, U2R, Probe, and 
DoS, in addition to the Normal class [13-16].

Feature and type Feature and type Feature and type
[Duration]=num [Su Attempted]=bin [Same Sry Rate]=num

[Protocol Type]=nom [Num Root]=num [Diff Sry Rate]=num

[Service]=nom [Num File Creations]=num [Sry Diff Host Rate]=nunn

[Flag]=nom [Num Shells]=num [Dst Host Count]=num

[Src Bytes]=num [Num Access Files]=num [Dst Host Sry Count]=num

[Dst Bytes]=num [Num Outbound Cmds]=nunn [Dst Host Same Sry Rate]=num

[Land]=bin [Is Hot Logins]=bin [Dst Host Diff Sry Rate]=num

[Wrong Fragment]=num [Is Guest Login]=bin [Dst Host Same Srv Rate]=num

[Urgent]=num [Count]=num [Dst Host Srv Diff Host Rate]=num

[Hot]=num [Srv Count]=num [Dst Host Serror Rate]=num

[Num Failed Logins]=num [Serror Rate]=num [Dst Host Srv Diff Host Rate]=num

[Logged In]=bin [Srv Serror Rate]=num [Dst Host Serror Rate]=num

[Num Compromised]=num [Rerror Rate]=num [Dst Host Srv Rerror Rate]=num

[Root Shell]=bin [SR/ Rerror Rate]=num [Label]=nom

Table 1. Provides a list of features for the dataset

4.	 RELATED WORKS

In [17], the author utilized the NSL-KDD dataset to 
assess the efficacy of various classification algorithms 
in detecting abnormalities in network traffic patterns. 
Their study has yielded valuable insights into the rela-
tionship between protocols and network attacks. Their 
model improves the accuracy of intrusion detection 
systems and introduces a new research direction in this 
field. In [18,19], the authors investigated Deep Learning 
(DL) algorithms to be highly effective in solving various 
problems across different domains, such as Long Short-
Term Memory (LSTM) and Fully Connected Neural Net-
works (FCNN) that used to categorize benign and ma-
licious connections in intrusion datasets. To achieve a 
more accurate classification of multi-class assault pat-
terns, They proposed a deep learning model that pro-
duces more precise classifications when applied to five-
class issues. The model achieves an accuracy of 99.99% 
when tested on the KDDCup99 dataset and 99.95% on 
the NSL-KDD dataset. Our model secures the maximum 
output on both datasets. 

In [20], the authors combined two feature selection 
approaches using LDA and CCA with seven different 
classifiers: Naive Bayes, Random Tree, Rep-tree, Ran-
dom Forest, Random Committee, Bagging Random-
izable, and Filtered. They concluded that LDA feature 
selection with Random Tree performed best among 
the various combinations of feature selection and clas-
sifiers. Utilizing LDA and the Random Tree algorithm in 
anomaly detection was found to be faster and more 
effective than other methods. Moreover, the accuracy 
of the Random Tree algorithm surpasses that of differ-
ent algorithms. This method accurately distinguishes 
between normal data and various types of attacks. The 
accuracy of the approach can be further enhanced by 
employing feature reduction techniques. Based on 
these findings, it can be inferred that this approach ex-
cels in speed, efficiency, and accuracy, especially when 
implemented on Apache Spark.

In [21], the authors proposed a scenario for backdoor 
attacks, focusing on the "AlertNet" intrusion detection 
model and utilizing the NSL-KDD dataset, widely used 
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in NIDS research. Their study used KL-divergence and 
OneClassSVM for distribution comparisons to demon-
strate resilience against manual inspection by a human 
expert for outliers. Their experimental results indicated 
that utilizing decision trees significantly improves the 
attack's success rate and validated the anomaly regions 
through KL-divergence, OneClassSVM, and manual in-
spection.

Authors in [22] proposed a new method to enhance 
the performance of Intrusion Detection Systems (IDS) 
on the NSL-KDD dataset. They employed meta-heu-
ristic algorithms and machine-learning techniques for 
this purpose. Multiple meta-heuristic algorithms were 
utilized to optimize the hyperparameters of machine 
learning models, including Random Forest (RF), Sup-
port Vector Machine (SVM), Classification and Regres-
sion Trees (CART), and Multilayer Perceptron (MLP). The 
performance of the IDS was evaluated using metrics 
such as precision, recall, F1-score, and accuracy. Their 
experimental results demonstrated that the proposed 
approach outperforms existing techniques in accurate-
ly and robustly detecting intrusions.

In [23], the author implemented an IDS framework 
using Machine Learning (ML) techniques that incor-
porated various types of Recurrent Neural Networks 
(RNNs), such as Gated Recurrent Unit (GRU), Long-
Short Term Memory (LSTM), and Simple RNN. His re-
sults demonstrated that for binary classification tasks 
using NSL-KDD, XGBoost-LSTM achieved the best per-
formance, with a test accuracy (TAC) of 88.13%, a vali-
dation accuracy (VAC) of 99.49%, and a training time 
of 225.46 seconds. On the other hand, for UNSW-NB15, 
XGBoost-Simple-RNN was the most efficient model, 
with a TAC of 87.07%. 

In [24], the authors introduced a new approach to en-
hance the accuracy and efficiency of intrusion detec-
tion systems. Their approach utilized Long Short-Term 
Memory (LSTM) optimized with the Penguin Optimiza-
tion Algorithm (EPO). Initially, the features underwent 
preprocessing, including normalization, cleaning, and 
formatting into numerical format. Subsequently, the 
Linear Discriminant Analysis (LDA) method was em-
ployed to reduce the dimensions of the processed fea-
tures. Following this, the EPO algorithm was utilized 
to optimize the size of the hidden units in the LSTM 
network. Finally, the optimized network was evalu-
ated using the NSL-KDD dataset, a widely recognized 
benchmark dataset in intrusion detection. Their train-
ing and test datasets results were 99.4% and 98.8%, 
respectively.

Authors in [25,26] decreased the number of features 
in data using PCA and AutoEncoder. Then, they used 
Lenet5 CNN for intrusion detection on the KDDCup99 
dataset, concluding that the CNN performed better for 
detecting intrusion on the KDDCup99. According to 
experimental results, the CNN-IDS model outperforms 
traditional algorithms in AC, FAR, and timeliness. 

5.	 METHODOLOGY

The general steps of our proposed model are shown 
in Fig.1. Broadly, it includes data pre-processing, Hyper-
parameter Optimization, and Classification.

Fig. 1. General steps of the proposed model

5.1.	  DATA PRE-PROCESSING

The NLS-KDD has some nominal features with many 
values in each. Those features have to be encoded be-
fore any other operation. In this study, a one-hot en-
coding technique is applied, and then the scaling is 
performed using the min-max technique, which trans-
forms each feature between 0 and 1. The formula for 
min-max is given in the equation 1 [27-29].

(1)

Where Xa denotes the original value, Xa' represents 
the scaled value, Min(X) stands for the minimum value 
of the feature, and Max(X) gives the maximum value 
of the feature. The encoding generates many new fea-
tures in the data, totaling 121 features. A feature selec-
tion technique is applied using DAE in the next data 
preprocessing phase to reduce the number of features. 
Out of 121 features, only 15 are selected.

5.2.	 HYPER-PARAMETER OPTIMIZATION

Traditionally, hyperparameters were rarely optimized 
due to their computational cost requirements. With the 
advancement of technology, this task is now carried 
out using modern technologies and powerful algo-
rithms to enhance model performance. This study fo-
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cuses on two parameters: convolutional kernel number 
and learning rate. We provide a range of learning rates, 
namely 0.03, 0.01, 0.008, 0.006, and 0.004. The convo-
lutional kernel number ranges for optimization are 16-
16-32-32, 16-16-64-64, and 32-32-64-64.

5.3.	 CLASSIFICATION

This study employed a one-dimensional convolutional 
neural network as a classification model. The classification 
results in a CNN-based model are directly influenced by 
the number of convolution kernels and the learning rate 
[30-33]. We conducted experiments on multiple convolu-
tion kernels with different learning rates to obtain the op-
timal set of parameters. This experiment was carried out 
on NSL-KDD for multiclass classification. Some significant 
configurations in the CNN model include loss function = 
categorical cross-entropy, optimizer = Nadam, pooling 
= Max Pooling, output activation = softmax, activation 
function for other layers = ReLU, and dropout parameter 
= 0.5. We tested three different convolution kernels with 
five learning rates, as mentioned in section 4.2. The classi-
fication metrics used in this paper are Accuracy, Precision, 
Recall, and F1-score. The calculations for each metric are 
given by equations 2, 3, 4, and 5, respectively [28-33].

(2)

(3)

(4)

(5)

Table 2. The number of instances in each class of 
the NSL-KDD dataset

Class Train-set 
(70%)

Test-set 
(20%)

Validation-set 
(10%) Total

Normal 54,153 15,168 7,733 77,054

DoS 37,520 10,508 5,357 53,385

Probe 9,896 2,772 1,409 14,077

R2L 2,637 738 374 3,749

U2R 180 50 22 252

Total 104,386 29,236 14,895 148,517

TP stands for True Positive value, TN represents True 
Negative, FP gives False Positive, and FN denotes False 
Negative.

6.	 EXPERIMENTAL RESULTS AND DISCUSSION

The experiment's workstation configuration and 
tools included a Windows 11 Pro 64-bit operating sys-
tem with 32 GB RAM and an Intel CPU. The version of 
Python used was 3.6 with Keras 2.2.4 and Tensorflow 
Engine. The data was divided into a train set, test set, 
and validation set with a ratio of 70%, 20%, and 10%, 
respectively. Table 2 illustrates the appropriate train-
test split for the dataset.

Intensive comparative analysis has been conducted 
with the 1D CNN model through various learning rates 
and convolutional kernel numbers. Table 3 provides 
the close results.

Table 3. Comparison of the proposed model with various numbers of convolution kernels at different 
learning rates in multi-class classification on the NSL-KDD dataset

Conv. Kernel # LR Accuracy % Precision % Recall % F1-score % Train time in 
sec.

Test-time in 
sec.

16-16-32-32

0.03 95.95 97.33 95.95 96.38 76.25 0.82

0.01 96.49 97.46 96.49 96.80 85.58 0.94

0.008 96.61 97.49 96.61 96.88 106.17 1.09

0.006 96.12 97.31 96.12 96.49 104.23 1.18

0.004 96.21 97.38 96.21 96.58 110.27 1.34

16-16-64-64

0.03 97.52 97.99 97.52 97.67 74.54 1.90

0.01 97.14 97.77 97.14 97.33 67.24 2.03

0.008 97.20 97.80 97.20 97.38 65.37 2.17

0.006 97.48 97.95 97.48 97.62 98.78 2.25

0.004 97.12 97.79 97.12 97.33 74.49 2.44

32-32-64-64

0.03 97.53 98.04 97.53 97.69 60.85 2.98

0.01 97.34 97.91 97.34 97.51 67.26 3.20

0.008 97.68 98.10 97.68 97.81 71.76 3.32

0.006 97.48 97.96 97.48 97.63 74.33 3.44

0.004 97.27 97.90 97.27 97.46 101.58 3.59
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We have observed that the convolution kernel 32-32-
64-64, with a learning rate of 0.008, outperforms other 
configurations in Accuracy, Precision, Recall, and F1-
score. However, the training and testing time is mini-
mized with a learning rate of 0.03 with 32-32-64-64 and 
16-16-32-32.

Based on the comparison, we can conclude that the 
convolution kernel 32-32-64-64 with a learning rate 
of 0.008 is the best among the other configurations. 
This configuration has been selected as the proposed 
method for this work. As mentioned in Section 1, this 
study focuses on binary and multiclass classification.

Fig. 2: (a) depicts the model's accuracy for binary clas-
sification across 100 epochs. Similarly, Fig. 2 (b) illustrates 
the model’s accuracy for multiclass classification over the 
specified epochs. These two figures show that the mod-
el's performance improves significantly around 50 epochs 
and then gradually stabilizes near 100 epochs.

(a)

(b)
Fig. 2. Model classification accuracy: 

(a) Binary (b) Multiclass

Fig. 3: (a) provides a loss of the model for binary clas-
sification in the range of 100 epochs. Similarly, Fig. 3: (b) 
gives the model’s loss for multiclass classification in the 
given epochs. From these two figures, we observe that 
the loss of the model has dropped around 50 epochs 
and then slowly stabilized near 100 epochs.

(a)

(b)

Fig. 3. Model classification loss: (a) Binary (b) 
Multiclass

Fig. 4: (a) provides a non-normalized confusion ma-
trix of the model for binary classification. Similarly, 

Fig. 4: (b) gives the normalized confusion matrix of 
the model for the same. From these two Figures, we 
observe that the accuracy performance for binary clas-
sification is 0.99 and 0.98 for the normal and attack 
classes, respectively.

(a)
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(b)

Fig. 4. Binary classification confusion matrices:  
(a) Non-normalized (b) Normalized

Fig. 5: (a) presents the non-normalized confusion ma-
trix of the model for multiclass classification. Similarly, 
Fig. 5 (b) illustrates the normalized confusion matrix of 
the model for the same task. From these two figures, it 
is evident that the detection rate performance for multi-
class classification is satisfactory. Specifically, in Fig. 5(b), 
the detection rate for DOS is 100%, while for Probe, R2L, 
and U2R, the detection rates are 98%, 95%, and 80%, re-
spectively. These results indicate that our approach out-
performs three previous works in the domain.

To demonstrate the effectiveness of our method, we 
have compared our multiclass classification results with 
some of the previous works in Table 4.

(b)

(a)

Fig. 5. confusion matrix: (a) Non-normalized (b) 
Normalized

Table 4. Comparison of our results with some of the 
state-of-the-art

Model Acc.  
%

Precision 
%

DR 
 %

F1-score 
%

Gaussian–Bernoulli RBM [25] 73.2 62.3 95.1 75.3

ICVAE-DNN [26] 86.0 97.4 77.4 86.3

ID-CVAE [27] 80.1 81.6 80.1 79.1

In this work 97.7 98.1 97.7 97.8

7.	 Conclusion and Future Work

This research introduces a one-dimensional CNN-
based model for intrusion detection. The proposed 
method comprises three main steps: Data Pre-process-
ing, Hyper-parameter Optimization, and Classification. 
The number of convolutional kernels and learning rate 
are two crucial hyperparameters in CNN, so we con-
ducted intensive tuning to identify the best-perform-
ing set of parameters. Our experiments showed that 
the configuration of 32-32-64-64 with a learning rate of 
0.008 yielded the best results among all compared con-
figurations. We tested the binary and multiclass classi-
fication model on the NSLKDD dataset using Python 
version 3.6, Keras 2.2.4, and the Tensorflow Engine. 
The multiclass classification detection rate for DOS was 
100%. Similarly, the detection rates for Probe, R2L, and 
U2R were 98%, 95%, and 80%, respectively. To demon-
strate the effectiveness of our method, we compared 
the multiclass classification results with three previous 
works. Our method outperformed all four metrics, such 
as Accuracy, Recall, Precision, and F1-score, with 97.7, 
98.1, 97.7, and 97.8 rates, respectively. We plan to con-
duct further hyperparameter tuning and evaluate the 
model's performance on different datasets.
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Abstract – Federated learning (FL) has brought significant advantages to applications where collaborative learning should occur 
at multiple participating devices to enhance user experience in specific tasks. However, FL results in privacy leakage when n-1 clients 
collude to infer the model of another client. In this paper, we not only implement an FL framework but propose a methodology 
for preventing privacy leakage while realizing machine learning-based automatic hand-written digit recognition. Our framework 
supports the FL of deep networks where models trained locally are averaged. Two machine learning models Convolutional Neural 
Network (CNN) and Multilayer Perceptron (MLP) are implemented with FL.  We proposed an algorithm, Federated Averaging with 
Privacy Leakage Prevention (FA-PLP), for model averaging to be done by the server. Our algorithm exploits differential privacy (DP) 
for realizing model averaging while getting rid of chances of privacy leakage. We evaluated our framework with two distributions 
of the MNIST dataset. Our empirical results revealed that FA-PLP with the CNN model could achieve the highest accuracy of 95.38%. 

Keywords:	 Federated Learning, Machine Learning, Deep Learning, Privacy, Collaborative Machine Learning

1.		 INTRODUCTION

Federated learning (FL) is a novel phenomenon in 
which multiple distributed clients are involved in the 
machine learning process collaboratively while pre-
serving the privacy of locally available training data. 
Though FL minimizes privacy risk, it still may cause 
leakage of information about local training data in 
terms of the model's parameters or weights. There-
fore, it is indispensable to overcome this problem by 
proposing algorithms to realize ML models while pre-
serving privacy. With the emergence of fog computing 
and edge computing, it is made possible for diversified 
computing devices can participate in the FL process. 
For instance, modern smartphones when involved in 
FL can result in a rich user experience [1]. FL enables 
ML models to be trained in remote clients while local-
izing training data. A real-world example for FL is that 
in the healthcare domain, many hospitals (clients) can 
collaboratively participate in training a model to lever-

age prediction accuracy for a given disease diagnosis. 
FL assumes significance when the clients are not will-
ing to share their training data due to locally prevailing 
privacy policies. 

Many research endeavours are found in the literature 
on FL. Tao et al. [2] address privacy concerns in Vehicu-
lar Edge Computing (VEC) with Federated Learning (FL) 
in autonomous driving, considering malicious parties. 
Kang et al. [3] introduced FedGRU, a federated learn-
ing-based traffic flow prediction algorithm that main-
tains privacy while achieving accurate predictions. 
Zhao et al. [4] proposed a smart home system using 
federated learning (FL) and a reputation mechanism 
to help home appliance manufacturers improve their 
products. Zhang et al. [5] introduced VFL, a privacy-
preserving and verifiable federated learning method 
for big data in industrial IoT, enabling effective verifica-
tion with constant overhead. Fang et al. [6] introduced 
an efficient, privacy-preserving federated learning 
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(HFWP) scheme for cloud computing. It is observed 
from the literature that FL has significant limitations 
such as probably insecure communication and privacy 
leakage. Privacy leakage occurs when n-1 clients col-
lude to infer the model of another client. In this paper, 
we focus on proposing a framework which addresses 
privacy concerns in FL. Our contributions to this paper 
are as follows. 

1.	 We proposed an FL framework along with a meth-
odology for preventing privacy leakage while re-
alizing machine learning-based automatic hand-
written digit recognition. 

2.	 We proposed an algorithm known as Federated 
Averaging with Privacy Leakage Prevention (FA-
PLP) for model averaging to be done by the server. 
It addressed the problem of n-1 clients colluding to 
infer the model of another client (privacy leakage).

3.	 We built an application to evaluate our FL frame-
work using machine learning techniques like CNN 
and MLP, for automatic handwritten digit recogni-
tion, on two data distributions. 

The remainder of the paper is structured as follows. 
Section 2 reviews existing FL methods and their limita-
tions. Section 3 presents the proposed FL framework 
with underlying mechanisms and algorithms. Section 4 
presents the results of our experiments with two data 
distributions. Section 5 concludes our work and pro-
vides directions for the future scope of the research. 

2.	 RELATED WORK

This section reviews existing methods on FL. Chunyi 
et al. [1] proposed a fog computing scheme to enhance 
federated learning, bolstering IoT data privacy and se-
curity against various attacks. Demonstrated efficiency 
and potential for further improvements. Li et al. [2] 
address privacy concerns in Vehicular Edge Comput-
ing (VEC) with Federated Learning (FL) in autonomous 
driving, considering malicious parties. FL improves 
training efficiency and privacy, reducing training loss 
by 73.7% and enhancing accuracy in simulations under 
different scenarios. The proposed system significantly 
reduces bandwidth requirements.

Yi et al. [3] introduced FedGRU, a federated learning-
based traffic flow prediction algorithm that maintains 
privacy while achieving accurate predictions. It outper-
forms state-of-the-art methods in privacy preservation, 
demonstrating minimal accuracy loss. In Further the 
work is to enhance prediction accuracy using a Graph 
Convolutional Network (GCN). 

Yang et al. [4] proposed a smart home system using 
federated learning (FL) and a reputation mechanism 
to help home appliance manufacturers improve their 
products. The system involves two stages: customers 
train an initial model provided by the manufacturer us-
ing mobile phones and edge computing. Differential 
privacy protects features and ensures privacy. The pro-

posed approach guarantees accuracy and data privacy. 
Anmin et al. [5] introduced VFL, a privacy-preserving 
and verifiable federated learning method for big data 
in industrial IoT, enabling effective verification with 
constant overhead. Experimental results support its ef-
ficiency. Chen et al. [6] introduced an efficient, priva-
cy-preserving federated learning (HFWP) scheme for 
cloud computing. It employs lightweight encryption 
and optimization strategies. The approach is secure, 
improves efficiency, and is suitable for cloud and fog 
computing applications, offering possibilities for fur-
ther research, including combining SMC with DP and 
exploring alternative SMC techniques like Pallier. The 
private leakage prevention approach in FL in the pro-
posed methodology in this paper is different from [6] 
in both client-side and server-side phenomena besides 
in the usage of differential privacy.

Zhao et al. [7] proposed a privacy-preserving feder-
ated learning approach for industrial big data. It mini-
mizes parameter sharing, uses differential privacy with 
a Gaussian mechanism, a proxy server for anonymity, 
and a self-stop mechanism to enhance privacy while 
maintaining accuracy and performance and It is also 
related to the previous article.

Yu et al. [8] proposed a privacy-preserving federated 
learning scheme that ensures both privacy and integ-
rity through a Trusted Execution Environment (TEE). 
This scheme addresses causative attacks, making col-
laborative deep learning more secure and practical. It 
aims to bring the benefits of deep learning to domains 
with privacy and availability concerns.

Elgabli et al. [9] proposed an analog-based federated 
learning framework, that addresses wireless channel 
challenges to improve privacy, bandwidth efficiency, 
and scalability. It uses analogue transmissions, pre-
serving data privacy and demonstrating effectiveness 
under various conditions. Major contributions include 
theoretical advancements and algorithmic innova-
tions. Yang et al. [10] introduced an asynchronous fed-
erated learning (AFL) framework for multi-UAV net-
works, allowing local model training without transmit-
ting raw data. It employs device selection and an A3C-
based algorithm to improve learning accuracy and 
speed. Simulations confirm its superior performance. 
Yunlong et al. [11] presented a blockchain-based se-
cure data-sharing system for Industrial IoT, integrating 
federated learning into permissioned blockchain for 
data privacy and efficiency. Numerical results validate 
its effectiveness. Future work should explore further 
security threats, enhance data model utility, and ad-
dress resource constraints in IIoT data sharing. Xiaoxiao 
et al. [12] introduced a privacy-preserving federated 
learning framework for multi-site fMRI analysis, over-
coming privacy concerns and enhancing neuroimage 
analysis. It offers potential benefits in other medical 
data analysis fields. The approach allows data from vari-
ous institutions to be utilized while safeguarding pri-
vacy, and fostering collaboration in medical research. 
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Xiaofeng et al. [13] explored real-time data sharing for 
smart cities must ensure privacy. An adaptive pseud-
onymization framework enhances privacy robustness 
in real-time information brokering, with early positive 
results. Future work includes comprehensive valida-
tion and consideration of potential multi-dimensional 
correlation attacks. The approach could be applied to 
various information sources beyond energy data. Islam 
[14] focused on enhancing Federated Learning (FL) for 
Electronic Health Records (EHRs) by ensuring privacy 
through techniques such as data generalization, fea-
ture selection, and noise minimization. A distributed 
framework is proposed where local models make pre-
dictions based on local features, with added privacy 
protection using differential privacy. Weighted feature 
functions ensure a balanced trade-off between privacy 
and utility. No raw data, features, or model parameters 
are shared. The method aims to maintain data localiza-
tion and can be applied to healthcare data, with the 
potential for future comparisons and improvements.

Chamikara et al. [15] introduce a distributed per-
turbation algorithm called DISTPAB, addressing pri-
vacy concerns in distributed machine learning for geo-
graphically dispersed data, like healthcare and banking. 
DISTPAB shows minimal utility degradation and serves 
as a promising privacy preservation method for distrib-
uted machine learning. Future work will explore further 
efficiency improvements, particularly in the context of 
vertical federated learning with varying feature spaces.

Zhang et al. [16] discussed federated learning for pri-
vacy-preserving medical models in IoT-based health-
care. It uses cryptographic techniques and data quality 
weighting. The proposed scheme maintains privacy, 
and the experiments indicate promising accuracy for 
lesion cell type detection. In future, it includes optimiz-
ing for heterogeneous environments and addressing 
malicious server issues. 

Jiang et al. [17] introduced PFLM, a privacy-preserv-
ing federated learning scheme with membership proof, 
addressing the dropout constraint while ensuring secu-
rity and verifiability. Security analysis and experiments 
confirm its efficiency. Yuanhang et al. [18] found that 
a blockchain-based federated learning system ensures 
secure and privacy-preserving traffic flow prediction 
by decentralizing model updates and applying differ-
ential privacy. Yin et al. [19] proposed a novel hybrid 
privacy-preserving federated learning approach that 
uses advanced encryption, noise addition, and sparse 
differential gradients to enhance security and efficien-
cy. Yunlong et al. [20] describe an intelligent, secure 
architecture and privacy-preserving federated learning 
in VCPS to combat data leakage effectively, ensuring 
accuracy and security. Ma et al. [21] A privacy-preserv-
ing Byzantine-robust federated learning scheme (PBFL) 
enhances robustness and privacy by using encryption 
and zero-knowledge proof, providing higher privacy 
protection. Xiaoyuan et al. [22] introduced an Adap-
tive Privacy-preserving Federated Learning framework 

with differential privacy. It uses relevance propagation 
and adjustment technology to optimize the trade-off 
between accuracy and privacy, demonstrated through 
formal analysis and experiments.

Shixiang et al. [23] presented CI-PPFL, a class-imbal-
ance privacy-preserving federated learning framework 
for decentralized wind turbine fault diagnosis. Experi-
ments on real-world data show its superiority and pri-
vacy preservation. Future work includes extending it to 
heterogeneous label subspaces and integrating vibra-
tion data and SCADA data for broader applications. Wei 
et al. [24] observed that UDP algorithm adds artificial 
noise to shared models in Federated Learning, ensur-
ing user-level differential privacy. CRD method enhanc-
es learning efficiency and model quality for specified 
privacy levels. Future work aims to refine privacy bud-
get allocation. 

Ali et al. [25] explored privacy concerns in IoMT by 
introducing federated learning (FL) as a solution. It sur-
veys privacy issues in IoMT, discusses existing privacy 
techniques, and emphasizes FL's collaborative, privacy-
preserving nature. The survey further explores FL's ad-
vanced architectures with DRL, DNN, and GANs. Finally, 
it suggests real-time applications and future research 
directions for improving privacy in smart healthcare 
systems. 

Kong et al. [26] focused on privacy-preserving, flexi-
ble model aggregation in federated learning-based au-
tomotive navigation called FedLoc. Extensive analysis 
demonstrates its privacy and security properties, along 
with improved computational efficiency during partici-
pant changes. Future work includes real-world testing 
and performance assessment. Han et al. [27] proposed 
a verifiable federated learning scheme is for deep neu-
ral networks. It addresses privacy, trust, and accuracy 
concerns using key exchange, double masking, and 
tag aggregation. Security and efficiency analyses con-
firm its effectiveness. Fang et al. [28] introduced PCFL, a 
privacy-preserving, communication-efficient federated 
learning approach for IoT. PCFL excels in communica-
tion efficiency and model accuracy. Future work targets 
multi-task learning and advanced cryptographic proto-
cols for IoT security. Tian et al. [29] explored federated 
learning's unique attributes and challenges, highlight-
ing its distinct nature compared to traditional machine 
learning. It provides an overview of current approach-
es and identifies areas for future interdisciplinary re-
search. Cheng et al. [30] introduced SecureBoost, a 
privacy-preserving tree-boosting system in the context 
of federated learning, offering accuracy comparable to 
non-private methods. Information leakage is analysed, 
and solutions are suggested.

Huafei et al. [31] studied privacy-preserving weight-
ed federated learning within a secret-sharing frame-
work. It introduces weighted federated learning (wFL) 
and presents its implementation using random split-
ting and ElGamal encryption. The proposed solution is 
secure against honest-but-curious adversaries. 
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Wang et al. [32] introduced VANE, a secure and non-
interactive federated learning scheme for regression 
training with gradient descent. VANE facilitates train-
ing global regression models while preserving data pri-
vacy. It features a secure data aggregation algorithm 
and improved training efficiency. Security analysis and 
experiments demonstrate its effectiveness. Li et al. [33] 
reviewed the evolution of Federated Learning (FL) in 
industrial engineering and computer science. It identi-
fies research fronts, summarizes applications, and out-
lines FL's development prospects. This comprehensive 
analysis aims to guide future applications and address 
remaining challenges in FL. Lakhan et al. [34] discussed 
privacy and fraud issues in machine-learning-based In-
ternet of Medical Things (IoMT) systems. It introduces 
the FL-BETS framework, focusing on healthcare ap-
plications with energy and delay constraints. FL-BETS 
outperforms existing models. Future work aims to ad-
dress mobility fraud and extend security measures. Jie 
et al. [35] stated that the proliferation of healthcare 
data offers significant potential for improving care, 
but privacy challenges and data fragmentation persist. 
This survey reviews federated learning technologies, 
including their application in healthcare, addressing 
statistical, system, and privacy challenges. Challenges 
such as data quality and standardization in healthcare 
data are also discussed. 

Liu et al. [36] observed that edge computing is a 
technology to extends cloud services to the network 
edge, raises privacy concerns with user data transmis-
sion. P2FEC integrates federated learning and edge 
computing to preserve privacy and build deep learn-
ing models without central data storage, outperform-
ing standard edge computing in privacy protection. 
Future work is to enhance protection against privacy-
sensitive data leakage. Zengpeng et al. [37] introduced 
a triple-band cylindrical dielectric resonator antenna 
(CDRA) with HEM11, TM01, and HEM12 modes excited 
simultaneously using a composite feeding structure. 
Diverse radiation patterns make it suitable for various 
wireless applications, including WiMAX and vehicular 
use. Wang et al. [38] discussed the privacy issues in fed-
erated learning, particularly in ternary federated learn-
ing (TernGrad). This innovative approach improves 
communication efficiency and accuracy, representing 
the first research combining ternary federated learn-
ing with privacy-preserving technologies. Future work 
includes enhancing efficiency and security. Wei et al. 
[39] proposed NbAFL, a differential privacy-based ap-
proach in federated learning to enhance privacy, in-
volving noise, trade-offs, simulations, and future con-
siderations. Aledhari et al. [40] provided a comprehen-
sive study of Federated Learning (FL), highlighting its 
importance, enabling technologies, and challenges. It 
explores real-life applications and suggests directions 
for the future. FL holds the potential to improve data 
handling and privacy, but challenges such as fault tol-
erance, performance, and fairness need addressing in 
its implementation. From the review of literature issues 

like privacy and security in communications were still 
found possible. In this paper, we focus on proposing a 
framework which addresses privacy concerns. 

3.	 PROPOSED FRAMEWORK

This section presents the system model, problem 
definition, our methodology for federated learning 
implementation with privacy leakage prevention for 
hand-written digit recognition and the proposed algo-
rithm. 

3.1.	  System Model and Problem 
	 Statement 

Let us consider a distributed environment where 
multiple mobile devices participate in language mod-
elling tasks to recognize hand-written digits. All par-
ticipating mobile devices train an ML model in a collab-
orative fashion. Each device trains a model ∆Wi locally 
instead of sending its training data to a remote server. 
Therefore, each mobile device is known as a client 
which needs to communicate with the server to send 
local model to it. The server is responsible for com-
puting a global model send it back to each client. The 
training process is repeated until it reaches a stopping 
condition or convergence. The system model with the 
FL approach is illustrated in Fig. 1. 

Fig. 1. Illustrates our system model for federated 
learning

An important advantage of FL is that it is able to de-
couple model training process and gets rid of direct ac-
cess to training data. However, the server is essential to 
coordinate the training process. Therefore, it is essen-
tial to have trust in the server or assume it. Neverthe-
less, there is privacy achieved due to the non-sharing 
of locally available training data. Thus FL has the poten-
tial to minimize security and privacy risks as the attack 
surface is reduced to the device instead of the attack 
surface encompassing to entire environment, prob-
ably, including the cloud. FL is found ideal for solving 
many kinds of problems that share common qualities 
such as distributed availability of data in multiple de-
vices, data is privacy-sensitive and supervised learning 
where labels can be interactively inferred. However, FL 
has significant limitations such as probably insecure 
communication and privacy leakage. 
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Privacy leakage occurs when n-1 clients collude to in-
fer model of another client. The former (security prob-
lem) can be overcome by implementing a secure multi-
party communication (MPC) system while the latter 
(privacy leakage) can be implemented with differential 
privacy (DP) at each client. In this paper, we focused on 
FL with privacy-preserving model training through DP 
implementation. 

3.2.	 Our Methodology

The proposed methodology for FL with privacy leak-
age prevention is based on the system model illustrated 
in Fig. 1. We considered the problem of privacy leakage 
which occurs when n-1 clients collude to infer the model 
of another client. Federated learning, due to its modus 
operandi, has specific privacy advantages. However, pri-
vacy leakage occurs when n-1 clients collude to infer the 
model of another client. In the FL task, there is a minimal 
update required to improve model. Privacy depends on 
the content that needs to be updated in the learning 
process. Nevertheless, the updates are generally minimal 
and the source of the update is not required by the aggre-
gation process. Still there is the probability of n-1 clients 
colluding to cause privacy leakage. Our implementation 
overcomes this issue as it takes care of privacy-preserving 
model training. We combine FL with differential privacy 
to ensure the prevention of privacy leakage in FL.  An 
asynchronous scheme is considered for updates while 
proceeding with federated communication. A number 
of clients involved in FL I fixed and their local dataset is 
also fixed. When each round starts, a fraction of clients 
are chosen randomly and a global state is obtained from 
the server. The notion of selecting a fraction of clients is to 
improve efficiency. Clients perform computation locally 
on the locally available dataset depending on the global 
state provided by the server. The result of local computa-
tion is sent to the server. Afterwards, the server uses the 
updates to modify the global state and this procedure is 
done repeatedly. We considered a finite-sum-based ob-
jective for FL as expressed in Eq. 1. 

(1)

For given ML problem, fi (w)=l(xi ,yi ,w) is considered 
where w denotes model parameters and (xi ,yi) is the 
given example on which loss is computed. Assuming 
that there are k number of clients and data is partitioned 
accordingly consisting of indexes Pk associated to data 
in client k and nk=|Pk| where Pk is the partition. Then the 
objective can be modified as expressed in Eq. 2.

(2)

Pk is the partition associated with training examples 
for different clients distributed randomly, it forms the 
expression E(Pk) [Fk (w)]=f(w). It was observed empiri-
cally that in FL communication costs are more than 
computational costs, unlike the data centre-based ap-
proach. In our implementation, each client is involved 
in less number of updates in FL.

To ensure the prevention of the possibility of privacy 
leakage in FL, we used differential privacy (DP) which 
helps in adding noise so as to address privacy attacks. 
DP is the mathematical model to ensure the privacy of 
data being exchanged among participants in FL. The 
DP in its simplest form can be expressed as in Eq. 3.

(3)

When the DP mechanism satisfies expression, it can 
be used to add noise to the data so as to ensure privacy-
preserving communication among clients and servers 
in FL. It is known as 𝜖-differential privacy as discussed in 
[6]. We consider the Laplacian mechanism that has the 
potential to preserve 𝜖-differential privacy. Considering 
random noise X, concerning Laplacian distribution, the 
PFF is expressed in Eq. 4.

(4)

where 𝜆 denotes scale parameter, X is the random noise 
and the scale value is expressed as in Eq. 5.

(5)

We also support a distributed approach in adding 
noise. In this approach, each client adds its portion of 
noise. Since DP is compatible with the Laplace mecha-
nism, it is possible to generate a Laplace random vari-
able as expressed in Eq. 6.

(6)

where γp and γp' are random variables as per Gamma 
distribution, 𝜇 and 𝜆 denote mean and scale param-
eters respectively in the Laplace mechanism. Now this 
leads to the expression in Eq. 7.

(7)

where s and 1/𝑛 denote scale and shape parameters 
respectively. A technique expressed in Eq. 8 is used for 
each client adding γp-γp' in the proposed algorithm 
which makes use of distributed privacy.

Algorithm 1: Federated Averaging with Privacy 
Leakage Prevention

Server Side:
Server initializes w_0
For each round r in R 
	 For each client k in K
wk

r+1←ClientSideProcess(k, wr)
	 End For

End For
ClientSideProcess (k, w): 
For each local update 𝑢 in U
𝑤←𝑤 − 𝜂∇𝑔(𝑤)
End For
Return 𝑤 + 𝛾 −𝛾 ′
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As presented in Algorithm 1, there are a number 
founds in which communication takes place between 
servers and clients as part of FL. In the process, there is 
server-side functionality and also client-side functional-
ity. In the local updates about weights, noise is added by 
each client leading to a distributed approach to noise ad-
dition. This has the potential to prevent n-1 clients from 
colluding to infer models of another client. Thus the pro-
posed algorithm helps in preventing privacy leakage. 
Each client compares its weight with that of the previous 
round where the server sends global weights to the cli-
ent. As each client is contributing to the noise addition, 
it has a more efficient privacy-preserving mechanism 
in FL. Moreover, on local convergence, each client can 
come out of the FL system. Each time a client receives 
federated weight from the server, it can subtract the DP 
noise it has contributed for those federated weights. 
With this modus operandi, the proposed FL achieved 
privacy by defeating any privacy attacks besides sup-
porting the inherent privacy involved in FL. 

4.	 EXPERIMENTAL RESULTS 

We made experiments with our implemented pro-
totype for realizing FL. The MNIST dataset used for the 
empirical study is collected from [41]. The dataset is par-
titioned as the number of clients involved in the FL. Two 
approaches are followed to partition data over clients. 
The first approach simply shuffles the dataset D and 
distributes it among clients. We call it as D1. The second 
approach sorts the dataset D based on the digit label, di-
vides it into a number of shards of a given size and each 
client is provided with a specified number of shards. This 
is called D2. Experiments are made with both D1 and D2. 
Models such as CNN and MLP are used for realizing FL. 

Table 2. Parameters of CNN along with their values

Parameter Description Value

rounds Number of training rounds 100

C Client fraction 0.1

K Number of clients 100

E Number of training passes on a local dataset 
for each round 5

batch_size Batch size 10

LR Learning rate 0.01

Table 2 shows the parameters used for the CNN mod-
el. It uses 100 clients and 100 training rounds with a 
learning rate of 0.001 and a batch size of 10.

Table 3. Parameters of MLP along with their values

Parameter Description Value

rounds Number of training rounds 100

C Client fraction 0.1

K Number of clients 100

E Number of training passes on a local 
dataset for each round 5

batch_size Batch size 10

LR Learning rate 0.03

Table 3 shows the parameters used for the MLP mod-
el. It uses 100 clients and 100 training rounds with a 
learning rate of 0.03 and batch size 10. 

4.1.	 Data Visualization 

The dataset collected from [41] is used for experi-
ments. It is related to hand-written digits. It is widely 
used in machine learning for language modelling and 
other related applications. 

Fig. 2. An excerpt from training data

Fig. 3. An excerpt from test data

Fig. 2 shows an excerpt from training data while Fig-
ure 3 presents an excerpt from test data. The dataset 
is used for hand-written text recognition tasks with FL 
approach. 

4.2.	 Results of the CNN Model

Experimental results of FL with CNN model are pre-
sented in this section. It provides average loss dynam-
ics and accuracy of the CNN model for two dataset dis-
tributions namely D1 and D2.

Table 4. Average loss exhibited by CNN for D1

# Rounds Average Loss
Round 1 0.818

Round 10 0.04

Round 20 0.026

Round 30 0.02

Round 40 0.018

Round 50 0.014

Round 60 0.013

Round 70 0.013

Round 80 0.009

Round 90 0.008

Round 100 0.006

As presented in Table 4 the average loss exhibited by 
CNN in FL against different numbers of rounds is pro-
vided for D1.

As presented in Fig. 4, the average loss value exhib-
ited by CNN in FL is gradually decreases as the number 
of rounds is increased. At round 1 the average loss is 
exhibited as 0.818. The observation at round 10 is re-
duced to 0.04. When the number of rounds is increased 
to 50, the average loss value is 0.014. When the number 
of rounds reaches 100, the average loss observed is the 
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least with 0.006. These observations are recorded when 
D1 is used for experiments. Less average loss indicates 
better performance.

Fig. 4. Average loss of CNN in FL against number of 
rounds when D1 is used

Table 5. Average loss exhibited by CNN for D2

# Rounds Average Loss
Round 1 0.097

Round 10 0.021

Round 20 0.017

Round 30 0.008

Round 40 0.012

Round 50 0.007

Round 60 0.006

Round 70 0.006

Round 80 0.006

Round 90 0.006

Round 100 0.004

As presented in Table 5 the average loss exhibited by 
CNN in FL against different numbers of rounds is pro-
vided for D2.

As presented in Fig. 5, the average loss value exhib-
ited by CNN in FL gradually decreased as the number 
of rounds is increased. At round 1 the average loss is 
exhibited as 0.097. The observation at round 10 it is 
reduced to 0.021. When the number of rounds is in-

Fig. 5. Average loss of CNN in FL against number of 
rounds when D2 is used

creased to 50, the average loss value is 0.007. When the 
number of rounds reaches 100, the average loss ob-
served is the least with 0.0044. These observations are 
recorded when D2 is used for experiments.

Table 6. Performance of CNN with FL

Model & Dataset Accuracy (%)
CNN with D1 95.3856
CNN with D2 94.0512

As presented in Table 6, the performance of the CNN 
model with the two data distributions is provided in 
terms of accuracy achieved in hand-written digit rec-
ognition.

Fig. 6. Accuracy exhibited by CNN with FL when 
two data distributions are used

As presented in Fig. 6, the accuracy of CNN model in 
FL with two data distributions is compared. CNN model 
with D1 achieved better performance with 95.38% ac-
curacy. With D2, the CNN model in FL could achieve 
94.05% accuracy.

4.3.	 Results of MLP Model

Experimental results of FL with MLP model are pre-
sented in this section. It provides average loss dynam-
ics and accuracy of the MLP model for two dataset dis-
tributions namely D1 and D2.

Table 7. Average loss exhibited by MLP for D1

# Rounds Average Loss
Round 1 0.607

Round 10 0.059

Round 20 0.032

Round 30 0.026

Round 40 0.027

Round 50 0.017

Round 60 0.018

Round 70 0.013

Round 80 0.01

Round 90 0.013

Round 100 0.008
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As presented in Table 7 the average loss exhibited by 
MLP in FL against different numbers of rounds is pro-
vided for D1.

Fig. 7. Average loss of MLP in FL against number of 
rounds when D1 is used

As presented in Fig. 7, the average loss value exhib-
ited by MLP in FL is gradually decreased as the num-
ber of rounds is increased. At round 1 the average 
loss is exhibited as 0.607. The observation at round 10 
it is reduced to 0.059. When the number of rounds is 
increased to 50, the average loss value is 0.017. When 
the number of rounds reaches 100, the average loss ob-
served is the least with 0.008. These observations are 
recorded when D1 is used for experiments. Less aver-
age loss indicates better performance.

Table 8. Average loss exhibited by MLP for D2

# Rounds Average Loss
Round 1 0.125

Round 10 0.022

Round 20 0.013

Round 30 0.011

Round 40 0.014

Round 50 0.005

Round 60 0.008

Round 70 0.004

Round 80 0.012

Round 90 0.006

Round 100 0.008

As presented in Table 8 the average loss exhibited by 
MLP in FL against different numbers of rounds is pro-
vided for D2.

As presented in Fig. 8, the average loss value exhib-
ited by MLP in FL is gradually decreased as the num-
ber of rounds is increased. At round 1 the average 
loss is exhibited as 0.125. The observation at round 10 
it is reduced to 0.022. When the number of rounds is 
increased to 50, the average loss value is 0.005. When 
the number of rounds reaches 100, the average loss ob-
served is the least with 0.008. These observations are 
recorded when D2 is used for experiments.

Fig. 8. Average loss of MLP in FL against number of 
rounds when D2 is used

Table 9. Performance of MLP with FL

Model & Dataset Accuracy (%)
MLP with D1 93.3216

MLP with D2 90.4032

As presented in Table 9, the performance of the MLP 
model with the two data distributions is provided in 
terms of accuracy achieved in hand-written digit rec-
ognition.

Fig. 9. Accuracy exhibited by MLP with FL when 
two data distributions are used

As presented in Fig. 9, the accuracy of the CNN 
model in FL with two data distributions is compared. 
MLP model with D1 achieved better performance with 
93.32% accuracy. With D2, the MLP model in FL could 
achieve 90.40% accuracy. 

4.4.	 Performance Comparison 

The performance of MLP and CNN models in FL is 
evaluated in terms of accuracy. The observations are 
made in this section with two data distributions.

As presented in Table 10, a performance comparison 
between MLP and CNN in FL is made in terms of accu-
racy in handwritten digit recognition.



Table 10. Performance comparison between MLP 
and CNN in FL

Model & Dataset Accuracy (%)
MLP with D2 90.4032

MLP with D1 93.3216

CNN with D2 94.0512

CNN with D1 95.3856

Fig. 10. Accuracy exhibited by MLP and CNN with 
FL when two data distributions are used

As presented in Fig. 10, the two models such as MLP 
and CNN are used in FL with two data distributions. The 
accuracy of MLP with D2 is 90.40%, MLP with D1 93.32%, 
CNN with D2 94.05% and CNN with D1 95.38%. Highest 
accuracy achieved by the CNN model with D2 is 95.38%.

Table 11. Performance comparison  
with state-of-the-art

FL Model Accuracy (%)
Chen et al. [42] 93.2145

Ng et al. [43] 93.4231

FA-PLP (Proposed) 95.3856

Our results are compared with state-of-the-art meth-
ods such as Chen et al. [42] and Ng et al. [43] as pre-
sented in Table 11.

Fig. 11. Performance comparison of FL models

The performance of the proposed model named FA-
PLP is compared against existing models. The results 
revealed that FP-PLP outperforms other models in 
terms of accuracy with 95.3866%.

5.	 CONCLUSION AND FUTURE WORK

In this paper, we not only implement an FL frame-
work but propose a methodology for preventing pri-
vacy leakage while realizing machine learning-based 
automatic hand-written digit recognition. Our frame-
work supports the FL of deep networks where models 
trained locally are averaged. Two models Convolutional 
Neural Network (CNN) and Multilayer Perceptron (MLP) 
are implemented with FL.  We proposed an algorithm, 
Federated Averaging with Privacy Leakage Prevention 
(FA-PLP), for model averaging to be done by the server. 
Our algorithm exploits differential privacy (DP) for re-
alizing model averaging while getting rid of chances 
of privacy leakage. We evaluated our framework with 
two distributions of the MNIST dataset. Our empirical 
results revealed that FA-PLP outperforms existing FL 
techniques in terms of communication cost, accuracy 
and privacy leakage prevention. Our framework with 
the CNN model could achieve the highest accuracy of 
95.38%. In future, we intend to improve our framework 
further by considering the security concerns of FL as 
well. We also elaborate on different privacy attack sce-
narios and system behaviours in our future research.
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A Mighty Image Retrieval Descriptor Based on 
Machine Learning and  Gaussian Derivative Filter
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Abstract – The development of new image descriptor  has always been an important topic to improve the efficiency of content-
based image classification and retrieval. Improvements and developments in machine learning and deep learning algorithms as 
well as artificial intelligence algorithms are widely used by researchers to obtain effective CBIR descriptors. In our article, we will 
present a robust image descriptor, extended by machine learning and deep learning algorithms. The descriptor is provided through 
a Gaussian derivative filter scaffold named GDF-HOG with an enhanced convolutional neural network (CNN) AlexNet, to reduce the 
dimensions we used the principal component analysis algorithm. The experimental results were carried out on Oliva and Torralba, 
Caltech-101, Wang and Coil100 datasets. Experiments show that the accuracy of the proposed method is 98.23% for Coil-100%, 
95.92% for Corel-1000, value 87.17 and 94.6% for Oliva and Torralba. In comparison our results with other descriptor image classifiers 
show that they achieved accuracy increases of 0.12% on average and up to 3.23%. These experimental results affirm the advantage 
of the proposed descriptor over existing systems based in terms of average accuracy. the proposed descriptor improves the precision, 
and also reduces the complexity of the calculation.

Keywords:	 Federated Learning, Machine Learning, Deep Learning, Privacy, Collaborative Machine Learning

1.		 INTRODUCTION

Nowadays, the amount of digital images in the form 
of personalized and corporate collections has increased 
enormously thanks to the widespread and easy use of 
the Internet and the enormous use of audiovisual data 
in digital format for communications. Hence, there is a 
increasing demand for powerful image indexing and 
retrieval in an automatic way. Nevertheless, with such 
use and availability of images, the solutions based on 
textual images (grace of keywords) become impassable 
and inappropriate for indexing and retrieving images. To 
overcome this problem content-based image retrieval 
(CBIR) has become a great research interest among re-

search communities [1,2,3]. Content-based image index-
ing and search discriptors generate considerable image 
representations by considering the visual features of 
images, i.e. salient points ,texture and shape [4-14] , It 
brings similar images using distance as a semantic re-
sult. The audacious increase in image descriptors has 
been an active field of research and will help to increase 
the performance vast actions in computer vision. vari-
ous systems such as cale-invariant feature transform 
(SIFT) [15], speeded up robust features (SURF) [16] ,co-
occurrence matrix (GLCM) [45] , local binary patterns 
(LBP) [17] , GIST algorithms were used for CBIR systems 
[18]. Such hand-crafted feature generation algorithms 
are still used in Machine Learning  [19–22].  Each of these 
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descriptors has abnormalities, such as a large capacity of 
the feature vector , is that it cannot describe the char-
acteristics of textures efficiently and distinctively and is 
mathematically weak and sensitive to noise. In this ar-
ticle we propose an efficient image descriptor to over-
come these problems. This descriptor is created by com-
bining Gaussian derivative filters named GDF-HOG more 
AlexNet CNN Enhanced. Also , for dimensional reduction 
. Principal Component Analysis (PCA) was applied. De-
tailed experimental analysis is performed using preci-
sion and recall on four datasets : Coil100, Corel1000, 
OT and FP datasets. The remainder of this article  is put 
away as pursuant.  Related works in the field of CBIR 
are presented in section 2. For section 3 we will pres-
ent and discuss the proposed system. In section 4, the 
experimental results are reported, these results are 
compared to the experimental results existing systems 
in section 5. Finally, the conclusion and future perspec-
tives are presented in section 6.

2.	 RELATED WORK

Simulation The deepening of automated CBIR sys-
tems has been an attractive field of study owing to its 
wide range of application in critical fields such as space 
imagery, bioinformatics, medical imaging, online sur-
veillance and security. interior, etc.

There are many CBIR approaches described in the 
literature [23-28]. have been published until today to 
converge on the problem of image indexing and image 
retrieval descriptors in a more efficient and faster way. 
in general, the early work of CBIR applied to a single 
collection of features among the various features. Usu-
ally, it is difficult to obtain acceptable recovery results 
by applying only one characteristic.  This is the reason 
why several scientists have employed a conjunction 
of systems to state new ones in order to speed up the 
performance and to consecrate it for astonishing cases 
[29]. Some of them are represented as follows: 

In the work of [30] proposed a method in which uses 
Gaussian derivative filters named GDF-HOG a novel ex-
tension in which the local texture patterns are subject-
ed to further treatment and then computed in Gauss-
ian derivative filters way.  In [31] showed a virtual so-
lution for recovering semantically similar images from 
large image databases with respect to any solicitation 
image. to reduce discrepancy between low-level and 
high-level attributes. Genetic algorithms and support 
vector machines are used In [32], three image attribute   
s have been suggested for sovereign automatic over-
lay of images. To distill the color feature the color co-
occurrence matrix (CCM) was used, while the difference 
between the scanning pattern pixels (DBPSP) is used 
for the texture features.

In the work of [33], a method based on the mixture 
of features extracted from two networks used for face 
discovery has been proposed. In works, the mixture of 
convolutional and system neural networks is used to 

The choice   AlexNet CNN, HOG, GDF and PCA in this 
research  due to some reasons. These reasons are de-
scribed as follow:

realize a new image system. In [34], propose a system 
due to which the features of the image are compiled 
using SURF systems with HOG, the features of two de-
scriptors are plenipotentiaries to convolutional spaces 
and feature vectors of measures 1 × 2016 and 1 × 1024 
are created. The performances of these algorithms 
have exposed that they are efficient systems for the ex-
ploration of categories, the main problem found is the 
unequal dimension. In this paper, we propose a new al-
gorithm to solve this unequal dimension problem.

3.	 PROPOSED METHOD

Our proposed method is graphically illustrated as 
Fig. 1. Overall, the proposed framework consists of four 
parts, in the first step the images are studied and scaled 
to 227 × 227 × 3 using MATLAB's bicubic intercalation. 
Then all images are sent to an in-depth feature extrac-
tor (an enriched AlexNet CNN) and crafting systems 
such as HOG. First, the enriched CNN AlexNet hosted 
the images and explored its models, and finally sug-
gested a feature vector of dimension 1 × 64 [33]. On the 
other hand, we use GDF-HOG an extension in which 
the local texture patterns are subjected to a comple-
mentary emolument then calculated in the manner of 
Gaussian derivative filters [30], thereafter, we use the 
PCA algorithm at the end to reduce the dimensions of 
the characteristics given by GDF -HOG Descriptor and 
also we use in order to match the dimension  by GDF-
HOG  descriptor with deep feature vector . To finish, the 
deep aspect vector and the GDF-HOG-PCA descriptor 
essential vector are combined to have an efficient im-
age system.

Fig. 1. Proposed Final Image Descriptor
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The PCA algorithm is a means of vector downscaling 
that is commonly practiced to reduce the size of large 
data sets, by metamorphosing large sets of elements 
into sets with fewer elements without changing most 
of the information in the data set. data set. big set. we 
have exploited the PCA algorithm for different argu-
ments, for example the reduction of the computation 
volume and the learning times, the simplification of the 
models, etc. [34].

The CNN Alexnet includes 25 layers, in order to cre-
ate an Alexnet -improved, three last layers (23rd, 24th 
and 25th layers) of Alexnet CNN have been eliminated 
but other layers (22 layers - from the 1st to the 22nd) 
are transferred. Then, at the end of the Alexnet CNN 
diapers transferred, a fully connected layer (FC)  from 
dimension1*64 was added [54].

The AlexNet CNN not only reduces the number of 
parameters and the proportion of full connection layer 
parameters, but also improves the automatic detection 
of interesting and super-scale features to the exclusion 
of human control [33].

The basic concepts of the Histogram of Oriented 
Gradients  (HOG) are the regional characteristics and 
mode of the objects, which experience the marked 
by the assignment of local intensity gradients or edge 
administrations [35]. The orientations of the gradients 
are robust to all lighting variations, since the training 
histogram gives rotation invariance. the window-based 
HOG algorithm concerted locally to a stale point of in-
terest. The advantage of this algorithm is that it ends 
up with local cells that are invariant to the geometric 
and photometric change, to the derogation of the ori-
entation of the object [36,37].

The GDF algorithm yields amplification in which lo-
cal texture patterns are kneed to additional processing 
after computed in the form of Gaussian derivative fil-
ters. He practiced the algorithm of Gaussian derivative 
filters to draw and catalog texture images, even if the 
dimensions of the image modify because the absolute 
state of the form does not modify. The first and second 
Gaussian derivative filters can be rotated at any angle 
by linear combination of two basis filters [38]. Gradient 
calculation which is calculated via Gaussian function 
and two-dimensional convolution gives more over-
whelming texture and intensity factors than conven-
tional gradient. Thus, Gaussian derivative filters are 
usually a suitable exemplar for extracting fundamental 
properties from texture pretexts.

4.	  EXPERIMENTAL RESULTS AND SIMULATION 

In the experimental part the proposed system was 
implemented on the Anaconda software for an envi-
ronment of Python, a computer system with 8 GB 1600 
MHZ DDR RAM , Intl HD Graphics 5000 15366Mo graph-
ics ,processor IntelCore i5,1.40 GHz central processor. 
accomplishment of exfiltration  does not depend exclu-
sively on a skilful description of the characteristics, but 

also on effective measures of similarity. In our experi-
ments, we have used the measures of similarity mainly 
the overriding ones, including square chord distance 
for classification [39], extended Canberra distance [40], 
Euclidean distance has also been used [41,42] . In this 
paper, a detailed experimental analysis is performed 
using average mean precision (mAP) and recall criteria 
to quantify the proposed descriptor for archiving and 
CBIR [43] on four datasets: Coil100, Corel -1000, FP (Cat-
ech101) and OT. For our experiments, reducing image 
to size 227*227is grown by resizing the MATLAB load 
employing bicubic interpolation. 

In this study, we estimate the achievements of the 
various basic steps and their absorption of function-
alities, as appropriate in paragraph 4.2, on four most 
used datasets: COIL-100  [44], Corel-1000 (Wang) [48], 
FP (Catlech-101) [46] and OT [47]. The amounts of im-
ages on board these datasets are 7200, 10000, 380 and 
2688 respectively. Each dataset contains color images 
that represent various features. These datasets are de-
picted in detail below:

COIL-100 is a database [44] of 100 uses of color im-
ages. Objects were placed on a motorized turntable 
against a dark background and images were taken at 
internal exposures of 5 degrees. This dataset was used 
in a real-time 100-use recognition system in which a 
sensor in the system could identify the object and dis-
play its angular pose. There are 7,200 images of 100 ob-
jects. Each object was rotated 360 degrees to vary the 
pose of the object against a stationary color camera. 
Images of the objects were taken at 5 degree exposure 
intervals. This corresponds to 72 exposures per object. 
These images were then normalized in size. Objects 
have a wide variety of complex geometric characteris-
tics and reflectance.

Corel-1000 (Wang) is an image dataset containing 
1000 of the Corel photo gallery [48] with ground truth. 
the images are collected in ten groups just like (Africa, 
beach, monuments, buses, dinosaurs, elephants, flow-
ers, horses, mountains and food), there are 100 images 
of size 256x384 or 384x256 for each group. The images 
of the same group are admired as similar images. The 
images are subdivided into ten groups so that it is al-
most certain that a user will want to find the other im-
ages in a group if the query comes from one of these 
ten groups.

The FP(Caltech-101) [46] dataset is a widely used 
dataset for object identification missions, it includes 
almost 9,000 images of 101 classes of objects (e.g., "he-
licopter", " elephant" and "chair", etc.) and a background 
class that dominate images that are not part of the 
101 object classes. For each category of objects, there 
are around 40 to 800 images, while most classes have 
around 50 images. images are 300×200 pixel dimen-
sions.. The categories were chosen to reflect a variety 
of real-world objects, and the images themselves were 
carefully selected and annotated to provide a challeng-
ing benchmark for object recognition algorithms.
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The Oliva & Torralba (OT) dataset globally includes 
2,688 color images [47]. The dataset has eight classes, 
namely coast, forest, mountain, countryside, highway, 
inner city, high-rise building and street. These images 
are of JPG types with a dimension of 265 × 265 pixels.

4.1.	 Effect of distance measurements 
	on  the simulation and evaluation 
	of  the proposed system for image 
	retrie val

In this paragraph, we demonstrate that the perfor-
mance of the proposed descriptor on the four datasets 
with six different measures of similarity has been evalu-
ated and compared to the best existing similar meth-
ods. for image classification [43]. In these experiments, 
we randomly selected 10 images of any class as search 
images. Mean values of precision and recall are shown 
for N = 10. The value N = 10 is taken because later in Ta-
ble 5 we will compare our results with other methods.

4.1.1.	Proposed system performance on the  
	 COIL-100 dataset for the CBIR

The performance of the proposed descriptor on the 
COIL-100 dataset and for the six distance offerings for 
CBIR has been proven in Table 1. It is observed from 
Table 1, that the best mAP and the best average recall 
for recovery. Ten vertices are collected for the square 
chord distance which is 98.75%, followed by the ex-
tended Canberra distance measurement which gives 
a value of 98.26% for accuracy. The accuracy value 
achieved using Euclidean distance is 97.32%. The dis-
tance with a value of 92.53%. For all relative images, the 
best mAP and best average recall are achieved for the 
square chord distance which is 92.15%, followed by the 
extended Canberra distance measurement which gives 
a value of 91.71%, for the Euclidean distance measure 
which gives a value of 90.84. %.

Table1. Performance of proposed approach on 
Coil100 dataset  on Mean Average Precision

Distance metrics
Proposed method

10-top (mAP) All relative (mAP)
Square Chord 98.75 93.34

Euclidean Distance 97.32 91.84

Extended Canberra 98.26 92.71

L1 93.53 88.64

L2 92.53 87.39

X2 96.8 90.18

4.1.2.	Proposed system performance on the Wang 
	 dataset for the CBIR

The performance of the proposed descriptor on the 
Wang dataset and for the different distance measures 
are represented in Table 2. According to this table, the 
average mAP and recall using the square chord distance 
for the search of the top ten are 96.39% and for all similar 
images they are 92.15% for extended Canberra distance 
the mAP and mean Recall which is 96.16% for 10-top 

retrieval  and 91.93% for all relative images. we observe 
for the euclidean distance that the mAP and mean Re-
call which is 95.9% for 10-top retrieval  and 91.69% for 
all relative images. For the other distances the average 
mAP and Recall for the recovery of the top 10 relative im-
ages for the distance of X2, L1 and L2 is 91.8%, 91.5% and 
90.1% respectively, and for the recovery of all the relative 
images is 87%  for X2 , 85.5% for L2 and 86% for L1.

Table 2. Performance of proposed approach on 
Wang dataset on Mean Average Precision

Distance metrics
Proposed method

10-top (mAP) All relative (mAP)
Square Chord 96.39 92.15

Euclidean Distance 95.9 91.69

Extended Canberra 96.16 91.93

L1 91.53 86.21

L2 90.1 85.48

X2 91.80 87.14

4.1.3.	Proposed system performance on the 
	 Caltech-101 dataset for the CBIR 

For OT(Caltech-101) dataset the visual results of pro-
posed system  for the various similarity measures are 
depicted in Table 3. According to Table 3, it can be con-
cluded  for top ten image retrieval that, the best mean 
average precision (mAP) is provides for the square-chord 
distance which is 95.18%, followed by the euclidean dis-
tance measure which yields a value of 94.23% for preci-
sion. The precision value provides by using extended Can-
berra is 94.29%. followed by the L1 distance for which this 
values is 89.05% which is superior than the performance 
provides by L2 distance measure with a value the 88.53% 
,which is slightly lower than the performance provides by 
X2 which is 89.36%. When we look for the overall results, 
the square-chord distance measure provides best results 
which is 89.15%. The second best result for the euclidean 
distance measure which is 86.24%, The mean average pre-
cision (mAP)  values for the extended Canberra distance , 
L1, L2 and for X2 distance are 88.56% , 84.46% , 82.7% and 
84.52%, respectively.

Table 3. Performance of proposed approach on FP 
(Caltech101) dataset on Mean Average Precision

Distance metrics
Proposed method

10-top (mAP) All relative (mAP)
Square Chord 95.18 89.15

Euclidean Distance 94.23 86.24

Extended Canberra 94.29 88.56

L1 89.05 84.46

L2 88.53 82.7

X2 89.36 84.52

4.1.4.	Proposed system performance on the Oliva 
	 and Torralba (OT) dataset for the CBIR

The average mean precision (mAP) using the dif-
ferent methods on the Oliva and Torralba (OT) data-
sets are marked in Table 4. respectively. The qualita-
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tive propensity of these performances is similarly the 
same as that found for the COIL-100, Corel-1000 and FP 
(Caltech-101) datasets.

 The proposed system produces an excellent collection 
balance for the square-chord distance for 10-top retriev-
al which is 90.3% and for all relative images are 85.92%, 
followed by the extended Canberra distance measure 
which yields a value of 88.37% for 10-top retrieval and 
84.02% for all relative images , in third place the euclid-
ean distance measure which yields a value of 87.56% for 
10-top retrieval and which yields 87.56% for all relative 
images. The L1 distance measure and L2 distance mea-
sure provides mean average precision results which is 
82.68% and 81.19% for 10-top retrieval   which is slightly 
lower than the results acquired by X2 distance measure 
which is 86.14% for 10-top retrieva. For all relative im-
ages the L1 distance measure, L2 distance measure and 
X2 distance measure provides mean average precision 
results which is 79.48%, 78.47% and 80.26% respectively.

Table 4. Performance of proposed approach on Oliva 
and Torralba (OT) dataset on Mean Average Precision

Distance metrics
Proposed method

10-top (mAP) All relative (mAP)
Square Chord 90.3 85.92

Euclidean Distance 87.56 83.62

Extended Canberra 88.37 84.02

L1 82.68 79.48

L2 81.19 78.47

X2 86.14 80.26

4.2.	 The proposed approach’s  
	m AP-Mean recall Curves for 
	s quare-chord distance

We will illustrate the proposed descriptor map aver-
aged recall figures for square chord distance and for 
ten vertex retrieval across the four databases for CBIR 
Coil-100, Corel-1000, FP, and OT. In figure 2, the power 
of the proposed descriptor is noted on the Coil-100 da-
taset. In proportion to this figure, the average mAP and 
recall are 96.02%. The proposed descriptor power on 
the Corel-1000 dataset is expressed in Fig. 3. Accord-
ing to this figure, the average mAP and recall for the 
recovery of ten peaks is 93.91%. For the FP dataset, the 
power of the proposed descriptor is demonstrated in 
Fig. 4. Based on this figure, the mean mAP and recall 
are shown as 86.86%. In Fig. 5, the proposed descriptor 
power is shown on the OT dataset. According to this 
graph, the average mAP and recall is 96.02%. Consider-
ing the result of the four graphs. We can conclude that 
the proposed methodology perfectly recovers many 
relevant images with a very high rate on different im-
age datasets. The proposed descriptor graph fruits for 
the CBIR on the four image datasets are shown in Figs. 
6, 7, 8. For each dataset, an image is randomly named 
and content-based image trapping is performed. At 
the end, the ten images most similar to the requested 
image are collected and displayed.

Fig. 2. Average Descriptor Accuracy Rate Curve on 
the Coil-100 Dataset

Fig. 3. Average Descriptor Accuracy Rate Curve on 
the Wang Dataset

Fig. 4. Average Descriptor Accuracy Rate Curve on the 
Coil-100 Dataset method for FP (Caltech-101) dataset

Fig. 5. Average Descriptor Accuracy Rate Curve on 
the Oliva and Torralba(OT) Dataset
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According to Figs. 6, 7, 8, it can be said that in more 
cases, the images most similar to the query image were 
retrieved and placed in the first position, which is the 
goal of an effective CBIR system.

Fig. 6. Examples of the proposed descriptor visual 
results on the Wang dataset

Fig. 7. Examples of the proposed descriptor visual 
results on the FP dataset

Fig. 8. Examples of the proposed descriptor visual 
results on the.Coil-100 dataset

4.3.	 Comparison  results of various 
	approaches

In this part, the descriptor efficiencies proposed us-
ing the Coil100, Wang, OT and FP databases were esti-
mated and evaluated with other descriptors for CBIR. 
In this regard, the technique is compared to [33, 49, 50, 
51, 52, 53]. All the experiments below were carried out 
under the same conditions. the reason for our choice 
to compare with these discriptors is that these systems 

declare their balance sheets on the same databases and 
that they also use the Euclidean distance measure. The 
average mean precision values (mAP) are presented in 
Table 5. The performance of the proposed descriptor in 
terms of ranking compared to the other available de-
scriptors is proven. From this table, it is concluded that 
the proposed descriptor has a higher accuracy com-
pared to other existing descriptors.

For the Coil-100 dataset, our proposed method give 
higher recovery performance for which the average ac-
curacy is 98.23%. The results obtained from the aver-
age precision for approach [53] and for approach [51] 
are respectively 81% and 95%.

For the Corel-1000 dataset, the results show that the 
proposed system is more efficient in terms of average 
precision than the other systems, with the average pre-
cision obtained being 95.92%. The mAP values obtained 
for the other approaches are 91.87% for the AlexNet 
CNN[49] approach, 80.61%, 95.80%, 66.5% and 73.27% 
respectively for the HOG + SURF approaches [50], [53], 
[51] and [03]. On the FP dataset (Caltech-101) also re-
flect a trend similar to that obtained for the Wang and 
Corel-1000 datasets. The average accuracies obtained by 
the different approaches in the FP dataset (Caltech-101) 
are respectively 87.17%, 81.80%, 86.86% and 76.39% for 
the proposed approach, [33], [49] and [52]. For the OT 
(Oliva and Torralba) dataset, again, the proposed meth-
od gives the best result with a value of 94.6%.

According to the results, one can easily monitor that 
the proposed method has the highest mAP-average 
rate. Therefore, it can be concluded that the proposed 
method is an operational method for image classifica-
tion and retrieval.

Table 5. Comparison the proposed method with 
other standard retrieval systems in datasets for CBIR

Coil-100 Corel-1000 Caltech-101 Oliva and 
Torralba

Proposed 
method 98.23 95.92 87.17 94.6

AlexNet CNN 
[49] ………. 91.87 81.80 92.30

HOG + SURF [50] ………. 80.61 ………. ……….

AlexNet+ HOG 
[33] ………. 95.80 86.86 93.91

Co-occurance 
matrix[52] ………. ………. 76.39 78.83

H.Color + 
2D.F.C.G [53] 81 66.5 ……… …………

2-D histogram + 
S.M+ GLCM [51] 95 73.27 ……… …………

5.	 CONCLUSION

In this study, we investigated the performance of a 
high-performance image overlay descriptor. The pro-
posed descriptor was created using a combination 
of Gaussian derivative filters named GDF-HOG with 
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an improved AlexNet convolutional neural network 
(CNN), principal component analysis (PCA) algorithm 
was used for dimension reduction. In the present anal-
ysis, it is observed that the proposed descriptor gives 
analog image retrieval results to current descriptors 
similar to the proposed one. we even analyzed differ-
ent distances from the similarity measurements, which 
gives very high results for our descriptor and we also 
monitor that the square chord distance measurement 
gives excellent results on the Coil100 we obtained an 
average score of 98.23%, on Wang we obtained an av-
erage score of 95.92%, on Caltech-101 we obtained an 
average score of 87.17% and on Oliva and Torralba (OT) 
we obtained an average score of 94 .6%. which exceeds 
between 0.12% and 3.3% other descriptors . The design 
and explanation of computer-aided diagnosis (CAD) 
systems has currently become a priority that research-
ers have focused on. In these systems, data descriptors 
play an essential function. For our future research, we 
will study the extension of the proposed descriptor on 
the CAD system, and we can also use other new power-
ful convolutional neural networks.
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Abstract – In cellular networks, with the increase in demand, designing a base station (BS) with less energy consumption remains a 
challenge for researchers. Also, in a heterogeneous network that is dense in nature, the distribution of numerous small BS has become 
a challenging issue in terms of expanding the cost of energy. In this paper, we investigate an optimized nature-based cluster sleep 
technique for reducing the power consumption in the BS as well as the interference in the network. The small BS are grouped along with 
the interference, which is assumed to be the cluster, which is quite large, where the fire fly (FF) algorithm is applied to frame the sleep 
technique for the small BS. These FF algorithms, which are based on fire fly attractiveness behavior, improve connectivity among the 
base stations in an energy-efficient way. The outcomes reveal that the projected sleep technique with the FF algorithm reduces the power 
consumed by the BS and also gives satisfactory performance for mobile users. The results were compared with the other techniques, such 
as BS conventional sleep mode and BS sleep mode with LEACH. The proposed method outperformed the other techniques. 

Keywords:	 Firefly algorithm, Base station, sleeps technique, power consumption, and heterogeneous network

1.		 INTRODUCTION

In cellular networks, reducing energy consumption is 
a challenging topic of interest and is beneficial for both 
telecommunication operators and the global environ-
ment [1]. Also, in recent years, there has been a tre-
mendous increase in the usage of mobile data, which 
is predominantly determined by smart phones, which 
offer user-friendly internet access and a variety of mul-
timedia applications. On the whole, information and 
communication technology (ICT) is accountable for 
about 2% of CO2 emissions globally, and it will reach 
4% in 2021 [1]. The conventional BSs have not been 
able to offer quality of service (QOS) to mobile users. 
According to the 2012 census, there were nearly 5.8 
million conventional BSs worldwide, and it was expect-
ed to be more than 10 million in 2020 [2]. As of now, 
the global number of small BS (SBS) has now exceeded 

the conventional numbers. Thus, the increase in ener-
gy demand over the past few years has given way to 
green communication in cellular networks. And it is a 
well-known fact that the cellular network BS is the one 
that consumes two-thirds of the energy consumed by 
the whole radio access network. Consequently, reduc-
ing the energy utilized by the BS has become the main 
topic of research.

Energy-efficient BS can be achieved from many per-
spectives, like using energy-efficient power amplifiers, 
making use of renewable resources, and also deploying 
relays and small BSs. Cell zooming can also be used to 
reduce the energy consumption of BS. In practice, cell 
zooming reduces the number of active BS when there 
is low traffic. At the point when few BSs are switched 
off, the remaining active BSs tend to zoom out for an 
uninterrupted quality of service (QOS). It is necessary 
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to control the transmission power of the cellular net-
work, as 50–60% of total energy is consumed by the 
processing circuit and cooling system when the BS is in 
a working state [3]. According to the data set presented 
in [4], the data traffic during the day is much larger than 
the data traffic at night. And also, it slightly varies from 
normal work days to the end of the week. As discussed, 
earlier SBS can be maintained and deployed easily as 
compared to conventional ones, which also require low 
transmission power. Of the advantages stated above, 
these SBS form a heterogeneous network (HNET) along 
with the macro-BS (MBS). Basically, the main idea be-
hind SBS is to reduce the heavy load encountered by 
MBS for a better QOS. But on the other side, due to the 
large number of SBS, the newly formed HNET experi-
enced severe interference in terms of both cross-tier 
interference and co-tier interference [5].

The source of intrusion is the variance in power 
among the nodes due to the deployment of cells, 
which are not planned beforehand as they can be 
switched on and off at any time or moved anywhere. 
These interferences may greatly reduce the HNET's 
functioning. Further, more severe interference leads 
to radio link failure in mobile equipment (ME), and 
due to unreliable control channels, the user might 
not continue to use the existing service or be unable 
to request a new service. To avoid all these problems, 
inter-cell interference coordination can be used for its 
proper operation. FF is a bio-roused method that has 
been utilized for settling nonlinear optimization issues. 
It depends on perceptions from the social bug settle-
ments, where every person (for example, a firefly spar-
kling through bioluminescence) seems to work for its 
own advantage, but then the gathering in general per-
forms to be profoundly coordinated [6]. FF algorithm 
firefly's brightness relies upon the fitness work. The ob-
jective of the FF is to achieve effective self-coordination 
among BSs. Fitness esteem chooses the brightness of 
the BS; henceforth, the fireflies with lesser fitness es-
teem move towards more prominent fitness esteem. 
BSs are considered haphazardly conveyed fireflies [7]. 
In [8], the constraint of firefly measurement is repealed 
by utilizing the hybrid approach of particle swarm op-
timization (PSO) and firefly measurement, which incor-
porates the usefulness of PSO in firefly measurement 
and, additionally, works on the conduct of fireflies en-
gaged in the search for a better solution.

In [9], the author sets up a cluster for BS using the 
FF algorithm that minimizes the cost function. The ob-
jective of the FF algorithm is to observe the particle 
position of those outcomes for the best assessment of 
guaranteed fitness function. At the point when groups 
are framed with the FF algorithm, all bunch hubs initi-
ate the transmission of information to their individual 
group heads. Group heads gather information from 
hubs and move to the base station for less energy uti-
lization [10]. The author in [11] has suggested a meth-
od for energy-efficient clustering where they start by 

producing the irregular population of n fireflies. Every 
particle computes its light force (fitness). Without fail, 
all fireflies are arranged by request, diminishing as in-
dicated by their fitness and view as the best one. Later, 
with a pairwise correlation of the light power, the fire-
fly with less light pushes toward a more splendid one. 
This development relies on the distance between two 
fireflies. During the process, the best-up-to this point 
arrangement is refreshed until terminal measures are 
fulfilled. Firefly measurement is by all accounts an ide-
al improvement apparatus peculiarity because of the 
impact of the allure work, which is exceptional to the 
FF conduct [12]. Firefly doesn't retain or recollect any 
set of experiences of better circumstances, and they 
may wind up missing their circumstances [13]. Energy 
consumption of the node is estimated on the premise 
of transmission. The energy examination additionally 
demonstrates that the energy consumed-through cor-
relation among LEACH, direct transmission, and the 
fast firefly algorithm performs better-through-less en-
ergy [14].

The Python implementation of the framework is used 
to assess its performance using real-world network 
construction datasets from a 5G operator. Through 
thorough simulations, the benefits given by net-
work slicing are studied in terms of the attained data 
rates for V2X, blocking likelihood, and handover ratio 
through various mixtures of traffic types. The findings 
showed that when network traffic load in a region of 
interest and end users' quality of service are taken into 
consideration, appropriate resource splitting is crucial 
for slicing across V2X and other varieties of services.

This paper deals with the sleep mode technique used 
to reduce BS power consumption by the FF algorithm 
used to formulate the sleep technique. Interference is 
reduced by the FF algorithm, and the proposed FF algo-
rithm optimizes the power consumed by the base sta-
tion. The remainder of the paper is structured as follows: 
In Section II, the proposed model and general problem 
are discussed. Section III discusses the FF algorithm to 
formulate the sleep technique, and interference reduc-
tion is discussed. Section IV demonstrates the perfor-
mance and simulation results of the proposed algo-
rithm. Section V deals with the conclusion of the paper.

2.	 5G SMALL CELL NETWORK MODEL 

Let us consider a downlink model from the above 
fig. 1 of a HNET. In this model, each tier is considered a 
cellular network, with macro and small BS having their 
own prescribed radius. The mobile equipment that 
connects the concerned BS is named macro mobile 
equipment (MME) and small mobile equipment (SME). 
In Fig. 1, it is assumed that the mobile equipment is dis-
tributed uniformly, and each mobile equipment is as-
sociated with SBS and MBS. The whole frequency band 
is shared by both MBS and SBS, which are in dissimilar 
clusters. The bandwidth of the system is given by Bs, 
and the frequency reuse factor is one for the system.
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Fig. 1. Small cell and macro cell network model in 
5G systems

The transmission power of SBS b, and MBS m is given 
by Pb and Pm respectively. The path loss between mo-
bile equipment and BS for HNET outdoor network is 
given by the equation,

PL =C + 10 log 10 (Rƞ) + Sr (1)

where, PL is path loss between mobile equipment 
and BS, R is distance amid BS and mobile equipment, 
ƞ is the path loss component and Sr deals with random 
shadowing and it is zero mean random variable. After 
measuring the path loss channel gain is measured by

Cg = 10-P
L/10(2). Where PL is the value of path loss. 

Next step is to determine the signal to interference and 
noise ratio (SINR). In general, SINR is measured for typi-
cal mobile user w.r.t BS y is given by

(2)

where, Np is the noise power which is a constant, Tp is 
total received power from the whole network and is 
given by Tp= ∑yϵφWy /Plf (y) where φ is related to pois-
son point process where Wy is assumed as {Wy}yϵφ and 
is given by a collection of random variables which are 
identically and independently distributed.

The path loss function Plf is given by

Plf (|y|) = (C|y|)α with the constants C>0 and α>2 (3)

In this proposed method SINR is given for ME e that 
connects to SBS d as

(4)

Here Pd,e is transmission power of SBS d with ME e , 
Cgd,e is the channel gain between ME e and SBS d, Pm,e is 
transmission power of MBS m when is related with Me 
e. similarly Cg m,e is the channel gain of MBS m and ME e. 
Pb,e is the transmission power of SBS b when is related 
with ME e. similarly Cg m,e is the channel gain amid SBS b 
and ME e. N denotes the number of MBS and N denotes 

the number of SBS (N=6). Np is the noise power of the 
network and qb,e =1 implies the connection between 
ME e and SBS b.

Similarly, the SINR for MBS m w.r t ME t is given by,

(5)

3.	 POWER MANAGEMENT MODEL FOR 5G 
SYSTEMS 

Basically, the power consumed by a base station de-
pends on two types of power consumption. One is the 
dynamic power, and the other is the static power. Static 
power consumption at the base station is active even if 
there is no connection from users. On the other hand, a 
dynamic base station is a function of load or traffic [14]. 
The power consumption of SBS is given by

(6)

where, Pb,e is the transmission power of SBS when it is 
related with ME e, α is a constant which is allied with 
usage of data traffic. PSBS is the SBS transmission pow-
er. Pam denotes the power consumed by SBS in active 
mode which is static in nature. This Pam is independent 
of the transmission power. Pam is the power consump-
tion of SBS in sleeping mode. The small cell base sta-
tion components are shown in Fig. 2.

Fig. 2. Small cell base station components

4.	 FF ALGORITHM FOR SLEEP TECHNIQUE FOR 
OPTIMIZATION

The FF algorithm is a metaheuristic type of swarm 
intelligence technique where the behavior of FF is fol-
lowed. FF is a non-linear algorithm that has multiple 
agents and is based on swarm intelligence algorithms. 
The FF [15] algorithm is one that is derived from nature, 
as it is enthused by the behavior of fireflies. Fireflies are 
insects or beetles that have wings that produce light 
and blink at it. This light does not have any ultraviolet 
or infrared frequencies; rather, it is produced chemical-
ly from the lower abdomen, which is called biolumines-
cence. The FF algorithm, which was first introduced by 
Yang [16], is based on bioluminescent communication 
and was assumed with the following formulations: 

Fireflies will be attracted by every other firefly in spite 
of the sex since it is unisexual in nature.
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Brightness and attractiveness are proportional to 
each other; a brighter firefly will attract a less bright 
firefly. However, when the distance between two fire-
flies is increased, their attractiveness decreases.

On the other hand, it will move around randomly if 
the level of brightness is the same.

Thus, when we relate the brightness of fireflies to 
their objective function, their attractiveness makes 
them competent to divide themselves into smaller 
groups, and each subgroup swarms around the neigh-
borhood model.

Here, the brightness Br of a firefly at a point is defined as 

Br (p) α fn (p) (7)

Where p is dimensional point in dimensional space 
and fn (p) is the fitness function which is defined. Br (p) 
is directly proportional to the value of fn (p).

As discussed, earlier attractiveness Ar depends on 
the distance amid two fireflies and the brightness is 
indirectly proportional. The attractiveness decreases 
between the fireflies as the distance increases. Thus, at-
tractiveness equation is defined by 

Ar(p) = Aroe
-γd2 (8)

where, Aro is the attractiveness at d=0 and γ is con-
stant value. The movement of firefly a toward more at-
tractive firefly b is given by the equation

(9)

where, dab is the distance amid fireflies a and b, i is the 
iteration number.

The brightest firefly moves randomly and given by 
the equation

pa
i+1=pa

i + αεi (10)

were, αεi randomization parameter.

Firefly measurement is productive and simple to ex-
ecute. It is likewise reasonable for parallel execution. 
Nonetheless, investigations show that it is delayed in 
convergence and effectively gets caught in the neigh-
borhood ideal for multimodal issues. 

Likewise, the updates exclusively rely on current 
execution, and no memory of past best solutions or 
exhibitions is kept. That might prompt losing better 
solutions. Besides, since the boundaries are fixed, the 
search conduct stays very similar for any condition in all 
emphases. Subsequently, changing the standard firefly 
measurement to support its exhibition has been one 
of the examination issues. The network power man-
agement optimization flow in small cell 5G systems is 
shown in Fig. 3.

An FF algorithm is implemented in the proposed 
methodology, where power is consumed efficiently in 
cellular BS. Initially, the BS in the network is grouped, 
and every BS in the group shares information related 
to residual energy, its distance from other BS in the 

group, and the number of retransmissions. This infor-
mation is used to choose the active BS. After every 
round, this information is modernized on every BS, and 
regrouping and macro-BS selection are carried out. In 
the firefly-based method, the value of residual energy 
plays an important role, as this value is shared between 
the other BS in the network. The distance between any 
two BS in the group is measured. Based on the values 
of residual energy and later, an active BS is found in the 
network, from macro BS to Femto BS. The BS with low 
power is enticed toward the high-power BS, and the 
attractiveness factor is measured. Any two Femto BS 
having the same power can be selected randomly. For 
5G beam-forming heterogeneous networks, an outage 
probability analysis is proposed, which consists of a cel-
lular multi-layer network. For the proposed beamform-
ing heterogeneous network, the connotation possibil-
ity, the number of users in a layer, and the serving BSs 
probability density function are derived [17, 18].

Fig. 3. Network power management optimization 
flow in small cell 5G systems

Likewise, the updates exclusively rely on current 
execution, and no memory of past best solutions or 
exhibitions is kept. That might prompt losing better 
solutions. Besides, since the boundaries are fixed, the 
search conduct stays very similar for any condition in all 
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emphases. Subsequently, changing the standard firefly 
measurement to support its exhibition has been one 
of the examination issues. The network power man-
agement optimization flow in small cell 5G systems is 
shown in Fig. 3. 

An FF algorithm is implemented in the proposed 
methodology, where power is consumed efficiently in 
cellular BS. Initially, the BS in the network is grouped, 
and every BS in the group shares information related 
to residual energy, its distance from other BS in the 
group, and the number of retransmissions. This infor-
mation is used to choose the active BS. After every 
round, this information is modernized on every BS, and 
regrouping and macro-BS selection are carried out. In 
the firefly-based method, the value of residual energy 
plays an important role, as this value is shared between 
the other BS in the network. The distance between any 
two BS in the group is measured. Based on the values 
of residual energy and later, an active BS is found in the 
network, from macro BS to Femto BS. The BS with low 

power is enticed toward the high-power BS, and the 
attractiveness factor is measured. Any two Femto BS 
having the same power can be selected randomly. For 
5G beam-forming heterogeneous networks, an outage 
probability analysis is proposed, which consists of a cel-
lular multi-layer network. For the proposed beamform-
ing heterogeneous network, the connotation possibil-
ity, the number of users in a layer, and the serving BSs 
probability density function are derived [17, 18]. 

5.	 RESULTS AND DISCUSSION 

Fig. 4 displays the distribution of macro- and small-
cell base station nodes in the 5G network. Macro Base 
Stations (BSs) are used as a baseline and provide uni-
form coverage.Micro and pico/femto (often also re-
ferred to as small) cells are equipped with lower power 
BSs which are deployed in hotspots to increase capac-
ity, or in dead spots unreachable by macro BSs in order 
to increase coverage. 

Fig. 5 illustrates the number of active base stations with 
25% initial base station energy. The results imply that the 
proposed FA outperformed the existing methods. Fig. 6 
shows the residual energy in a small cell 5G network 

with 25% initial base station energy. The total energy 
consumed by the base station during its operational 
time can be estimated by multiplying the energy con-
sumption rate with operational time. 

Fig. 4. Distribution of Macro and Small Cell Base Station Nodes in 5G Network      

Fig. 5. Number of active base station with 25% initial base station energy
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The number of inactive 5G base stations with 25% 
initial energy is shown in Fig. 7. If a base station is con-
sidered inactive when its energy level is below 25% of 
the total capacity, then the number of inactive base 
stations can be calculated by multiplying total num-
ber of base stations with probability that a base station 
is inactive due to having less than 25% energy. Fig. 8 
shows the throughput of a small-cell 5G network with 

25% initial energy. It is denoted that the proposed FA 
has more number of throughput than other methods. 

The distribution of small base stations is a dynamic 
process that considers the evolving needs of users, traf-
fic patterns, and the characteristics of the deployment 
area. The goal is to create a flexible and adaptive net-
work that efficiently meets the demands of 5G services.

Fig. 6. Residual energy in small cell 5G network with 25% initial base station energy

Fig. 7. Number of inactive 5G base station with 25% initial energy

Fig. 8. Throughput of small cell 5G network with 25% initial energy
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Fig. 9 displays the small-cell 5G network with 50% ini-
tial base station energy. 

The residual energy in a small cell 5G network with 
50% initial base station energy is displayed in Fig. 10. 
The number of inactive 5G base stations with 50% 
initial energy is shown in Fig. 11. Fig. 12 shows the 
throughput of a small-cell 5G network with 50% initial 

energy. The small-cell 5G network with 75% initial base 
station energy is illustrated in Fig. 13. Fig. 14 displays 
the residual energy in a small-cell 5G network with 75% 
initial base station energy. Fig. 15 shows the number of 
inactive 5G base stations with 75% initial energy. Fig. 
16 shows the throughput of a small cell 5G network 
with 75% initial energy. 

Fig. 9. Small cell 5G network with 50% initial base station energy

Fig. 10. Residual energy in small cell 5G network with 50% initial base station energy

Fig. 11. Number of inactive 5G base station with 50% initial energy
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Fig. 12. Throughput of small cell 5G network with 50% initial energy

Fig. 13. Small cell 5G network with 75% initial base station energy

Fig. 14. Residual energy in small cell 5G network with 75% initial base station energy
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Fig. 15. Number of inactive 5G base station with 75% initial energy

Fig. 16. Throughput of small cell 5G network with 75% initial energy

Fig. 17 displays the small-cell 5G network with in-
verse Gaussian traffic arrival. Actually, in an inverse 
Gaussian traffic arrival model, the inter-arrival times of 
packets follow an inverse Gaussian distribution. This 
type of traffic model can be used to represent bursty 
traffic patterns commonly observed in communication 
networks. Fig. 18 shows the residual energy in a small-
cell 5G network with inverse Gaussian traffic arrival. 
This process typically involves simulation or analyti-
cal modeling, where you simulate the behavior of the 
network over time and observe the energy dynamics. 
Depending on the complexity of the model and the 
simulation environment, this calculation may require 
advanced tools such as network simulators or custom 
software implementations. Fig. 19 displays the number 
of inactive 5G base stations with an inverse Gaussian 

traffic arrival. This process typically involves simulation 
or analytical modeling, where you simulate the behav-
ior of the network over time and observe the energy 
dynamics. Depending on the complexity of the model 
and the simulation environment, this calculation may 
require advanced tools such as network simulators or 
custom software implementations. The throughput of 
a small-cell 5G network with inverse Gaussian traffic ar-
rival is shown in Fig. 20. The calculation of the through-
put of a small-cell 5G network with inverse Gaussian 
traffic arrival involves modeling the traffic arrival pat-
tern, resource allocation, and network conditions.

From this research, it is experienced that manag-
ing residual energy in small cell 5G networks with in-
verse Gaussian traffic arrival requires adaptive energy 
management strategies, accurate energy prediction 

Volume 15, Number 5, 2024
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models, and careful optimization to balance energy ef-
ficiency with network performance requirements. The 
attained results address these challenges, operators 

can maximize the operational lifetime and sustainabil-
ity of small cell deployments while ensuring high-qual-
ity service delivery to users.

Fig. 17. Small cell 5G network with inverse Gaussian traffic arrival

Fig. 18. Residual energy in small cell 5G network with inverse Gaussian traffic arrival

Fig. 19. Number of inactive 5G base station with inverse Gaussian traffic arrival

International Journal of Electrical and Computer Engineering Systems
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In 5G cellular networks, lowering base station power 
consumption is an important objective for a number of 
reasons, including the opportunity to deploy more en-
ergy-efficient networks and environmental sustainabil-
ity, as well as operating cost reductions. An optimiza-
tion technique inspired by nature, the Firefly Algorithm 
(FF), can be used to improve a number of variables, 
including wireless network power usage. Energy effi-
ciency, cost savings, environmental impact, extended 
network lifespan, capacity and performance optimi-
zation, adaptability to dynamic environments, regula-
tory compliance, trade-offs, and challenges are some 
possible effects and advantages of using the Firefly 
Algorithm for power optimization in 5G base stations. 
In conclusion, using the Firefly Algorithm to lower 5G 
base station power usage can have a variety of advan-
tageous effects, including sustainable environmental 
and economic gains. In summary, leveraging the firefly 
algorithm for performance measurement and optimi-
zation of small cell power management in 5G networks 
can lead to significant improvements in network ef-
ficiency, quality of service, energy efficiency, capacity 
optimization, and overall network performance.

6.	 CONCLUSION 

In order to improve interior user coverage and cell 
capacity in the 5G network, low-power small-cell base 
stations are deployed in residential and commercial 
buildings. However, power consumption from macro- 
and small-cells has grown more than the former, and 
this is a possible issue that the proposed 5G network 
aims to address. In order to save energy in 5G net-
works, we presented firefly optimization-based power 
management in this study. Comparing the suggested 
firefly optimization to traditional power management 
strategies, simulation results demonstrate a notable 
improvement in energy conservation with increased 
throughput and decreased latency. In a 5G network, 
cutting power and limiting interference has several 

advantages, including lower operating costs, environ-
mental sustainability, better network performance, 
increased spectrum efficiency, and an improved user 
experience. These elements support a 5G network's 
overall performance and competitiveness.
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Abstract – Speech coding plays a crucial role in maintaining speech quality while optimizing network resources and expediting 
transmission, as well as facilitating the storage of speech data. In this paper, an adaptive method for speech coding using singular value 
decomposition (SVD), grey wolf optimization (GWO), and run-length encoding (RLE) was proposed. The proposed method streamlines 
the speech matrix through preprocessing, converting it into short intervals. Subsequently, each interval undergoes decomposition using 
SVD, followed by optimization of compression quality using GWO. Finally, RLE is employed as the last step to increase space-saving. The 
developed method was conducted on two datasets: Quran and LibriSpeech using PSNR, PSEQ, and MOS tests. The results demonstrate 
promising outcomes, achieving space-saving up to 89.80, 84.04, 74.76, 67.24, and 59.52, respectively, for different values of quality (10, 
20, 30, 40, and 50). GWO was used to optimize the quality factor which varies in each block, further increasing the space-saving up to 
85.77. The average value of PSNR was equal to 21.3, MOS = 4.71, and PSEQ was equal to 3.95. Lastly, the RLE method effectively reduced 
the size of speech matrices, yielding a highly satisfactory space saving of up to 90.77, while maintaining excellent speech quality.  

Keywords:	 Adaptive speech compression, Singular value decomposition (SVD), Grey wolf optimization (GWO) 

1.		 INTRODUCTION

Speech is a form of audio data with specific require-
ments that must be met for the compressed data to be 
understandable [1]. Speech compression plays a vital 
role in modern digital life, as it minimizes storage re-
quirements and facilitates transmission over networks. 
In both scenarios, the main objective is to reduce costs 
and save time. Speech compression is particularly 

important in applications such as teleconferencing, 
where transmitting large amounts of data is not cost-
effective. Therefore, any method capable of reducing 
transferred data is considered cost-effective.

Adaptive speech coding methods have a crucial role 
in speech compression. These methods have enabled 
efficient speech transmission across various communi-
cation systems, including mobile networks, voice-over 
IP (VoIP), and streaming services [2].

Volume 15, Number 5, 2024

Hassan Kassim Albahadily  
University of Mustansiriyah, College of Science, Department of Computer Science 
Baghdad, Iraq
hassan@uomustansiriyah.edu.iq

Alaa A. Jabbar Altaay
University of Mustansiriyah, College of Science, Department of Computer Science 
Baghdad, Iraq
alaaaltaay@uomustansiriyah.edu.iq

Jamal N. Hasoon 
University of Mustansiriyah, College of Science, Department of Computer Science 
Baghdad, Iraq
Jamal.hasoon@uomustansiriyah.edu.iq

Received: November 12, 2023; Received in revised form: January 12, 2024; Accepted: March 16, 2024



450 International Journal of Electrical and Computer Engineering Systems

Various methods are used for speech coding, in-
cluding transformations along with optimization 
techniques such as discrete cosine transform (DCT), 
discrete wavelet transform (DWT), and singular value 
decomposition (SVD) [3].

Transformation is commonly used in compression, 
occurring after the preprocessing stage, to convert the 
data distribution from the time domain into the fre-
quency domain to identify the potential for quantizing 
new data distribution in a way that effectively reduces 
its size [4]. 

Certain compression methods use swarm intelli-
gence in the quantization process to achieve the de-
sired quality of compressed speech [5]. 

SVD is a powerful mathematical tool commonly used 
for data compression. In the realm of speech compres-
sion, SVD is useful for reducing the dimensionality of 
speech, thereby aiding in the reduction of storage and 
transmission signals associated with speech data [6]. 

The singular vectors are a set of orthonormal vectors 
that span the same space as the original matrix, while 
the singular values are scalars that represent the rela-
tive importance of each singular vector [7]. Widely used 
in data science and engineering, SVD is a powerful tool 
for analyzing and manipulating matrices. SVD finds ap-
plications in various fields, including image and signal 
processing, data compression, machine learning, and 
many other fields [8].

Optimization is required to enhance the compression 
process. Grey wolf optimization (GWO) is a metaheuristic 
optimization algorithm introduced as a novel technique 
for resolving complex issues [9]. It has proven to be an 
effective optimization method [10], performing well 
in both unimodal and multimodal problem scenarios. 
GWO has successfully tackled optimization problems 
such as feature selection, image compression, and pow-
er system optimizations [11]. One notable advantage of 
GWO is simplicity and ease of implementation, with only 
a few parameters requiring tuning [12].

The structure of this paper comprises an introduc-
tion, a literature review, sections on SVD, GWO, RLE, the 
proposed method, and a final segment dedicated to 
results and conclusions.

The contribution of this work lies in highlighting the 
significance of utilizing the GWO optimization algo-
rithm in conjunction with the SVD method to enhance 
speech compression. This involves selecting an optimal 
quality key to maximize compression efficiency. The pro-
posed method is specifically applied to a distinct type of 
speech (the Quranic intonation of the Arabic language).

2.	 LITERATURE REVIEW

Recently, several studies have investigated adaptive 
speech coding methods, and a selection of these ef-
forts is outlined below.

Hosny et al. [13] introduced two voice compression 
methods based on wavelet transforms, zero wavelet 
transform and average zero wavelet transform. These 
methods decompose the speech signal into multi-
ple-resolution components, eliminating low-energy 
components to improve compression. This approach 
achieved a space-saving of 16.56 with a PSNR = 27.

Vig and Chauhan [14] proposed a hybrid wavelet 
method for voice reduction, breaking down the speech 
signal into multi-resolution components and eliminat-
ing low-energy signals using Walsh and DCT. By adjust-
ing the threshold, this method achieved a space-saving 
of 72.10 with a PSNR of 49.71.

Alsalam et al. [15] employed contourlet and wave-
let transforms for voice compression. The one-dimen-
sional wavelet-transformed voice is converted into a 
two-dimensional array for contourlet transformation, 
followed by applying the contourlet transform on the 
high wavelet coefficients. This method achieved a 
space-saving of 53 with SNR = 33.

Vatsa and Sahu [16] proposed a speech compres-
sion method using discrete wavelet transform (DWT) 
and DCT with RLE and Huffman encoding to remove 
redundancies. The developed method was evaluated 
through compression factor, PSNR, MOS, and normal-
ized root mean square error, achieving a space-saving 
of up to 29.11 with a PSNR of 16.39.

Bousselmi [17] developed an adaptive speech com-
pression method based on the discrete wave atoms 
transform. This approach involves truncating signals 
based on the SNR and then using RLE and Huffman cod-
ing. The researchers found that the wave atom transform 
outperforms other wave transforms, achieving a notable 
space-saving of up to 10.78 with a PSNR of 36.74.

Abduljaleel [18] proposed a method for compressing 
and encrypting speech signals based on Sudoku, fuzzy 
C-means, and the Threefish cipher. The initial step in-
volves removing low frequencies, followed by the fuzzy 
C-means method. This method successfully achieved a 
space-saving of 50.20 with a PSNR of 41.40.

Elaydi [19] introduced a lossy compression scheme 
using the DWT, resulting in a space-saving of 3.33 with 
a PSNR of 44.85.

The mentioned studies developed new techniques 
of speech compression using SVD, DCT, and DWT with 
some modifications or enhancements. All developed 
methods were tested on different datasets using objec-
tive tests like SNR, PSNR, and Compression factor and 
they achieved a good ratio of compression.  

3.	 SINGULAR VALUE DECOMPOSITION

SVD is a mathematical tool providing substantial the-
oretical and technical insights into linear transforma-
tions with algebraic features [20]. It is decomposing a 
matrix into three matrixes returning the original matrix 
if they are combined.   
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A = U S VT (1)

Where:  

U = m × m matrix of orthonormal eigenvectors of AAT 

S =  n × n matrix of diagonal elements.

VT = the transpose of an n × n matrix containing the 
orthonormal eigenvectors of ATA. 

Fig. 1 illustrates the SVD for matrix A [20].

Fig. 1. SVD of matrix A

K represents the number of columns in the first ma-
trix U, the number of elements from the diagonal of the 
second matrix S, and the number of rows in the third 
matrix V. The K parameter controls the quality of com-
pressed speech and how many columns will be used in 
the decomposition process.

4.	 GREY WOLF OPTIMIZATION (GWO)

GWO is one of the swarm intelligent algorithms 
(metaheuristic algorithm) invented by Mirjalili et al. 
[21], which is modelling the hunting behavior of grey 
wolves [22]. The algorithm is designed to mimic the hi-
erarchical structure and hunting strategy observed in 
grey wolves in the wild [23]. The GWO algorithm con-
sists of four main components: social hierarchy, track-
ing/hunting, surrounding, and attacking prey [24, 25]. 

Grey wolves are categorized into four types based on 
their social hierarchy: alpha (α), beta (β), delta (δ), and 
omega (ω). The leadership hierarchy of wolves is illus-
trated in Fig. 2.

Fig. 2. The wolf leadership hierarchy

X(t+1)=X(t)-A.D (2)

where Xp represents the location of the prey, A de-
fines the coefficient vector, and D is defined as:

parentD=|C.Xp (t)-X(t)| (3)

where C stands for the coefficient vector, X defines the 
location of the grey wolf, and t represents the current 
iteration. The coefficient vectors A and C are deter-
mined by the following equations:

A=2a.r1-a (4)

where elements of a are linearly reduced from 2 to 0 
over the sequence of iterations, and r1 and r2 define 
the random vectors in the range [0, 1].

Hunting: In terms of hunting, the first three promi-
nent solutions (α, β, and δ) attained are stored and in-
duce other search agents (including ω) to adjust their 
positions, considering the position of the best search 
agent. The positions of the grey wolves can be updated 
according to the following equations.

X(t+1)=(Xα+Xβ+ Xδ )/3 (5)

5.	 RUN-LENGTH ENCODING (RLE)

RLE is a lossless approach that provides reasonable 
space-saving for specific data types by replacing con-
secutive data values in a file with a count number (run) 
and its value. The implementation of RLE sometimes 
depends on the data type being compressed. The op-
eration of this method is illustrated in Fig. 3.

Fig. 3. The work of RLE algorithm

6.	 THE PROPOSED METHOD

The proposed adaptive method is introduced for 
speech compression, starting with the necessary pre-
processing steps. This involves framing, removing si-
lent intervals, and then reshaping a specific number of 
samples into a two-dimensional matrix for the decom-
position process. 

The framework of the proposed method is shown in 
Fig. 4.

The SVD decomposition of a matrix A can be repre-
sented by the following equation.

The primary decision-maker and leader is the alpha 
wolf, with beta and delta wolves supporting the alpha 
wolf in this role. The three leadership wolves (α, β, and 
δ), possessing the highest fitness levels, take charge of 
the hunting and optimization process, while the ome-
ga (ω) wolves follow their lead.

The following equations can be utilized to quantita-
tively represent the surrounding prey process:
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Fig. 4. The framework of the proposed method

6.1.	 Preprocessing of Speech

The preprocessing of input speech involves two main 
steps: filtering the speech with a noise-removing filter 
called the Wiener filter and removing silence intervals. 

The Wiener filter is designed to reduce the impact 
of additive noise in a signal while preserving the de-
sired signal components. In the context of speech pro-
cessing, the Wiener filter estimates the power spectral 
density of both the noise and the signal. Subsequently, 
it applies a frequency-dependent gain to the noisy 
signal, aiming to minimize the mean square error be-
tween the estimated clean signal and the noisy signal. 
This process enhances the SNR of the speech, making 
downstream speech processing tasks more effective. 

Silence intervals, which are non-speech segments 
that contain no useful information, are then removed 
to reduce the computational data dimensionality, fo-
cusing solely on the speech data. This method involves 
establishing a threshold based on the amplitude or en-
ergy of the speech signal. Segments that fall below this 
threshold are identified as silence and removed. This 
step is beneficial in decreasing the amount of unneces-
sary data that needs processing, particularly in applica-
tions where only the speech content is relevant. 

6.2.	 Framing of Speech

Framing is the process of dividing a continuous stream 
of data representing speech signals into smaller seg-
ments called frames. This process is defined by specify-
ing the size of the square block, such as 256 × 256, which 
is equivalent to 65,536 samples. After removing silent 
intervals, the remaining samples are partitioned into 
frames, each equal to this specified value. If the size is 
less than the selected value, the final frame is padded. 

Before entering the decomposition process, the 
frames are reshaped into two-dimensional matrices. 
These matrices can have their dimensions (number of 
rows and columns) adjusted according to specific re-
quirements by modifying the arguments passed to the 
reshape method. 

6.3.	 Singular Value Decomposition of 
 	 Block Reshaping

The SVD process is used to decompose a two-dimen-
sional matrix into a one-dimensional matrix, allowing for 
efficient data manipulation. Each block will select k rows 
from the three matrices and ignore the remaining rows. 
The process of SVD decomposition is shown in Fig. 5. 

6.4. 	 Applying GWO for Best  
	 Quantization Composition 

The selection of k values for all blocks is enhanced 
through the application of GWO. GWO randomly se-
lects numbers and then optimizes them to strike a 
balance between the output size and the quality of 
speech compression. This process involves using GWO 
to fine-tune the “k” values for data blocks, ensuring the 
desired balance between reducing data size and pre-
serving information integrity is achieved.

6.5.	 Reordering Quantitated 
	 Parameters  

In this step, the chosen parameters are rearranged 
into a single vector, which represents the compressed 
speech. The process is applied to each block, from start 
to end, and all other values are quantized to a specific 
decimal digit. This step is important for the following 
stage of lossless compression. 
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6.6.	 Run-Length Encoding of Quantized 
	 Vector 

RLE is a highly efficient compression algorithm, espe-
cially effective when there is a long sequence of identi-
cal values in the data. It excels at reducing redundancy 
and significantly decreases the overall size of the data. 
This technique is applied to the truncated parameters, 
resulting in compressed data represented in pairs indi-
cating the run and its length. 

7.	 RESULTS

To assess the efficiency of the proposed method 
and validate the results, the method has been imple-
mented on two datasets. The first dataset comprises 
twenty speech files of Quranic intonation S1-S5 with 
varying durations (3, 6, 9, and 12 seconds), frequency 
of 8000 KHz, and mono channel. The second dataset is 
LibriSpeech L1-L5 with durations (3, 6, 9, and 12 sec-
onds), frequency of 8000 KHz, mono channel, yielding 
300 seconds in total.

The experiments were conducted on the datasets us-
ing MATLAB 2020b on a computer with 2.4 GHz CPU 
frequency and 16 GB of memory under the Windows 
10 operating system. 

The space-saving factor was used as the reduction in 
size relative to the uncompressed size as shown in the 
following equation.

Fig. 5. Reshaping the matrix using SVD

(6)

The obtained results, after applying SVD on the data-
sets, are presented in Table 1 and Table 2.

Table 1. The space-saving ratio for Quran intonation 

Duration (Second)

K values 3 6 9 12

10 89.91 88.29 89.77 91.61

20 84.16 84.10 83.69 84.23

30 75.34 76.10 74.65 72.94

40 66.29 67.35 68.16 67.16

50 59.08 59.23 60.20 59.54

Table 2. The space-saving ratio for LibriSpeech

Duration (Second)

K values 3 6 9 12

10 91.57 90.29 90.15 90.22

20 83.29 82.22 82.06 84.21

30 75.04 75.55 75.52 75.43

40 68.33 66.82 67.39 68.04

50 60.31 60.82 59.11 59.87

The space saving is increased when K is set to a low 
value, implying good quality and the ratio decreases 
when K is set to a high value, indicating low speech 
quality. The relationship between the average space-
saving and the quality factor K of values 10–50 is illus-
trated in Fig. 6.

The values in Table 1 represent the space-saving fac-
tor for test speech files of duration 3, 6, 9, and 12 sec-
onds with five different values of the quality parameter 
(K) =10, 20, 30, 40, and 50. The results indicate that the 
average space-saving value is 89.90 when the quality 
factor K is set to 10. Subsequently, depending on the 
chosen compression quality K, the ratio decreases to 
84.04, 74.76, 67.24, and 59.52 when K is set to 20, 30, 40, 
and 50, respectively.

Similar results were calculated for the dataset Li-
briSpeech as shown in Table 2.

Fig. 6. The average space-saving of speech
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To assess the quality of compressed speech and vali-
date the results of the proposed method, several tests 
will be conducted on the recovered speech files. One 
commonly used test is PSNR, which measures the ratio 
between the maximum possible value of a signal and 
the power of distorting noise that impacts its quality. 

The PSNR values are shown in Table 3 and Table 4.

Table 3. PSNR (dB) for Quran intonation

Duration (Second)
K values 3 6 9 12

10 6.93 4.76 4.70 4.42

20 9.14 10.96 10.38 8.26

30 17.11 16.17 14.34 17.54

40 17.31 16.40 15.04 21.05

50 28.86 24.77 23.09 27.17

Table 3 represents the PSNR values of test speech 
files of duration 3, 6, 9, and 12 seconds with five differ-
ent values of quality parameter (K) =10, 20, 30, 40, and 
50. The results indicate that the average PSNR value is 
5.20 when the quality factor K is set to 10. Subsequent-
ly, depending on the chosen compression quality K, 
PSNR increases to 9.68, 16.29, 17.45, and 25.97 when K 
is set to 20, 30, 40, and 50, respectively.

Similar results were found for the dataset LibriSp-
eech as shown in Table 4.

Table 4. PSNR (dB) for LibriSpeech

Duration (Second)
K values 3 6 9 12

10 6.31 6.26 4.47 5.01

20 8.71 8.28 7.51 10.70

30 12.37 16.21 10.73 14.31

40 17.19 14.27 20.57 16.88

50 29.75 23.01 23.78 26.75

PSNR is increased when K is set to a high value, show-
ing high noise and low speech quality. The relationship 
between the average PSNR and the quality factor K of 
values 10–50 is illustrated in Fig. 7.

The speech frames contain varying data, and it is 
important to select a varying value of quality factor K 
according to the contents of the frame. The GWO is em-
ployed to make the selection of K varying, depending 
on the frame significance. The space-saving increases 
when using GWO optimization, albeit with a trade-off 
of relatively subdued speech quality. The results after 
applying GWO optimization are presented in Table 5 
and Table 6.

Fig. 7. The mean PSNR of the compressed speech

Table 5. Space-saving with GWO for Quran 
intonation

Duration (Second)
Speech 

Files 3 6 9 12

S1 86.63 84.29 86.13 86.04

S2 85.21 84.91 85.64 85.88

S3 86.94 86.16 85.68 85.47

S4 84.97 85.28 86.12 85.79

S5 86.33 85.35 85.94 86.58

Average 86.02 85.20 85.90 85.95

Table 5 represents the space-saving factor after us-
ing GWO for test speech files of duration 3, 6, 9, and 12 
seconds. The average values are listed in the last row. 
The results indicate that the average space-saving val-
ue is almost the same for the test files with an average 
= 85.77. 

Similar results were calculated for the dataset Li-
briSpeech as shown in Table 6.

Table 6. Space-saving with GWO for LibriSpeech

Duration (Second)
Speech Files 3 6 9 12

L1 82.50 79.15 85.87 78.04

L2 84.51 80.15 82.11 80.53

L3 80.93 84.99 77.36 82.38

L4 80.84 84.87 80.17 77.33

L5 85.36 77.35 85.60 85.97

Average 82.83 81.30 82.22 80.85

The space-saving is increased for all files because the 
value of quality factor K is selected as the best value 
for each frame. The relationship between the average 
space-saving after using GWO is illustrated in Fig. 8.

Fig. 8. Space-saving of speech after GWO
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The subjective test will be applied to check the qual-
ity of speech. The first test is Mean Opinion Score (MOS) 
which is used to evaluate results and measure the qual-
ity of compressed speech. MOS consists of five values 
(5 = excellent, 4 = very good, 3 = fair, 2 = poor, 1 = bad) 
to express the quality of speech as perceived by listen-
ers [26]. The MOS test involves presenting both the 
original and compressed speech to ten native speakers 
individuals (five males and five females), who then as-
sign values from 1 to 5 based on the quality they per-
ceive. Forty speech files were used in the test, each file 
contains one sentence and several words depending 
on the duration of the file. The results of the MOS test 
are shown in Table 7 and Table 8.

Table 7. MOS test for Quran intonation

Duration (Second)
Speech Files 3 6 9 12

S1 3.76 4.36 3.54 3.93

S2 3.66 4.44 4.04 4.57

S3 4.02 4.20 4.55 4.18

S4 3.93 4.78 4.15 4.24

S5 4.64 3.70 3.58 4.95

Table 7 represents the average values of MOS for test 
speech files of duration 3, 6, 9, and 12 seconds. The 
results show that the average MOS values are 4, 4.30, 
3.97, and 4.37 which indicate very good quality with an 
average value =4.71. 

Similar results were calculated for the dataset Li-
briSpeech as shown in Table 8.

Table 8. MOS test for LibriSpeech

Duration (Second)
Speech Files 3 6 9 12

L1 4.84 4.60 4.70 3.76

L2 4.16 4.21 4.44 4.69

L3 3.74 3.85 4.06 3.96

L4 4.23 4.59 4.10 4.15

L5 4.48 4.11 4.55 4.43

The results obtained from Table 8 indicate that the 
quality was acceptable, and all compressed speech files 
were nearly identical to the original files. 

Another subjective test is the Perceptual Evaluation 
of Speech Quality PSEQ, which analyzes speech signals 
and considers a good result if the score is above 3.5. 
The results of PESQ are shown in Table 9.

Table 9. PESQ test for Quran and LibriSpeech

Quran intonation LibriSpeech

Speech File PESQ Speech File PESQ

S1 3.983 L1 3.822

S2 3.992 L2 3.914

S3 3.906 L3 3.899

S4 3.921 L4 3.904

S5 3.932 L5 3.903

Table 9 represents the average values of PESQ for test 
speech files of duration 3, 6, 9, and 12 seconds for both 
datasets Quran (S1-S5) and LibriSpeech (L1-L5). The 
results show that the average PESQ value is 3.95 for 
Quran files and 3.92 for the LibriSpeech dataset, which 
indicates very good quality for the compressed speech. 

The final step involves applying the lossless compres-
sion method RLE, which relies on identifying repeated 
similar values present in the speech. The results from 
the RLE method increased the space-saving by 5–7%, 
resulting in a final space-saving of 90–92% for the col-
lected dataset and 85-90% for the LibriSpeech dataset.  

The suggested method has demonstrated promising 
results when compared with other referenced efforts. 
The comparison between the suggested method and 
other methods is presented in Table 10. 

Table 10. Performance comparison with related work

Reference Compression 
Method

Space 
Saving MOS PSNR

[12] ZWT,AZWT 85.44 3.8 27.0

[13] DCT 72.10 - 49.71

[22] DWT, DCT 70.89 - 16.39

[23] DWAT 89.22 - 36.74

[24] C-Means 50.20 - 41.40

[25] DWT 66.7 - 44.85

Suggested 
Method SVD 85.36 4.16 21.3

According to the results from Table 10, and compar-
ing the suggested method with the related studies, the 
suggested method provides good results and can be 
used in different cases and applications.  

To validate the results and ensure the stability of the 
suggested method, the experiment was tested on the 
datasets by the authors as a trial presentation, then re-
peated two times with a total time equal to 150 min-
utes, in addition to the subjective test which takes 30 
minutes which confirming the reliability of the tests to 
validate the judgments of the obtained results and the 
suggested method. 

8.	 CONCLUSION

An adaptive method that combines SVD, GWO, and 
RLE has been proposed for compressing speech signals. 
The method has shown promising results, achieving up 
to a 92% reduction in the size of speech files compared 
to their original size. The quality of the compressed 
speech was evaluated using PSNR, which yielded a 
value of 21.3. The validation test was supported by the 
subjective tests MOS which was 4.71 and PESQ which 
yielded 3.95, indicating excellent speech quality.

For future work, it is essential to explore the appli-
cation of the proposed method in speech storage and 
over VoIP protocols for transferring audio files through 
Internet-of-Things applications after encrypting the 
files. Additionally, it is recommended to utilize optimi-
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zation algorithms based on AI and DNA, with a focus on 
saving the most frequently repeated words and gener-
ating their compressed equivalents. 
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Speed Control of Switched Reluctance Motor 
using Adaptive Fuzzy Backstepping Sliding 
Mode Control

459

Case Study

Abstract – The Switched Reluctance Motors (SRMs), with many outstanding advantages, are gradually being widely applied in 
industries, households, and recommended in many works. However, most studies in the field of SRM control only concentrate on the 
mathematical model of the motor itself, neglecting the nonlinearity introduced by the inverter, which is responsible for switching 
between phases to drive the motor. This paper proposes an adaptive backstepping sliding mode control algorithm based on the SRM 
nonlinear model that combines both the motor and the inverter. Firstly, a backstepping sliding mode controller is used to track the 
desired value and ensure the stability of the system according to the Lyapunov criterion. Secondly, a fuzzy logic system is added to adjust 
the controller parameters to account for uncertainty and external disturbance, as well as to minimize the chattering phenomenon. 
Finally, a few simulation scenarios are performed to assess the effectiveness of the proposed controller. The simulation results clearly 
demonstrate that the proposed controller surpasses the previously published H infinity controller in terms of speed control quality for the 
combined nonlinear model of SRM. The proposed controller exhibits zero steady-state error, zero overshoot, and a short settling time of 
approximately 0.5 seconds. Moreover, the system's output quickly stabilizes when affected by disturbance noise. 

Keywords:	 switched reluctance motors, adaptive control, backstepping sliding mode control, fuzzy logic system

1.		 INTRODUCTION

Switched reluctance motor have been proposed 
since 1946, and there are two types: rotary switched 
reluctance motors (SRMs) and linear switched reluc-
tance motor (LSRM). Both types consist of a stator and 
rotor, with windings only on the stator poles, and they 
do not use permanent magnets. These motors operate 
through an inverter, which switches between phases.

SRMs offer several advantages due to their operation-
al principles and structure [1]. These advantages include 
a high starting torque [2], a simple structure, low manu-
facturing costs, and high stability [3]. As a result of these 
benefits, SRMs are gradually finding wider applications, 
particularly in the field of electric vehicles for tourism 
[4]. However, SRMs also come with certain drawbacks, 
including significant pulsating torque [5], challenging 
control requirements, and high nonlinear characteristics 
[6]. The strong nonlinearity of SRMs can be attributed 
to their inherent structure, combined with the phase-

switched converter, which introduces resonance nonlin-
earity [7]. The inherent structure of SRMs, in conjunction 
with the phase-switched converter, contributes to the 
pronounced nonlinearity of these motors. Consequent-
ly, when controlling an SRM, it is crucial to consider the 
impact of nonlinearities in the motor's kinetics, aris-
ing from the simultaneous excitation of stator phases 
[8]. Addressing this issue poses a key challenge that 
needs to be resolved [9]. Several studies have proposed 
mathematical models for SRMs and control strategies 
for switched reluctance motor drive systems based on 
these models [10-24]. While [10, 17, 24] address the basic 
learning model of the SRM, [11] presents the nonlinear 
model of the switched reluctance motor with consid-
eration of the influence of mutual inductance between 
phases. The issue of flux is also mentioned in [12, 13], 
where the authors use third-order Fourier series analy-
sis to approximate the flux curve and compare it with 
the flux characteristic in the Matlab library. Then, direct 
torque control is applied to improve the control quality 
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of hybrid electric vehicle systems using SRM. However, 
due to the difficulty in determining the flux characteris-
tics caused by unknown parameters, the process of de-
termining the SRM model encounters difficulties. There-
fore, the authors in [14, 18] linearized this characteristic, 
while [15] used a neural network to identify the model. 
Related to the modeling of the switched reluctance mo-
tor, the document [16] considers the friction coefficient 
in the model and proposes the ovel Direct Instanta-
neous Torque Control (DITC) to reduce torque ripple. In 
the field of SRM control, [19] proposes the use of a PID 
controller combined with a genetic algorithm applied 
to the linear SRM model to achieve good control perfor-
mance. However, it should be noted that the SRM model 
used in this study is an ideal case taken from the Matlab 
library. Another approach investigated in the literature 
is the application of predictive control combined with 
torque control to optimize flux, as studied in [22]. This 
method aims to enhance the performance of SRM con-
trol by considering both torque and flux optimization.

Additionally, there are other research directions ex-
ploring sensorless SRM control using nonlinear state 
observers, as mentioned in [20] and [23]. These meth-
ods aim to achieve control without the need for exter-
nal sensors, relying on observer-based techniques to 
estimate the motor's states. Furthermore, the use of 
sliding mode observers for SRM control is discussed in 
[21]. Sliding mode control is a robust control technique 
that can handle system uncertainties and disturbances 
effectively. However, the majority of these studies have 
primarily concentrated on the mathematical model 
of the motor itself, overlooking the nonlinearity intro-
duced by the inverter. In this paper, we aim to develop 
a control algorithm for the nonlinear model of SRM that 
takes into account both the motor and the inverter.

The research group led by Rigatos was the first to 
publish a comprehensive mathematical model that in-
corporates both the motor and the switch (inverter) [25]. 
However, their approach treated the SRM as a combined 
linear model for control algorithm design. Specifically, 
they used the H infinity nonlinear feedback controller 
for the combined linear model of SRM and proved its 
stability using Lyapunov theory, but the consideration 
of nonlinearity was incomplete. However, there are still 
some limitations in the control quality of the SRM sys-
tem, specifically regarding large overshoot (around 
20%) and long settling time (around 7 seconds). In par-
ticular, when changing the setpoint value, the overshoot 
can reach up to 50%. Building on this research [25], we 
retained the combined model of SRMs and applied an 
adaptive Backstepping sliding mode control algorithm 
to enhance the performance of the SRM drive system. 

Several published works, including references [26-29], 
have employed the Backstepping nonlinear algorithm for 
speed control of SRMs. The Backstepping algorithm for 
SRMs was first introduced in [27], where a Backstepping 
controller combined with a state observer was proposed 
to stabilize the speed control. Subsequently, [26] further 

proposed a Backstepping control scheme combined 
with a state observer to achieve speed stabilization. In 
[28], the Backstepping algorithm was presented for SRM 
control considering the saliency effect. Additionally, the 
Backstepping technique was used in [29] to reduce circuit 
current ripple and improve control performance. How-
ever, it has been observed that the Backstepping control 
algorithm has limited adaptability to slow load noise. In 
the most recent research [30], a Backstepping combined 
sliding mode controller is chosen to address this limita-
tion. However, the sliding control coefficient of the con-
troller is quite difficult to select and maintain fixed during 
the control process, leading to limitations in the ability to 
respond quickly and reduce vibration for the SRM when 
the sliding controller changes state at the working point. 
To overcome this difficulty, this paper proposes the use 
of a fuzzy controller to flexibly adjust the parameters of 
the sliding control signal. By incorporating fuzzy control-
ler into Backstepping combined sliding mode controller, 
the sliding surfaces can be adjusted automatically to limit 
the chattering phenomenon that can be caused by using 
the function sgn(S) and a model that includes a switch. 
Consequently, this paper proposes the use of a backstep-
ping adaptive control algorithm based on fuzzy logic to 
address the aforementioned issues and improve control 
quality, even in the presence of significant noise.

Following the introductory section, the paper pro-
ceeds to present the combined nonlinear model of 
the SRM in Section 2, and subsequently introduces the 
adaptive backstepping sliding mode control algorithm 
based on the fuzzy logic system in Section 3. Finally, 
in Section 4, the simulation results obtained with the 
proposed controller are presented. This section evalu-
ates various performance metrics such as settling time, 
overshoot, and steady-state error under different load 
and speed setpoint.

2.	 THE COMBINED NONLINEAR MODEL OF  
SWITCHED RELUCTANCE MOTORS

In this specialized research paper on SRM control, 
the mathematical model of SRMs is derived from the 
fundamental equations of electrical machines. The dy-
namics of reluctance motors include equations of volt-
age, equation of torque and equation of mechanics, 
which are represented as in (1)

(1)

where j = 1, 2, 3, 4. (consider with 4-phase switching 
reluctance motor). In (1), uj is the voltage of phase j, R 
is the resistance of phase j, ij is the current of phase j, θ 
is the rotor angular, Tj is the torque of phase j, the load 
torque Tl, the moment of inertia J and ѱj is flux of phase 
j in, determined by (2)
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(2)

The magnetic field counterpart, W´j, is determined by 
(3)

(3)

Which is a nonlinear function of current if the mag-
netic circuit is linear, the total torque Te produced 
is equal to the sum of moments in the phases, as ex-
pressed in (4).

(4)

To effectively control the switched reluctance motor, 
it is crucial to accurately determine the magnetic flux 
characteristic, denoted as ѱj (θ,ij). For ease of research 
and development of control algorithms, it is common 
to approximate the magnetic flux characteristic as a 
continuous function, as demonstrated in reference 
[31], which can be expressed as follows:

(5)

where j = 1, 2, 3, 4, ѱs represents the saturation flux.  
The equation is also used in [32] and [33] for online pa-
rameter identification of the model and performance 
optimization in angle control. If we ignore the higher 
- order components in the Fourier series, we get the 
function fj(θ) in (6)

(6)

where Nr is the number of rotor poles, n represents 
the number of phases, while a and b are coefficients 
obtained through the transformation of the Fourier se-
ries [34].

The moment of phase j is expressed as follows

(7)

To represent the SRM system in a mathematical 
model with state variables such as position, velocity, 
and current, we can derive the state space equations 
from equations (1) and (4). The state space equation of 
the switched reluctance motor includes the following 
equations, where ω represents the rotor velocity

(8)

The state model of the switched reluctance motor drive 
system is presented below based on [25]. Considering an 

(9)

(10)

and x3̇, ẋ4, ẋ5, ẋ6 are

(11)

(12)

It is mentioned that in the state-space description 
provided above, the term Bx2 represents the damping 
effect that opposes the rotational motion of the ma-
chine, while mglsin(x1) corresponds to the mechanical 
load torque, for instance in the case that the SRM lifts 
a rod of length l with a mass m attached to its end [25].

From (10) we put

(13)

where j = 1, 2, 3, 4

Equation (10) can be rewritten as

(14)

Differentiating equation (14) with respect to time, we 
get

(15)

From equation (11), we set:

8/6 switched reluctance motor with 4 phases the state 
vector is defined as follows x = [θ, ω, i1, i2, i3, i4]T = [x1, x2, 
x3, x4, x5, x6 ]T. The equation of the motor's state as follows.

(16)



462 International Journal of Electrical and Computer Engineering Systems

We can rewrite equations (11) as follows

(17)

Replace (17) and (16) into (15), we have

(18)

The switched reluctance motor operates on the prin-
ciple of supplying voltage to each phase. For an SRM 
with a pole configuration of 8/6 and a phase number 
of 4, we can derive the following expression for each 
phase j, where j can take values 1, 2, 3, or 4.

(19)

Where kj represents the phase transition key, it is a 
variable that can only have the values of 0 or 1. Equa-
tion (18) can be reformulatedas follows

(20)

(21)

Set

We can express equation (20) in a different form as 
follows

(22)

Set

(23)

We have

(24)

For backstepping to be applied, one must rewrite 
(23) using a strict feedback form as follows

(25)

with f(x), g(x) are defined in (23).

Due to the challenges associated with synthesizing 
a stable speed controller for the switched reluctance 
motor (SRM), a design method that combines the 
backstepping technique with fuzzy adaptive sliding 
control is considered suitable. This is because the non-
linear state model of the SRM, represented by equation 
(25) in the form of 2nd order tight backpropagation, 
is highly susceptible to external noise. By combining 
these techniques, it is possible to effectively address 

these challenges and improve the overall performance 
of the SRM speed controller.

3.	 BACKSTEPPING SLIDING  ADAPTIVE 
CONTROLLER BASED ON FUZZY LOGIC 
SYSTEM

3.1	 Synthesis of Backstepping Sliding 
	mode  Controller for SRM

By utilizing the backstepping and sliding technique, 
the controller is designed for the nonlinear model 
(equation 25) as follows

Step 1: Put

(26)

where Z1d represents the setpoint of speed.  Differen-
tiating equation (26) with respect to time, we get

(27)

Put

(28)

where α is the virtual control signal then we have

(29)

To obtain e1→0, we consider the Lyapunov function 
candidate of e1 as follows

(30)

Differentiating equation (30) with respect to time, we 
have

(31)

To have V ̇1=-c1 e1
2+e1 e2 with c1>0, the virtual control 

signal is

(32)

Step 2: The sliding surface is defined as follows:

(33)

To ensure a stable closed system and tracking error 
of zero, we determine the sliding control signal u(t) by 
defining a Lyapunov function for the closed system, as 
shown in equation (34).

(34)

Differentiating equation (34) with respect to time, we 
have

(35)

if 

(36)
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Therefore, we select the control signal as depicted in 
equation (37)

(37)

Theorem: The proposed controller (37) guarantees 
asymptotical stability of SRM system with the nonlinear 
state model (25).

Proof: Choose a Lyapunov function for a closed sys-
tem of the following form:

(38)

Derivative V with respect to time, we have

(39)

Replace u in (37) into (39), we have:

(40)

Therefore, the SRM system is asymptotically stable.

3.2.	 Synthesis of backstepping adaptive 
	controller  for SRM based on fuzzy 
	logic  system

One of the disadvantages of sliding control is the 
phenomenon known as "chattering," which refers to 
the shaking of the system when it is close to the work-
ing point due to high-frequency sign changes in the 
control signal function. To overcome this drawback, the 
paper proposes the addition of a fuzzy logic system to 
adjust the gain of the sliding control component. The 
fuzzy logic system used in this paper is based on the 
Sugeno model [35, 36].

The input to the fuzzy logic system consists of the 
speed state and angular acceleration of the reluctance 
motor, while the output is the gain factor.

Each input language variable contains three trian-
gular fuzzy sets with names corresponding to the digi-
tized fuzzy sets [-1 0 1] with values [-10 0 10] belongs 
to the real number line R, respectively (as shown in Fig. 
1). The notation [-1 0 1] represents the linguistic terms 
[small - zero - big]. One the other hand, the output 
variables are represented by constants with a digitized 
name of [-2 -1 0 1 2], which are interpreted as [very 
small - small - zero - big - very big]. The corresponding 
real values on the R scale are [2 1 0.01 1 2], as shown in 
Fig. 2. Furthermore, Table 1 provides the fuzzy tuning 
rules for the parameter K.

Fig. 1. Fuzzy set of input language variables e1, e 1̇

Fig. 2. Constant value for output variable

Table 1. Fuzzy tuning rules for the parameter K

K
e1

-1 0 1

e 1̇

0 -1 -2

0 1 0 -1

-1 2 1 0

3.3.	 Controller structure diagram

Fig. 3. The proposed control structure diagram for 
the SRM

Fig. 3 illustrates the structure of the adaptive back-
stepping sliding mode control algorithm based on a 
fuzzy logic system for the SRM, as described in sections 
3.1 and 3.2. The backstepping sliding mode controller's 
gain K is adjusted by a fuzzy logic controller to address 
the phenomenon of "chattering" caused by high-fre-
quency sign changes in the control signal function. It is 
assumed that the state variables of the SRM are directly 
observable for the implementation of the control.

4.	 THE SIMULATION RESULTS

This section compares the performance of the sys-
tem using the backstepping adaptive controller based 
on fuzzy logic (smc-bt-fuzzy) with the system using the 
backstepping sliding mode controller (smc-bt) under 
different scenarios. Additionally, the results obtained 
in [25] are also compared. The parameters of the SRM 
are obtained from [23]. Figs. 4a and 4b illustrate the 
response of the system when the setpoint of speed 
changes from 30 rad/s to 45 rad/s and from 90 rad/s 
to 60 rad/s, respectively. The results indicate that both 
controllers, smc-bt-fuzzy and smc-bt, effectively track 
the setpoint of the SRM speed with zero overshoot and 
zero steady-state error. They also exhibit similar con-
trol quality in the case of a second setpoint where the 
speed reference value changes minimally. The specific 
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control qualities are presented in Table 2, which show 
that the proposed controller can achieve a controlled 
variable that reaches 90% and 95% of the reference 
speed within approximately 0.1 s and 0.18 s, respec-
tively. This performance is faster compared to the smc-
bt controller.

(a) (b)

Fig. 4. System speed response to variable setpoint 
of speed

Table 2. Control quality of systems when changing 
the setpoint of speed

Setpoint changes In case of the fist 
setpoint

In case of the second 
setpoint

Controller smc-bt-
fuzzy smc-bt smc-bt-

fuzzy smc-bt

Over shoot 0% 0% 0% 0%

Settling time 0.18s 0.38s 0.57s 0.57s

Steady-state error 0 0 0 0

Rise time 0.1s 0.5s 0.3s 0.3s

The faster rise time achieved by the smc-bt-fuzzy con-
troller suggests improved dynamic response and quicker 
attainment of the desired speed compared to the smc-
bt controller. Notably, these results are superior to those 
obtained in [25], which utilized a nonlinear H-infinity 
controller that produced an overshoot of approximately 
20% and a settling time of approximately 7 s.

Fig. 5. Speed response at 20 rad/s with increasing 
load

Next, the system's response is analyzed in the pres-
ence of load disturbances. Specifically, Figs. 5 and 6 
illustrate the scenario where the load increases while 
the system operates at speeds of 20 and 65 rad/s, re-
spectively. Conversely, Figs. 7 and 8 represent the 
case where the system operates at speeds of 22 and 
82 rad/s, respectively, while undergoing a sudden de-
crease in load.

(a) (b)

Fig. 6. Speed response at 65 rad/s with increasing 
load

Fig. 7. Speed response at 22 rad/s under load 
reduction

(a) (b)

Fig. 8. Speed response at 82 rad/s under load 
reduction

Fig. 6b is an enlarged image of Fig. 6a, providing a 
clearer assessment of the control quality of the two sys-
tems during the load increase process. Similarly, Fig. 8b 
is an enlarged image of Fig. 8a, aiding in the evaluation 
of the control quality during the load reduction process.

Table 3. Control quality of two systems under load 
change

Load changes In case of increased 
load

In case of reduced 
load

Controller smc-bt-
fuzzy smc-bt smc-bt-

fuzzy smc-bt

Over shoot 4% 6% 2.7% 5%

Settling time 0.35s 0.37s 0.3s 0.35s

Steady-state error 0 0 0 0

The results in Fig. 6b, Fig. 8b and Table 3 indicate that 
the backstepping adaptive controller based on fuzzy 
logic helps the system return to the desired positions 
with zero steady-state error.  Additionally, it exhibits 
comparable setting times but achieves a reduction in 
overshoot by 30% to 50% compared to the backstep-
ping sliding mode controller.
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5.	 CONCLUSION

In this paper, we present the application of the adap-
tive backstepping sliding mode control algorithm 
based on fuzzy logic for controlling the speed of an 
SRM drive system. This approach considers the inherent 
nonlinearity introduced by the inverter to improve the 
overall performance of the SRM drive system. The simu-
lation results, which consider changes in the setpoint 
of speed and variable load, demonstrate the excellent 
performance of the proposed controller in comparison 
to the backstepping sliding mode controller and the 
nonlinear H-infinity controller mentioned in [25]. These 
results indicate considerable potential for the future 
development and application of novel algorithms in 
SRM systems. Further research to enhance the overall 
performance through torque control and experimental 
testing on real hardware will be conducted by the au-
thors in the future.

Appendix A. SRM and simulatuon parameters

Number of rotor poles 6 J=6.8x103 kg/m2

Number of stator poles 8 a=1.5x103 H

Number of phases 4 b=1.364x103 H

Power 5.5 HP B=0.2

Peak current 9A l=2 m

Stator winding resistance 0.72 Ω c1=2

Aligned phase inductance 130 mH c2=0.1

Unaligned phase inductance 12 mH T=0.025
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