
International Journal
of Electrical and Computer
Engineering Systems IJECES

International Journal
of Electrical and Computer
Engineering Systems

Volume 15, Number 6, 2024 ISSN 1847-6996



ISSN: 1847-6996

INTERNATIONAL JOURNAL OF ELECTRICAL AND 
COMPUTER ENGINEERING SYSTEMS

Published by Faculty of Electrical Engineering, Computer Science and Information Technology Osijek, 
Josip Juraj Strossmayer University of Osijek, Croatia

Osijek, Croatia | Volume 15, Number 6, 2024 | Pages 469 - 552

International Journal of Electrical and Computer Engineering Systems

CONTACT
International Journal of Electrical

and Computer Engineering Systems

(IJECES)

Faculty of Electrical Engineering, Computer 

Science and Information Technology Osijek,

Josip Juraj Strossmayer University of Osijek, Croatia

Kneza Trpimira 2b, 31000 Osijek, Croatia

Phone: +38531224600, Fax: +38531224605

e-mail: ijeces@ferit.hr

Subscription Information
The annual subscription rate is 50€ for individuals, 

25€ for students and 150€ for libraries.

Giro account: 2390001 - 1100016777,

Croatian Postal Bank

EDITOR-IN-CHIEF

Tomislav Matić

J.J. Strossmayer University of Osijek,

Croatia

Goran Martinović

J.J. Strossmayer University of Osijek,

Croatia

EXECUTIVE EDITOR

Mario Vranješ

J.J. Strossmayer University of Osijek, Croatia

ASSOCIATE EDITORS

Krešimir Fekete

J.J. Strossmayer University of Osijek, Croatia

Damir Filko

J.J. Strossmayer University of Osijek, Croatia

Davor Vinko

J.J. Strossmayer University of Osijek, Croatia

EDITORIAL BOARD

Marinko Barukčić
J.J. Strossmayer University of Osijek, Croatia

Tin Benšić
J.J. Strossmayer University of Osijek, Croatia

Matjaz Colnarič
University of Maribor, Slovenia

Aura Conci
Fluminense Federal University, Brazil

Bojan Čukić
University of North Carolina at Charlotte, USA

Radu Dobrin
Mälardalen University, Sweden

Irena Galić
J.J. Strossmayer University of Osijek, Croatia

Ratko Grbić
J.J. Strossmayer University of Osijek, Croatia

Krešimir Grgić
J.J. Strossmayer University of Osijek, Croatia

Marijan Herceg
J.J. Strossmayer University of Osijek, Croatia

Darko Huljenić
Ericsson Nikola Tesla, Croatia

Željko Hocenski
J.J. Strossmayer University of Osijek, Croatia

Gordan Ježić
University of Zagreb, Croatia

Ivan Kaštelan
University of Novi Sad, Serbia

Ivan Maršić
Rutgers, The State University of New Jersey, USA

Kruno Miličević
J.J. Strossmayer University of Osijek, Croatia

Gaurav Morghare
Oriental Institute of Science and Technology, 
Bhopal, India

Srete Nikolovski
J.J. Strossmayer University of Osijek, Croatia

Davor Pavuna
Swiss Federal Institute of Technology Lausanne, 
Switzerland

Marjan Popov
Delft University, Nizozemska

Sasikumar Punnekkat
Mälardalen University, Sweden

Chiara Ravasio
University of Bergamo, Italija

Snježana Rimac-Drlje
J.J. Strossmayer University of Osijek, Croatia

Krešimir Romić
J.J. Strossmayer University of Osijek, Croatia

Gregor Rozinaj
Slovak University of Technology, Slovakia

Imre Rudas
Budapest Tech, Hungary

Dragan Samardžija
Nokia Bell Labs, USA

Cristina Seceleanu
Mälardalen University, Sweden

Wei Siang Hoh
Universiti Malaysia Pahang, Malaysia

Marinko Stojkov
University of Slavonski Brod, Croatia

Kannadhasan Suriyan
Cheran College of Engineering, India

Zdenko Šimić
The Paul Scherrer Institute, Switzerland

Nikola Teslić
University of Novi Sad, Serbia

Jami Venkata Suman
GMR Institute of Technology, India

Domen Verber
University of Maribor, Slovenia

Denis Vranješ
J.J. Strossmayer University of Osijek, Croatia

Bruno Zorić
J.J. Strossmayer University of Osijek, Croatia

Drago Žagar
J.J. Strossmayer University of Osijek, Croatia

Matej Žnidarec
J.J. Strossmayer University of Osijek, Croatia

Proofreader
Ivanka Ferčec
J.J. Strossmayer University of Osijek, Croatia

Editing and technical assistence
Davor Vrandečić
J.J. Strossmayer University of Osijek, Croatia

Stephen Ward

J.J. Strossmayer University of Osijek, Croatia

Dražen Bajer

J.J. Strossmayer University of Osijek, Croatia

Journal is referred in:
•	 Scopus
•	 Web of Science Core Collection 

(Emerging Sources Citation Index - ESCI) 
•	 Google Scholar 
•	 CiteFactor 
•	 Genamics 
•	 Hrčak 
•	 Ulrichweb
•	 Reaxys
•	 Embase 

•	 Engineering Village 

Bibliographic Information
Commenced in 2010.
ISSN: 1847-6996
e-ISSN: 1847-7003
Published: quarterly
Circulation: 300

IJECES online
https://ijeces.ferit.hr

Copyright
Authors of the International Journal of Electrical 
and Computer Engineering Systems must transfer 
copyright to the publisher in written form.

The International Journal of Electrical and Computer Engineering Systems is published with the financial support 
of the Ministry of Science and Education of the Republic of Croatia



TABLE OF CONTENTS
Cluster-based Improvised Time Synchronization Algorithm for Multihop IoT Networks  ..............................................469
Original Scientific Paper
Neha Dalwadi  |  Mamta Padole

Dahlin Deadbeat Internal Model Control for Discrete MIMO Systems ..............................................................................483
Original Scientific Paper
Nahla Touati  |  Imen Saidi

Is the development of objective image quality assessment methods 
keeping pace with technological developments? ..............................................................................................................491
Preliminary Communication
Md. Abdur Rahman  |  Hanif Bhuiyan

A Study on A Novel Collision Risk Prediction Map for Maritime Traffic Surveillance Based on Ship Domain ...............499
Original Scientific Paper
Van Quang Nguyen  |  Tu Nam Luong  |  Van Luong Tran

Deep Learning-Based Method for Detecting Parkinson 
using 1D Convolutional Neural Networks and Improved Jellyfish Algorithms  ...............................................................515
Original Scientific Paper
Arogia Victor Paul M  |  Sharmila Sankar

Enhancing Breast Cancer Diagnosis: 
A Hybrid Approach with Bidirectional LSTM and Variable Size Firefly Algorithm Optimization ...................................523
Original Scientific Paper
Mandakini Priyadarshani Behera  |  Archana Sarangi  |  Debahuti Mishra

PMiner: Process Mining using Deep Autoencoder  
for Anomaly Detection and Reconstruction of Business Processes ..................................................................................531
Original Scientific Paper
Veluru Chinnaiah  |  Vadlamani Veerabhadram  |  Ravi Aavula  |  Srinivas Aluvala

Comparative Predictive Analysis through Machine Learning in Solar Cooking Technology ..........................................543
Original Scientific Paper
Karankumar Chaudhari  |  Pramod Walke  |  Sagar Shelare

About this Journal
IJECES Copyright Transfer Form

Volume 15, Number 6, 2024





Cluster-based Improvised Time Synchronization 
Algorithm for Multihop IoT Networks

469

Original Scientific Paper

Abstract – Achieving precise time synchronization among wireless sensor devices within Internet-of-Things (IoT) networks poses 
a significant challenge. Various approaches have been proposed to efficiently synchronize time in wireless sensor networks (WSNs) 
used in the IoT. However, these solutions typically involve extensive message exchanges to achieve synchronization, leading to 
notable communication and energy overheads. In this context, we introduce a clustering approach aimed at enhancing the 
Reference Broadcast Synchronization (RBS) protocol to suit large multihop IoT networks. This paper discusses existing cluster-
based time synchronization methods and compares their effectiveness. Moreover, our proposed clustering approach seamlessly 
integrates existing time synchronization protocols, thereby enhancing both power efficiency and synchronization accuracy, which 
are specifically tailored for multihop IoT networks. To validate the effectiveness of our approach, we conducted emulations, which 
demonstrated a significant improvement in minimizing synchronization error by 78% compared to existing RBS methods, along with 
a 40% reduction in the power consumption of reference nodes. Overall, our proposed method yields satisfactory results with less 
overhead in scalable IoT networks.

Keywords: Clustering Algorithms, Internet of Things, Time Synchronization, Wireless Sensor Network, Network Topology

1.  INTRODUCTION

The IoT describes a network of interconnected physi-
cal devices and other objects that are integrated with 
sensors, actuators, software and communicate data 
throughout the network. Time synchronization among 
IoT devices plays an important role in IoT applications 
such as smart grids, smart parking systems, health 
monitoring systems, mobile communications, environ-
ment monitoring systems, and distributed resource 
allocation [1-5]. For the optimal operation of IoT net-
works, precise time coordination is essential. Proper 
synchronization minimizes communication collisions, 
reduces retransmissions, and contributes to energy 
conservation. While the study of clock synchroniza-
tion in wireless sensor networks has been performed 
for many years, IoT devices have some challenges. IoT 
devices use small components, which usually have lim-

ited battery power, constrained memory resources, low 
cost and less precise crystal oscillators, and low-power 
sensors and actuators compared to traditional WSN 
nodes. 

To overcome issues of limited battery power, we 
proposed clustering approach. Due to limited battery 
power in IoT devices, the prime concern is to conserve 
power. With the help of clustering communication 
needs to be done within subset of nodes of the net-
work, which in turn also reduces the distance of com-
munication. Short distance communication reduces 
transmission delays as well as power consumption. 
There are less chances of node failure due to power 
conservation which in turn avoids synchronization er-
ror and improves synchronization accuracy. 

These small components cause disparities in clock 
time between devices in a network. As prevalent clock 
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sources in electronic devices, crystal oscillators furnish 
a reference frequency for timekeeping. Despite their 
widespread use, these oscillators are not flawless and 
introduce various constraints that compromise the 
precision and stability of time synchronization in IoT 
devices [6]. Crystal Oscillator Constraints are as follows:

•	 Crystal oscillators possess a defined frequency ac-
curacy that may shift over time due to factors such 
as temperature changes. These inaccuracies can 
result in drift, leading to time discrepancies over 
prolonged periods [7, 8].

•	 Fluctuations in temperature can affect the oscil-
lator’s frequency, introducing variations in time-
keeping. This sensitivity is particularly relevant in 
IoT devices deployed under diverse environmental 
conditions.

•	 The aging effect (gradual changes in frequency 
over time) can lead to a loss of accuracy in time-
keeping, and this is especially important in applica-
tions where precise time synchronization is critical.

•	 Despite their overall power efficiency, crystal oscil-
lators can still impact battery life in energy-con-
strained IoT devices, particularly for devices oper-
ating in remote or battery-powered scenarios.

In applications with strict synchronization require-
ments, the precision of crystal oscillators may not be 
sufficient.

To mitigate the impact of these limitations on time 
synchronization in IoT devices, various methods, such 
as the use of an external time server to recalibrate the 
device’s internal clock, the implementation of algo-
rithms that can compensate for the aging effect and 
temperature effects, and the implementation of mech-
anisms to stabilize temperature effects around crystal 
oscillators, need to be implemented [7].

Numerous clock synchronization approaches have 
been proposed for WSNs. The network time protocol 
(NTP) is widely utilized to synchronize computers over 
the internet, making it advantageous for application in 
this new context as well [9-11], its accuracy rarely meets 
the typical requirements of IoT applications and IoT 
networks. Moreover, NTP is not suitable for large mesh 
networks, as several nodes in mesh need to commu-
nicate using a gateway (or border router) with an NTP 
time server. Usually, a gateway is a high-traffic area that 
may cause delays [11, 12]. A drawback of NTP is its lack 
of secure time synchronization. To address this issue, 
the work presented in [13] introduces an NTP-based 
time synchronization method incorporating trust man-
agement and blockchain techniques. A simplified ver-
sion of the NTP protocol (SNTP) [9] is commonly used in 
embedded systems. While the SNTP is used in comput-
ers with low processing power and in microcontrollers 
where accuracy is not an issue, it is helpful where scal-
ability and low overheads are needed. It is not suitable 
for large mesh networks because it works only on high-
speed networks such as Ethernet. Numerous clock syn-

chronization protocols have been specifically devised 
for both wired and wireless networks, including the 
precision time protocol (PTP) designed for IEEE 802.11 
networks. In a modified iteration of PTP, beacon frames 
are utilized to synchronize the mobility of access points 
(APs) with one another, as well as to broadcast time-
stamps acquired by the APs [14]. The study referenced 
in [15] investigates the use of PTP technology for time 
synchronization in Industrial IoT. However, their find-
ings are derived from a methodological review of exist-
ing data, thus not offering conclusive evidence regard-
ing the reliability of PTP in Industrial IoT. The efficacy 
of time synchronization hinges on various factors, such 
as hardware clock precision, sensor accuracy, and en-
vironmental influences. Tailored approaches for time 
synchronization in specific applications have also been 
introduced. For instance, a three-step method was 
developed in [16] to estimate clock skew and offsets, 
specifically for receiver-only based time synchroniza-
tion in underwater applications. Another example is 
found in [17, 18], where a synchronized health moni-
toring system was described. This synchronization was 
accomplished through the utilization of high-precision 
external oscillators and GPS systems.

In recent years, various time synchronization protocols 
have been developed for wireless sensor networks that 
can work on IEEE 802.11. Many IoT applications have 
been developed over the IEEE 802.11 network, and they 
can deploy a time synchronization protocol for time ac-
curacy. Time synchronization algorithms are primarily 
categorized into centralized and distributed synchroni-
zation algorithms. Centralized approaches utilize a ref-
erence node to synchronize all nodes within a network. 
Conversely, distributed algorithms are receiver‒receiver-
based synchronization methods in which no single refer-
ence node is employed. Section 2 provides an overview 
of existing algorithms in this context. However, not all 
these protocols provide accurate time synchronization 
in multihop networks, so providing a time synchroniza-
tion protocol that is compatible with both single-hop 
and multihop networks is challenging. Our proposed 
cluster-based approach for multihop networks incorpo-
rates clustering methods to synchronize the whole net-
work. This paper describes the existing RBS approach for 
time synchronization and proposes the use of clustering 
methods with RBS for time synchronization in IoT net-
works. The main goal of this work is to apply a cluster-
ing approach with RBS to provide time synchronization 
among all nodes (network-wide synchronization), par-
ticularly in multihop networks.

Achieving precision in time synchronization poses a 
significant challenge, particularly regarding compar-
ing time information across network-wide nodes. Each 
node must assess its clock drift and skew based on the 
time received from a reference node. The accuracy of 
a clock is heavily influenced by the delays incurred 
in transmitting time information between locations, 
which consequently leads to synchronization errors. 
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Consequently, nodes further away from the reference 
node experience increased synchronization errors. Ef-
ficient synchronization routines necessitate minimiz-
ing the number of messages sent by each node and 
reducing energy consumption. However, in a multihop 
environment, achieving efficiency in terms of reducing 
power consumption and latency among nodes, cor-
recting time values, and minimizing synchronization 
errors are particularly challenging. Additionally, con-
siderations must be made for node failures and node 
mobility within the network.

Successfully achieving time synchronization in the 
IoT necessitates a meticulous examination of the trade-
offs between precision and diverse resource limitations. 
These constraints span energy consumption, commu-
nication overhead, scalability, latency, and robustness. 
Striking an appropriate balance customized to the 
precise needs of IoT deployment is pivotal for maximiz-
ing performance and efficiency. As seen from existing 
time synchronization algorithms [19-28], as discussed 
in section 2, while flooding the network with synchro-
nization messages may offer high accuracy, it results in 
significant communication overhead. Minimizing this 
overhead while maintaining acceptable synchroniza-
tion levels is vital, especially in resource-constrained IoT 
setups. Some synchronization methods excel in small-
scale deployments but struggle to maintain accuracy 
as the network expands. Designing protocols that scale 
effectively while preserving accuracy is key for large IoT 
deployments. In latency-sensitive applications, mini-
mizing synchronization latency may be prioritized over 
achieving perfect accuracy. Synchronization methods 
must consider the system's robustness against network 
disruptions and node failures. Trade-offs may arise be-
tween perfect synchronization and ensuring that the 
system can recover quickly from disruptions.

Section 2 elaborates on the related work conducted 
in the field of time synchronization. Section 3 describes 
the clustering techniques employed in both wireless 
sensor networks (WSNs) and Internet of Things (IoT) 
networks. The cluster-based time synchronization ap-
proach outlined in section 4 addresses the challenges 
associated with message overhead by enabling direct 
communication between nodes for clock corrections. 
This approach effectively manages node failures by pe-
riodically forming clusters at predefined resynchroniza-
tion intervals. Additionally, it ensures network scalabil-
ity during synchronization by incorporating new nodes 
into the cluster. Furthermore, the power consumption 
is minimized by reducing the latency at various stag-
es of the synchronization process, including the send 
time, receive time, and propagation time.

2. RELATED WORK IN TIME SYNCHRONIZATION 
ALGORITHMS

Time synchronization stands as a focal point in the 
realm of wireless sensor networks and IoT networks, 
attracting widespread attention in research. Consider-

able research has been dedicated to the time synchro-
nization of sensor nodes. Nonetheless, there remains 
an opportunity to refine existing time synchronization 
algorithms to effectively operate with IoT end devices, 
prioritizing low power consumption and heightened 
synchronization accuracy.

Traditional time synchronization algorithms typi-
cally follow a Sender‒Receiver approach [19], where a 
root node serves as the time server, and other nodes 
synchronize with it. This method, often termed central-
ized time synchronization, has a drawback: if the root 
node is compromised, the entire network may suffer, 
resulting in incorrect clock values. Examples of such 
algorithms include the flooding time synchronization 
protocol (FTSP) [20], lightweight tree-based synchroni-
zation (LTS) [21], the timing synchronization protocol 
for sensor networks (TPSN) [22], and the flooding with 
clock speed agreement (FCSA) protocol proposed in 
[23], aimed at achieving skew synchronization among 
neighboring nodes. This protocol is tailored to mitigate 
synchronization errors that escalate with the number 
of hops in the FTSP.

In contrast, receiver‒receiver-based algorithms [19] 
synchronize based on the arrival time of synchroniza-
tion messages from other nodes in the network and 
use estimated offset values to correct their own clock 
time. However, this approach has limitations, such as 
high message complexity due to additional message 
exchanges between nodes and potential message 
collisions. The algorithms in this category include ref-
erence broadcast synchronization (RBS) [24] and time 
diffusion synchronization protocol (TDSP) [25].

In multihop scenarios, various cluster-based time 
synchronization approaches have been proposed. The 
methodologies outlined in references [26-28] employ 
a cluster-based approach to reduce synchronization 
errors by minimizing the average hop count from the 
root node. However, these methods are ill suited for 
networks with dynamic topologies. Moreover, effective 
mechanisms for handling node failures during synchro-
nization and ensuring network scalability are lacking. 
Alternatively, other time synchronization approaches, 
as described in [29, 30], facilitate the construction of 
distributed networks and exhibit robustness to dynam-
ic topologies and node failures. However, these algo-
rithms suffer from a significant drawback in the form of 
packet collisions. This issue increases the overall mes-
sage complexity of the network, impeding efficient 
data transmission and potentially leading to network 
congestion and reduced performance. The proposed 
C-sync [31], a clustering-based energy efficient decen-
tralized time synchronization protocol, aims to achieve 
scalability by incorporating multiple reference nodes. 
However, the protocol's involvement of multiple ref-
erence nodes introduces message overhead, thereby 
increasing the time required to synchronize the entire 
network. To improve upon the traditional RBS algo-
rithm, [32] introduced adaptive clock synchronization 
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in sensor networks. While this solution seeks to allevi-
ate the high overhead linked with flooding the net-
work with reference packets, it also introduces trade-
offs such as latency, reliance on sensor nodes, synchro-
nization reliability, and implementation complexity. In 
their work, [33] introduced a clustering-based hierar-
chical time synchronization method to facilitate multi-
hop synchronization. This approach utilized long radio 
ranges and clustering to reduce average hop counts. 
However, the increased number of referenced messag-
es overhead resulted in delays in the synchronization 
process. Additionally, the applied overhearing meth-
od, while effective in reducing hops, consumed more 
power, making it unsuitable for power-constrained 
IoT devices. Furthermore, the method did not sup-
port topology changes, posing limitations in dynamic 
network environments. The approach outlined in [34] 
introduces a multihop clustering mechanism for scal-
able IoT networks, with the objective of minimizing the 
number of Internet connections while maximizing the 
number of hops to its coordinator. However, it relies on 
Dijkstra’s shortest path first algorithm to calculate the 
distances among all possible pairs of nodes, with a time 
complexity of 𝑂(|𝑁|(|𝑁|log|𝑁|+|𝐸|)). Additionally, the 
complexity of obtaining clusters is 𝑂(|𝑁|2log|𝑁|), there-
by contributing to an overall increase in the complexity 
of the clustering approach. In [35], a clock synchroni-
zation strategy based on precision time protocol (PTP), 
aimed at synchronizing clocks between IoT devices and 
the Cloud, which is interconnected within a distributed 
network framework, was proposed. Here, the Software 
as a Service (SaaS) cloud service is used to gather data 
for analysis and initiate corresponding actions on IoT 
devices. The approach described in [36] introduces the 
energy efficient clustering algorithm (EECA) for wire-
less sensor networks (WSNs). In this algorithm, clusters 
are formed based on the center of the sensing field, 
after which the synchronization process commences. 
Each node synchronizes with its respective cluster 
head (CH) within the network. In [37], a novel time syn-
chronization method called cluster-based maximum 
consensus time synchronization (CMTS) was intro-
duced. This method incorporates a rotational cluster 
head scheme. Synchronization is achieved by exchang-
ing timestamp messages between cluster heads and 
cluster members and then computing the clock offset. 
An enhanced time synchronization approach for home 
automation systems has been proposed in [38], based 
on the Elastic Timer Protocol (ETP). This approach intro-
duces synchronization overhead resulting from the dy-
namic adjustment of timer values and synchronization 
parameters. Work presented in [39] achieves time syn-
chronization with heterogeneous technologies in IoT 
network based on Cross-Technology Communication 
technique (CTC). However, CTC introduce additional 
complexity and computational demands on devices 
impacts power consumption. 

We delve into a detailed examination of existing 
strategies such as the RBS, FTSP, and TPSN in the con-

text of multihop scenarios for time synchronization. 
This analysis serves to facilitate a comprehensive com-
parison with our proposed approach for time synchro-
nization in multihop networks.

1. RBS in Multihop Network

The reference broadcast synchronization (RBS) al-
gorithm operates on a receiver‒receiver basis for time 
synchronization. In this method, a reference node 
broadcasts reference messages across the network. 
Neighborhood nodes record the timestamp of re-
ceived broadcast messages and exchange their local 
time with other nodes in the network. Subsequently, all 
nodes calculate the average offset value and estimate 
their own clock value.

Fig. 1. [24] illustrates a scenario for a multihop net-
work. In the depicted scenario, both Node A and Node 
B send synchronization pulses at times PA and PB, re-
spectively. Receiver node 4 (R4) captures both sync 
pulses and forward the clock information from one 
neighborhood to another. Receivers R1 and R7 detect 
events at times E1R1 and E7R7, respectively. R4 lever-
ages both A’s and B’s reference broadcasts to establish 
the best-fit line for adjusting clock values from R1 to R4 
and from R4 to R7, respectively. However, this scheme 
necessitates a lengthy process for R4 to compute the 
correct time, leading to delays.

Fig. 1. RBS in the multihop network

Another drawback arises from implicit skew correc-
tion for all three nodes—R1, R4, and R7—during each 
time base conversion. Here, R4 listens to two sync 
messages and requires a series of timestamp conver-
sions for clock skew calculation. If a node listens to 
more than two sync messages, this task becomes more 
challenging. Consequently, the RBS strategy does not 
adequately support large multihop networks for time 
synchronization, resulting in scalability issues.

2. FTSP in Multihop Network

The FTSP, on the other hand, utilizes a sender-receiv-
er-based approach [20], supporting both single-hop 
and multihop networks for time synchronization. In 
this method, the root node transmits a sync message, 
and non-root nodes synchronize their clocks with their 
neighbors based on the root message. Each node, ex-
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cluding the root node, utilizes timestamps from mul-
tiple neighbors to determine its local clock time and 
achieve synchronization. The synchronization process 
in a multihop FTSP relies on reference points estab-
lished by broadcast messages periodically transmit-
ted by the synchronization root node. However, this 
approach exhibits longer propagation times for leaf 
nodes in the network and may be susceptible to com-
promised nodes assuming the role of the root node and 
disseminating incorrect synchronization messages.

Another approach for multihop FTSP, as described 
in reference [30], accomplishes network synchroniza-
tion without depending on an external time source. In 
this method, each node is allocated a unique identi-
fier, and synchronization is attained through MAC layer 
timestamping. Clock skew estimation is performed by 
computing the average of multiple timestamp values, 
followed by the application of linear regression to esti-
mate the clock offset. However, this approach entails in-
creased timestamp overhead and is limited in handling 
small network traffic. Moreover, it demonstrates greater 
message complexity than does the RBS method. 

3. The TPSN in the MultiHop Network

The TPSN employs a sender-receiver approach for 
time synchronization, comprising two phases: the es-
tablishment of a hierarchical topology followed by the 
synchronization phase. In the hierarchical topology 
phase, nodes at the ith level are connected with at least 
one node at the (i-1)th level. During the synchronization 
phase, child nodes synchronize with the root node at 
each level. Each pair of nodes is considered a root-child 
node, with the child node becoming the root for the 
subsequent node in the tree.

Fig. 2. TPSN sync message transmission

In Fig. 2, at time t1, sender node A transmits a syn-
chronization pulse packet to node B. Node B receives 
the packet at time t2 and responds with an acknowledg-
ment packet containing timestamp values t1, t2, and t3. 
Node A acknowledges the receipt of the acknowledg-
ment at time t4. The clock offset is then calculated as 
Δt = [(t2‒t1) ‒ (t4‒t3)]/2, while the propagation delay is 
calculated as d = [(t2‒t1) ‒ (t4‒t3)]/2.

In a multihop scenario, the TPSN adopts post facto 
synchronization, where nodes synchronize only as 
needed. Consequently, the receiver utilizes the TPSN 
to synchronize its clock after receiving a packet before 
forwarding it to the next hop. However, a drawback of 

this approach is that if any root node computes an in-
correct offset during any point of the synchronization 
phase, this error will propagate down the tree. Further-
more, the TPSN transmits a large number of messages 
to synchronize a network, resulting in high data traffic.

Several aspects overlooked in the above approaches 
may hinder their implementation for high-level syn-
chronization in multihop wireless networks. These as-
pects include ensuring quick network synchronization, 
which is particularly crucial in dense network environ-
ments where frequent synchronization is needed. Ad-
ditionally, streamlining synchronization to minimize 
message overhead and enable multihop synchroniza-
tion in a scalable manner, even when synchronization 
regions do not intersect, is essential. To address these 
challenges, we have implemented cluster-based and 
receiver‒receiver-based approaches for time synchro-
nization to support scalability and flexibility in multi-
hop networks. The following section outlines cluster-
ing approaches applicable to multihop networks for 
time synchronization.

2.1. RELATED WORK FOR CLUSTERING IN 
 WSNS AND THE IOT

Clustering offers a promising solution to address nu-
merous challenges encountered in the IoT, including en-
ergy efficiency, scalability, and mobility. Its resemblance 
to wireless sensor networks (WSNs) makes it particularly 
advantageous for tackling these issues [40]. In cluster, a 
cluster head (CH) is a pivotal node serving as the central 
coordinator within a group of nodes. Cluster head plays 
a crucial role in organizing, managing, and optimizing 
the performance of a cluster of nodes.

In the implementation of time synchronization, the 
rapid exchange of synchronization messages among 
all network nodes without congestion is crucial. Clus-
tering methods offer a solution by dividing the network 
into smaller regions, enabling simultaneous synchroni-
zation of message exchange among cluster nodes via 
cluster heads (CH). This approach enhances efficiency 
in terms of parallel processing, fault tolerance, and or-
ganizing dense networks effectively. Several clustering 
algorithms have been proposed to partition networks 
into smaller clusters based on criteria such as distance, 
link quality, and path.

•	 Clustering Methods in WSNs

In wireless sensor networks (WSNs), clustering al-
gorithms are categorized as centralized or distributed 
approaches. Examples of clustering algorithms include 
the following:

In low-energy adaptive clustering hierarchy (LEACH) 
[41], nodes calculate their likelihood of becoming cluster 
heads (CHs) and broadcast them, with each node select-
ing the cluster requiring the least amount of communica-
tion energy to reach the CH. However, the CH distribution 
may not be uniform, leading to uneven energy dissipa-
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tion. LEACH-C [42] selects a CH based on energy informa-
tion and load balancing, with a cluster setup performed 
by the base station. While ensuring load balancing, this 
approach is less scalable and consumes more energy. The 
hybrid energy efficient distributed (HEED) method [43] 
selects a CH based on the residual energy and the energy 
required for intra-cluster communication. This ensures a 
uniform CH distribution and applies load balancing. The 
energy efficient clustering scheme (EECS) [44] selects 
a CH based on the maximum residual energy and mini-
mum distance, extending the cluster formation approach 
of LEACH. However, CH deaths may occur due to conges-
tion near the base station. The linked cluster algorithm 
(LCA) [45] selects the CH based on the highest ID among 
the node neighbors. Despite identity-based selection, 
nodes exhibit low energy efficiency, and these algorithms 
are designed for homogeneous networks and lack sup-
port for node mobility and data aggregation at the CH.

However, for IoT networks, which require support for 
data aggregation and mobility, these algorithms are 
not suitable, necessitating the development of new 
clustering strategies.

•	 Clustering Methods in IoT Networks

Efficient operation of IoT applications requires en-
ergy efficiency, low communication overhead, mobil-
ity support, data aggregation, and compatibility with 
heterogeneous environments. Several clustering algo-
rithms address these requirements:

The heuristic clustering algorithm [46] forms clus-
ters based on the number of neighboring nodes and 
residual energy. The node with the maximum residual 
energy is selected as the CH, facilitating one-hop com-
munication but requiring re-clustering if the topology 
changes, leading to increased energy consumption. 
The graph-based clustering algorithm [47] uses graph 
theory to form clusters, selecting the vertex with the 
maximum degree and maximal residual energy as the 
CH. It supports node mobility with energy efficiency. 
The hybrid energy-aware clustered protocol for het-
erogeneous IoT [48] enhances node energy utilization 
and prolongs network lifetime. CH selection is based 
on various weighted election probabilities, such as re-
sidual energy. Cluster formation adjusts the number 
of CHs and the cluster length to optimize connectivity 
and energy utilization in multihop networks.

In summary, clustering approaches for IoT networks 
minimize communication overhead and maximize 
node connectivity, improving the efficiency of time 
synchronization algorithms while prolonging network 
lifetime and enhancing energy utilization.

3. IMPROVISED RBS ALGORITHM USING 
CLUSTER

Our research endeavors center on the development 
of time synchronization algorithms capable of with-
standing significant differences in clock drift and offset, 

which is particularly relevant for extensive IoT network 
deployments. It has been noted that minimizing com-
munication distance aids in reducing clock drift and 
offset. To achieve this, before initiating the synchroni-
zation process, an RSSI-based clustering approach is 
employed to partition the large network into smaller 
clusters. This allows reference nodes to communicate 
directly with their nearest cluster-head nodes, which 
then handle synchronization among the nodes within 
their respective clusters. This localized approach mini-
mizes the energy expenditure required for time syn-
chronization across the entire network. By reducing 
communication distance and overhead, this approach 
reduces power consumption and effectively reduces 
delays that can occur at various stages of the synchro-
nization process, thereby minimizing synchronization 
errors. In this scheme, each cluster-head node serves as 
the reference node for its cluster nodes.

In the implementation of time synchronization, it is 
imperative to ensure rapid dissemination of synchro-
nization messages across all network nodes without 
causing congestion. Various clustering algorithms have 
been suggested for partitioning networks into smaller 
clusters based on diverse criteria. Drawing from exten-
sive surveying and identifying research gaps, we advo-
cate for a clustering approach tailored for IoT network 
applications based on the received signal strength in-
dicator (RSSI). This approach aims to minimize power 
consumption, enhance the packet reception ratio, and 
enable data aggregation at cluster heads within het-
erogeneous IoT networks.

To address the challenges posed by dynamic topol-
ogy alterations, node failures, and scalability issues, 
we devised a strategy wherein the network undergoes 
re-clustering after each synchronization interval. This 
adaptive approach ensures resilience to changing net-
work conditions while bolstering the system's robust-
ness and scalability. Our time synchronization method-
ology for multihop IoT networks is structured into two 
phases: Phase-1 involves cluster formation through 
cluster-head selection, while Phase-2 encompasses the 
synchronization method between nodes. In the subse-
quent sections, we elaborate on our novel cluster ap-
proach followed by the time synchronization method-
ology tailored for multihop IoT networks.

•	 Cluster Algorithm for IoT network

* Phase-1: Cluster Formation

Cluster Head Selection: The selection of cluster heads 
(CHs) is achieved by analyzing the radio signal strength 
indicator (RSSI) of each node within the network. This 
entails measuring the power present in signals transmit-
ted by each node. By utilizing the received signals from 
neighboring nodes, each node maintains a count of the 
number of neighboring nodes (denoted as 'm') covered 
by the RSSI. The node with the highest value of 'm' is des-
ignated the CH. This selection process continues until all 
nodes are encompassed within the network.
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Clustering: During this phase, each CH identifies its 
cluster nodes based on a predefined RSSI threshold 
value. Nodes are compared with the threshold value, 
and if their RSSI value is lower than the threshold, they 
are included as cluster nodes for that particular cluster 
head. This process iterates until all nodes are assigned 
to one of the clusters within the network. The algorithm 
outlining the cluster formation process is depicted in 
Algorithm 1.

Algorithm 1. Cluster Formation
Input: (Ni is the ith node in the network), Li = list of 

neighbor nodes, M= Maximum no. of nodes covered in 
one cluster, m= No. of clusters.

Output: Create m no. of clusters.
Initialize all the nodes Ni, where i=1,2, 3…n. in a net-

work.
For each node Ni 
 RNi ← RSSI (Ni), i=i+1
 (Sort RNi, choose nearest node in Li)
For each node RNi  
 If RNi < RNi+1
 Li < RNi

End.
For each node Ni

//From the sorted list Li, the nodes which covers 
maximum no. of Neighbor nodes are declared as clus-
ter heads. 

//Choose other nodes in the range of CHi as mem-
ber nodes in cluster Ci, where i ∈ Ni. Such that M<=m, 
where m<=N/2

In case of conflict, where the node may fall in more 
than one clusters, then the node joins the cluster hav-
ing minimum distance with the CHi.

Repeat steps after each Synchronization Interval Si. 

•	 Proposed Cluster-based Time Synchronization Ap-
proach for Multihop IoT

Time synchronization commences after the comple-
tion of cluster formation as outlined in Algorithm 1 
during Phase-1. Phase-2 encompasses the synchroni-
zation process among the nodes and is logically subdi-
vided into two stages. 

Phase 2(a) entails Algorithm 2(a), synchronization 
among cluster head nodes with a designated reference 
node, referred to as inter-cluster synchronization. This 
phase is crucial for rectifying offset discrepancies by ini-
tially addressing the time differential between the pri-
mary synchronized reference node and the cluster heads 
of other clusters within the network. To achieve this, the 
reference node transmits beacon messages to the cluster 
heads, recording the timestamp of these beacon messag-
es from the synchronized reference node. Subsequently, 
all nodes exchange their local time information with one 
another and estimate their respective clock offsets.

Phase 2(b) involves synchronization among cluster 
nodes as in Algorithm 2(b) with their respective cluster 
heads, termed as intra-cluster synchronization.

Algorithm 2(a). Inter-Cluster Synchronization

Assumption: Cluster formed using algorithm-1

Initialization:  S- Reference node

CHi- i
th Cluster head node, Ci - i

th Cluster node 

LTi - i
th local timestamp of ith cluster head node.

OCHij - Clock Offset between nodes i and j
CHTi – Adjusted new clock value

Reference Node S: broadcast () //Broadcast Beacon

For each CHi

 Call broadcast_receive()  // CH Receive broad-
cast message

 LTi = Clock_time() //Record local timestamp of 
received message

 Call unicast (LTi, CHj) // Send LTi to other CHj 
nodes where i≠j.

End

For each CHi

(1)

//Compute clock offset at each cluster head node. 
Where, n = no. of received timestamp from neighbor 
cluster heads CHj. m<=N/2, and M depends on number 
of nodes in the network.

(2)

// Compute new clock value CHTi, and synchronize 
with reference node S.

End.

Algorithm 2(b). Intra-Cluster Synchronization

//In continuation of algorithm 2(a)

For each node CHi

 Call multicast (CHTi, Ci) 

// CHi nodes multicast their updated time value CHTi 
to their cluster nodes Ci

 Call multicast_receive()

 CTi = Clock_time()

// Each Ci records timestamp of received message as 
CTi and unicast to other nodes Cj, (i≠j)

End

For each Ci node

 Call unicast (CTi, Cj) // Send CTi to other Cj 

nodes where i≠j.
// Compute clock offset

(3)
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// where CN = No. of nodes within cluster. And OCij 
is an offset between two cluster nodes in one cluster.

// Cluster node computes new clock value

(4)

// Where, TCi is the new adjusted clock time of ith 
cluster node in one cluster

End.

•	 Key Features of the Proposed Cluster-Based 
Algorithm

Minimizes communication distance for synchroniza-
tion message transmission, leading to potential reduc-
tions in power consumption and synchronization er-
rors. Decreases collision occurrences owing to smaller 
cluster sizes and reduced message overhead. Enhances 
network reliability and scalability through the imple-
mentation of cluster-based time synchronization. Re-
duces communication distance for sync-message 
transmission, thereby lowering the power consump-
tion of the reference node and the network overall. Im-
proves the probability of packet reception ratio (PRR) 
for individual nodes.

4. IMPLEMENTATION AND RESULTS

4.1. IMPLEMENTATION

The time synchronization algorithm for a multihop 
IoT network is implemented using Contiki OS with the 
Cooja emulator [49]. Initially, all nodes are initialized 
with random startup times. The proposed cluster-based 
algorithm is compared with the existing RBS algorithm 
in terms of synchronization accuracy and power con-
sumption on the same platform. Emulation parameters 
and configurations are summarized in Table 1.

Table 1. Emulation Parameters on Cooja

Parameters Values

Number of Nodes 6 / 12 / 20

Type of Network Multihop

Emulation Time 15min

Synchronization Interval 30 s

OS Contiki

Topology Random

Radio CC2420 (2.4 GHz)

MAC / RDC layer Protocol CSMA with ContikiMAC 

Network Stack Rime

Radio Medium UDGM

Channel Check Rate 8Hz

Mote Type Tmote Sky

To establish a multihop environment, the first experi-
ment involves generating results with a random topol-
ogy consisting of 10 nodes. Node id-1 is designated as 
the reference node for other nodes in the network. Fol-

lowing Algorithm 1, all nodes except node id-1 calcu-
late their RSSI values and identify the number of nodes 
within their communication range. After selecting 
cluster heads in the network and forming clusters, the 
reference node begins broadcasting beacons through-
out the network. Only cluster head (CH) nodes receive 
these beacons and exchange their local time of recep-
tion with other CH nodes in the network, as outlined 
in Algorithm 2, for synchronization. After inter-cluster 
synchronization of CHs with the reference node, clus-
ter heads proceed with intra-cluster synchronization 
within their respective clusters.

4.2. RESULTS

To assess the performance of the proposed cluster-
based algorithm in terms of time synchronization error 
and power consumption, it is implemented on differ-
ent platforms. Specifically, the proposed cluster-based 
multihop RBS algorithm is executed on Sky motes [50], 
with configurations detailed in Table 1. Power con-
sumption is evaluated at each node in the network. 

Fig. 3(a). Power consumption of reference node in 
proposed cluster-based RBS algorithm for multihop 

network

Fig. 3(b). Power consumption of reference node in 
RBS algorithm for multihop network

The sink node (Reference node) broadcasts beacon 
messages at specified regular intervals to synchronize 
cluster heads. The algorithm is tested under various 
scenarios, including random node startup times and 
cluster head node failures, to ensure continued net-
work connectivity, wherein remaining nodes reform 
the connected network and reassign cluster heads as 
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per Phase-1. The results, depicted in Fig. 3(a), illustrate 
the power consumption of the reference node in the 
proposed cluster-based RBS algorithm, while Fig. 3(b) 
displays the power consumption of the reference node 
in the RBS algorithm. Power consumption is assessed 
using the power tracer tool within the Cooja emulator. 
The formula utilized for calculating power consump-
tion at each node is as follows [50].

(5)

Power consumption, data gathering, and analysis 
are conducted at various stages of the node lifetime, 
including transmission power, receiving power, CPU 
power, and during low power mode. To facilitate a 
fair comparison between both algorithms, identical 
configurations (as per Table 1) are applied to assess 
performance. Graphical analysis reveals that the refer-
ence node's power consumption in the RBS algorithm 
is approximately 2.5mW, which is higher compared to 
the 1.5mW power consumption observed for the pro-
posed cluster-based algorithm. Estimated percentage 
of reduction in power consumption using proposed 
cluster-based approach as follows:

(6)

Fig. 4. Average power consumption at each node 
of RBS and proposed Cluster-based Improvised RBS 

multihop IoT network

Fig. 4 illustrates the average power consumption at 
each node within the multihop network. It is evident 
that the overall power consumption of the multihop 
network with the RBS algorithm is approximately 
greater than or equal to 4.5 mW, whereas with the pro-
posed cluster-based approach, it is approximately less 
than 3.5 mW. This highlights a notable enhancement 
in power efficiency with the proposed cluster-based 
approach for time synchronization. Additionally, it is 
observed that nodes 2 and 3 exhibit nearly identical 
power consumption for both algorithms. This similarity 
arises because both nodes fall within the interference 
range of each other and of node 1, necessitating trans-
mission to more than one cluster, resulting in increased 
power consumption.

The subsequent step involves calculating clock offset 
and clock skew to determine the synchronization er-
ror between two nodes. Clock offset is estimated using 
equation (1) for inter-cluster nodes and equation (3) for 
intra-cluster nodes. Synchronization error is assessed 
using the linear regression method, where the least 
squares method is employed to predict the nearest cor-
rect time value, minimizing the error sum of squares as 
per the principle of least squares method [51]. The fol-
lowing formula is utilized to calculate predicated time 
say Pt and Synchronization Error say Se for this purpose:

(7)

Where x denotes the timestamp value of the sent 
beacon message, y represents the timestamp value of 
the received beacon message, and δ denotes the clock 
skew, representing the difference between two clock 
frequencies.

(8)

Where At denoted Actual Received Time. After deter-
mining the absolute synchronization error between two 
nodes, the subsequent step involves calculating the 
delta error. The proposed cluster-based approach effec-
tively minimizes the overall power consumption of each 
node. Furthermore, using equation (6) the average pow-
er consumption of the reference node has been notably 
reduced by 40%, consequently improving the overall 
performance and lifetime of the network. Emulation 
results also indicate approximately 30% improvement 
in minimizing the average power consumption of each 
node in the network, apart from the reference node.

Fig. 5. Synchronization Error in RBS and Cluster-
based RBS

Fig. 5 depict the synchronization error graphs for RBS 
and RBS with clustering, calculated using the linear re-
gression method. In the case of RBS, the synchroniza-
tion error ranges from 0.5 mS to 4 mS. However, with 
the incorporation of clustering, there is a reduction in 
the synchronization error rate, ranging from 0.5 mS to 
0 mS. To mitigate the overall synchronization error, the 
re-synchronization interval is determined by assessing 
the absolute error between the estimated offset and the 
corrected offset at each offset synchronization point.

Consequently, the overall synchronization error 
gradually diminishes, tending toward zero. 

Volume 15, Number 6, 2024
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Compared to the existing RBS approach, the pro-
posed cluster-based approach demonstrates an aver-
age 78% improvement in minimizing node synchroni-
zation error.

4.3. IMPACT OF DIFFERENT TOPOLOGIES ON 
 TIME SYNCHRONIZATION

Both synchronization algorithms, namely RBS and 
the proposed cluster-based approach, underwent test-
ing using an experimental setup outlined in Table 1. 
Three distinct network topologies - Random, Ellipse, 
and Linear - were tested for each synchronization al-
gorithm, specifically designed for multihop networks. 

Tables 2, 3, and 4 present the performance of both 
approaches for time synchronization across random, 
ellipse, and linear topologies, respectively. The evalu-
ation includes synchronization error and power con-
sumption for various numbers of nodes within the 
system. An Average Synchronization Error, measured in 
milliseconds, indicates the level of synchronization ac-
curacy for each configuration, with smaller values indi-
cating preferable synchronization. Standard Deviation 
measures dispersion in synchronization errors; lower 
values indicate consistent errors, ensuring system sta-
bility [51]. Here, Standard Error helps to understand the 
likely range within which the true mean synchroniza-
tion error falls.

Table 2. Synchronization Error and Power Consumption for Random Topology

Synchronization Approach RBS Proposed Approach 
(with Cluster) RBS Proposed Approach 

(with Cluster) RBS Proposed Approach 
(with Cluster)

No. of Nodes 6 12 20

Average (mS) (Synchronization Error) 1.53 0.36 1.46 0.3 3.16 0.64

Standard Deviation 1.30 0.28 0.98 0.15 1.72 0.30

Standard Error of (Synchronization Error) (mS) 1.12 0.39 0.44 0.07 0.77 0.13

Average Power Consumption (mW) 2.33 1.27 3.3 1.00 1.15 2.8

Table 3. Synchronization Error and Power Consumption for Ellipse Topology

Synchronization Approach RBS Proposed Approach 
(with Cluster) RBS Proposed Approach 

(with Cluster) RBS Proposed Approach 
(with Cluster)

No. of Nodes 6 12 20

Average (mS) (Synchronization Error) 2.52 1.96 9.12 5.32 9.6 7.91

Standard Deviation 1.29 0.88 6.18 2.96 6.88 5.6

Mean Synchronization Error (Standard Error) (mS) 1.02 0.39 2.77 1.32 3.07 2.5

Average Power Consumption (mW) 2.76 1.98 3.24 2.46 4.6 2.1

Table 4. Synchronization Error and Power Consumption for Linear Topology

Synchronization Approach RBS Proposed Approach 
(with Cluster) RBS Proposed Approach 

(with Cluster) RBS Proposed Approach 
(with Cluster)

Number of Nodes 6 12 20

Average (mS) (Synchronization Error) 3.12 2.48 9.12 7.20 11.04 8.08

Standard Deviation 2.87 2.59 6.81 3.03 9.71 7.56

Mean Synchronization Error (Standard Error) (mS) 1.28 1.16 3.05 1.36 4.34 3.38

Average Power Consumption (mW) 1.73 1.4 3.28 2.93 3.36 2.11

The results displayed in Tables 2, 3, and 4 show that 
the proposed clustering-based approach generally 
outperforms the baseline RBS approach in terms of syn-
chronization error. Across all node configurations (6, 12, 
and 20 nodes), the proposed approach consistently ex-
hibits a lower average synchronization error. Moreover, 
the standard deviation in the proposed cluster-based 
approach is generally lower, indicating more consistent 
and stable synchronization errors across different trials. 
In summary, these results indicate that the proposed 
cluster-based synchronization approach achieves low-
er synchronization errors and greater power efficiency 

across diverse numbers of nodes in various topologies 
than does the baseline RBS approach. Additionally, the 
results suggest that the random topology yields opti-
mized results compared to the ellipse and linear topol-
ogies, which represent the worst-case scenarios.

4.4. IMPACT OF HOP DISTANCE ON TIME 
 SYNCHRONIZATION

Table 5 illustrates the performance of the proposed 
cluster-based RBS multihop algorithm implemented 
using random and linear topologies. 
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Table 5. Results of synchronization error for the 
implementation of the proposed cluster-based 
RBS for multiple hops using random and linear 

topologies (absolute values)

Hop Distance
Random Topology Linear Topology
Average Error (mS) Average Error (mS)

1-hop 0.33 0.24

2-hop 0.47 9.48

3-hop 0.93 10.36

4-hop 1.29 8.72

5-hop 1.45 8.75

In the linear topology implementation, each cluster 
head has only one cluster node within its range, represent-
ing a worst-case scenario for synchronization accuracy at 
each node. Conversely, the random topology is consid-
ered the best-case scenario for evaluating performance 
based on the number of hops in a multihop network. 

As evidenced by the smaller variations in average 
error values depicted in Fig. 6, in the linear topology, 
there are greater variations in average errors, particu-
larly for larger hop distances. Conversely, the random 
topology demonstrates relatively stable and consistent 
synchronization performance across different hop dis-
tances. Consequently, the proposed cluster-based RBS 
algorithm for multihop networks utilizing a random to-
pology outperforms other implementations.

Fig. 6. Synchronization error in the proposed 
cluster-based RBS with increasing number of hop 

distances

4.5. APPLICATIONS OF PROPOSED WORK

Our research findings offer valuable applications 
for real-time water quality monitoring and controlling 
system [52] requires accurate time synchronization 
to enable solenoid valves to react promptly to sensor 
data by opening and closing as needed. In this sys-
tem, nodes exchange beacon messages with adjacent 
nodes, periodically adjusting their clocks to maintain 
synchronization. Without effective time synchroniza-
tion, there is a potential risk of distributing contami-
nated water which cannot be use for drinking purpose. 
Our approach minimizes communication distance, 
thereby conserving power which prevents node failure 
and ensuring reliable real-time operations. Similarly, 
our research findings are relevant to Cyber-Physical 

Systems (CPS) [53] requiring time synchronization, en-
suring precise data timestamping among system com-
ponents and maintains event ordering. Our synchroni-
zation method guarantees accurate timestamping and 
facilitates sequence of event by reducing communica-
tion overhead between server node and client nodes. 
In Patient’s Real-time Health Monitoring System, pre-
cise time synchronization facilitates real-time recording 
and transmission of patient data, including vital signs 
and medication schedules. Synchronized data trans-
mission minimizes network congestion and conserves 
energy, extending the battery life of wearable medical 
devices employed in patient monitoring. Furthermore, 
timely and accurate data transmission supported by 
time synchronization enhances patient safety by en-
abling healthcare providers to promptly identify and 
address critical situations, thereby reducing the likeli-
hood of medical errors and adverse outcomes.

Having implemented our proposed approach using 
the Cooja emulator with sky motes, we observed con-
sistent results comparable to real-world sky mote sce-
narios, with minimal discrepancies.  

5. CONCLUSION

While numerous time synchronization algorithms 
exist for wireless sensor networks (WSNs), there is no 
elaborate work done on IoT networks, where explicit 
challenge is power conservation. They often prove less 
effective in IoT networks due to constraints such as low 
power availability, limited memory, and unreliable crys-
tal clocks inherent in IoT devices. In response to these 
challenges, a novel approach to time synchronization 
in IoT networks has been proposed. By implementing 
RSSI-based clustering method to segment the network 
into smaller regions. By leveraging RSSI values, the pro-
posed algorithm aims to minimize communication dis-
tance, reduce power consumption, enhance the packet 
reception ratio, and enhance synchronization accuracy.  
The incorporation of an adaptive re-clustering strategy 
after each synchronization interval is another novel 
aspect of this work. This adaptive approach ensures 
power conservation and thus, there is less chances of 
node failure, resilience to changing network condi-
tions, bolstering the system's robustness and scalabil-
ity. The proposed algorithm offers flexibility and adapt-
ability crucial for IoT deployments. The cluster-based 
approach aims to minimize the power consumption of 
the reference node and the overall network while also 
reducing synchronization errors to ensure accurate 
event ordering.

A comprehensive overview of time synchronization 
approaches for multihop networks has been present-
ed. Furthermore, we analyzed three key performance 
metrics in the multihop IoT network for comparison: 
power consumption, synchronization error, and scal-
ability. The study demonstrates the effectiveness and 
robustness of the cluster-based approach in different 
deployment scenarios such as diverse network to-
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pologies (random, ellipse, linear) and hop distances. 
The emulation results demonstrate that the proposed 
cluster-based approach has minimized the power 
consumption by 40% of the reference node and 30% 
of the overall network. A significant 78% reduction in 
synchronization error is achieved. Building upon refer-
ence-broadcast synchronization principles, this study 
explores an alternative method for synchronizing 
multihop networks, offering enhanced precision, flex-
ibility, and resource efficiency compared to traditional 
algorithms. Through the cluster-based RBS approach, 
the communication distance between nodes involved 
in time synchronization is minimized, resulting in re-
duced propagation delay and synchronization errors 
within the cluster nodes.
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Abstract – Controlling Multiple Input Multiple Output (MIMO) systems present a considerable challenge, particularly when dealing 
with time delays, nonlinearities, and disturbances. While the Dahlin algorithm and deadbeat control can offer good performance for 
such systems especially for systems requiring aperiodic responses or those where overshoot and setteling time need to be minimized, 
their effectiveness can diminish if the model parameters are inaccurate or in the presence of disturbances which lead to steady-state 
errors. To address these limitations, we propose combining these approaches with Internal Model Control, known for its robustness in 
handling variations in process dynamics, ensuring accurate setpoint tracking and disturbance rejection. In this paper, we introduce 
the Dahlin Deadbeat Internal Model Control (DDIMC) for discrete MIMO systems. Initially designed for linear processes with multiple 
time delays, this control strategy addresses complex control challenges arising from coupling effects and time delays. For nonlinear 
processes, we extend this controller using a multimodal control strategy which involves describing the nonlinear system with multiple 
linear discrete models, each paired with a Dahlin Deadbeat controller. A fusion technique is then employed to select the most suitable 
controller for application. Simulation case studies performed using the MATLAB software validate the effectiveness of these strategies, 
demonstrating their ability to consistently ensure satisfactory dynamic and robust performance.

Keywords: Dahlin Deadbeat control, Discrete Systems with Time Delays, Internal Model Control, Multimodal control, 
 linear Multiple Input Multiple Output systems, nonlinear systems

1.  INTRODUCTION

Controlling Multiple Input Multiple Output (MIMO) 
systems presents a significant challenge in control the-
ory due to their inherent complexity arising from intri-
cate variables interactions, time delays, and nonlinear 
characteristics [1, 2]. 

Various control laws have been developed to handle 
these difficulties and to achieve effective nominal perfor-
mance. Conventional controllers like PID are commonly 
used due to their simplicity. However, they frequently 
yield inadequate performance leading to issues like in-
stability, large overshoots, and slow responses [3]. With 
the advancement of intelligent control techniques, algo-
rithms such as fuzzy control [4, 5], neural network control 
[6] and predictive control [7, 8] have been introduced for 
the control of MIMO systems with time delays. However, 

due to their complexity, these algorithms present chal-
lenges in practical applications [9]. In recent decades, the 
Deadbeat control stands out as an approach that aims to 
achieve the desired output behavior while minimizing 
settling time and eliminating steady-state error [10]. It is 
based on the use of a model to calculate the inputs that 
eliminate the current errors in finite time intervals. MIMO 
deadbeat control was proposed in [11] for linear continu-
ous time systems with several constraints in time or fre-
quency domain. In [12] the Deadbeat Algorithm was pro-
posed to regulate the conical tank system. The nonlinear 
dynamics of this system were identified through math-
ematical modeling and approximated to a first-order 
system. The robustness of this control strategy becomes 
critical in the presence of non-linearities, parameter varia-
tion, or other mismatches [13]. To address these issues, 
the Deadbeat controller integrated with other strategies 
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like PID, as presented in [14], was proposed to control a 
nonlinear higher-order system. The Dahlin Controller is 
an extension of the Deadbeat controller and well known 
especially for controlling deadbeat processes offering sta-
bility and nominal performance [15]. In [16], modulator 
based current control strategies (Deadbeat, PI and Dahlin 
controller) for permanent magnet synchronous motors 
were compared. Although all investigated control strate-
gies exhibit stability, the Dahlin Controller stands out as 
offering better robustness properties for the closed-loop 
control system. For nonlinear systems. the operating-
range scheduled robust Dahlin Algorithm was proposed 
in [9], for a class of SISO nonlinear systems represented 
by a nominal first-order inertia plus pure delay model. To 
eliminate steady state error, the integration control action 
is added when the output is close to the setting value. In 
[17], a modified Dahlin algorithm was proposed for level 
control in a nonlinear tank system, which was linearized 
around its equilibrium point. The proposed approach 
achieves better performance compared to conventional 
PID controllers.

While the Dahlin controller is known for its effective-
ness, it faces challenges such as steady state errors and 
diminished robustness due to inaccuracies in model 
parameters or constraints on the control as discussed 
in [18]. To address these issues, Dahlin algorithm was 
combined to robust control methods or adaptive con-
trol algorithms [18]. 

The Dahlin Deadbeat algorithm can be combined to dis-
crete internal model known for its nominal performance 
and robustness, while considering the model structure of 
the process [19, 20]. It was proposed to control the manip-
ulator’s positioning system in [21]. An IMC–Dahlin temper-
ature control method based on relay feedback self-tuning 
identification was proposed and validated through real 
application on a thermostat in [22]. In this paper, the Dah-
lin Deadbeat based IMC, DDIMC, was initially proposed 
for MIMO linear discrete systems [23]. The promising out-
comes achieved in controlling such systems prompted its 
broader application to multivariable nonlinear discrete-
time systems by considering multimodeling strategy [24]. 
Multimodel methodologies have gained significant trac-
tion in both modeling and controlling nonlinear systems 
[25, 26]. This novel approach involves initially developing 
a model base to describe the MIMO nonlinear system. 
Each linear model is paired with its correspondent Dah-
lin deadbeat controller. The main key of the multi-model 
approach lies in the selection, at each sampling time, of 
the most fitting model that accurately approximates the 
current state of the process around an operational point. 
Subsequently, its corresponding controller is applied to 
the entire system. 

This paper studies control challenges of MIMO sys-
tems. The DDIMC is initially proposed for linear systems 
with time delays and then extended to nonlinear sys-
tems using the DDIMMC control. The main objectives 
consist of ensuring good dynamic performance while 
maintaining robustness.

The remainder of this paper is organized as follows: the 
Dahlin Deadbeat Internal Model Control (DDIMC) is pro-
vided in Section 2. Dahlin Deadbeat Internal Multimodal 
Model Control (DDIMMC) is proposed in Section 3. Sec-
tion 4 explores the results obtained from numerical simu-
lations, while Section 5 presents some conclusions.

2. DAHLIN DEADBEAT INTERNAL MODEL 
CONTROL FOR LINEAR MIMO SYSTEMS

The DDIMC control is proposed for linear MIMO pro-
cesses with time delays and particularly when there 
are requirements for fast response and robustness [2]. 
The proposed approach combines the advantages of 
the Dahlin Deadbeat control and the Internal model 
control within a unified structure. In a dead-beat con-
troller, the system tracks a step input that is delayed by 
a few sampling times [10]. The Dahlin controller [13], 
which is built upon the dead-beat controller, gener-
ates a smoother exponential response in comparison 
to the standard dead-beat controller. As for the Internal 
Model Control (IMC), it is known for its robustness in 
handling both disturbances and uncertainties by incor-
porating a detailed model of the process [19]. 

2.1. THE DISCRETE IMC CONTROL 
 FOR MIMO SYSTEMS

The discrete IMC structure, depicted in Fig. 1, incorpo-
rates a stable MIMO process G(z), the internal model M(z) 
and a controller CCMI (z) arranged to act as the model in-
verse. These components are described by transfer matri-
ces of dimension (n×n). u(z) and y(z) represent respective-
ly the input actions and the output vectors of dimension 
(n×1). r(z) and d(z) are respectively the reference vector of 
dimension (n×1) and the disturbance vector that may af-
fect the system. The input actions are simultaneously ap-
plied to the process and its model. The outputs mismatch 
is considered to adjust the controller’s input e(z).

Fig. 1. The MIMO IMC structure [20]

From Fig. 1, we can deduce the following equation 
for the input action vector u(z) [23]:

(1)

(2)

In conventional IMC theory, when the control-
ler is chosen as the model inverse, perfect control is 
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Fig. 2. Structure of the internal model controller [23]

The internal model controller CCMI(z) is then described 
as the following:

(3)

The gain matrix K1 is crucial for ensuring the stability 
of the controller, while K2 is considered to compensate 
for system’s static errors.

K2 is described below:

(4)

where M(1) represents the model’s static matrix gain.

The proposed controller steady-state gain is equal 
to the inverse of the model steady-state gain. Offset-
free control is then obtained for constant setpoints and 
output disturbances [28].

The IMC control structure illustrated in Fig. 1, can be 
modified to a classical feedforward control as present-
ed in Fig. 3 below.

Fig. 3. Classical closed-loop control structure

where:

(5)

(6)

2.2. THE DAHLIN-DEADBEAT CONTROLLER

Deadbeat control is a control strategy aiming to drive 
the system outputs to the desired value within a few 
sampling times. Fast and accurate tracking of referenc-
es signals are then ensured. 

For MIMO systems that occur frequently in the pro-
cessing industry, it’s desirable to eliminate the coupling 
effects between the loops for MIMO systems. The pro-
posed controller, in this paper, is chosen to handle both 
interactions and time delays, that may exist, within a 
single design [29]. For that reason, the desired closed-
loop transfer matrix H(z) is chosen to have a diagonal 
form and is defined as follows.

(7)

The Dahlin algorithm is an extension of the deadbeat 
control that was proposed specifically for the system 
with pure time delay. The key idea of the Dahlin algo-
rithm is to design an anticipant closed-loop transfer 
function. The system behaves similarly to a continuous 
first order process with time delay [13]. The transfer ma-
trix H(s) is chosen as follows:

(8)

where: hii(s)=exp(-Ti s)/(τi s+1),1≤i≤n;Ti is the time 
delay selected as: Ti=N×Ts, Ts is the sampling time 
and τi is the time constant.

The discrete form of the transfer functions hii(s), 
1≤i≤n, obtained with a zero-order hold is then de-
scribed below:

(9)

The Dahlin deadbeat controller R(z) is then described 
below:

(10)

2.3. THE DAHLIN DEADBEAT IMC CONTROL

The proposed DDIMC control strategy uses the Inter-
nal Model Control (IMC), as depicted in Fig. 4. Initially, 
the desired closed-loop dynamics are selected accord-
ing to Eq. (8) and Eq. (9), followed by the design of the 
Dahlin controller described by Eq. (10). 

The IMC controller considered in the DDIMC struc-
ture is then described as follows:

(11)

achieved. However, for many physical systems, the in-
version task isn't feasible. An approximate inverse is 
then required [26, 27]. 

The IMC controller for non-minimum and delayed 
systems, depicted in Fig. 2, can be designed as pro-
posed in [20, 23]. 

Fig. 4. The DDIMC structure
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3. DAHLIN DEADBEAT INTERNAL MULTIMODEL 
CONTROL FOR NONLINEAR MIMO SYSTEMS

Modern industrial processes often exhibit nonlin-
earity. Linear models can’t capture the dynamics of 
complex systems due to the presence of strong nonlin-
earities. The effects of these nonlinearities are mostly 
undesirable and can greatly affect the performance of 
controllers [26]. To tackle these challenges, multimodal 
approaches are emerging as promising alternatives to 
conventional linearization methods. These methods in-
volve segmenting the system’s operational range into 
distinct zones and considering localized linear models 
for each zone [17]. The Multimodal principle is depict-
ed in Fig. 5.

Fig. 5. Multimodel Control

The algorithm of the proposed method is given by:

Step 1: A base of several discrete MIMO linear mod-
els is defined to describe the nonlinear system across 
its entire operating ranges.

Step 2: The desired closed loop transfer matrix H(z) is 
specified based on Eq (9).

Step 3: For each linear MIMO model, a specific Dahlin 
Deadbeat controller is designed based on Eq10.

Step 4: At each sampling time, the model that close-
ly matched the process dynamics is selected based on 
the switching technique illustrated in Fig. 6. 

Fig. 6. Switching technique [26]

The errors between model outputs and the actual 
system responses should then be evaluated. 

For each model Mi, a distance vector Di, describing 
model outputs yMi

 and the system outputs y mismatch, 
is represented by the Eq. (12).

(12)

For each model Mi, i=1...n, a validity index vi needs to 
be assessed. A validity index vi of 1 is assigned to the 

model with the smallest distance vector, indicating its 
superior relevance in describing the nonlinear system. 
Conversely, for the other models in the set, vi is set to 0.  
The multimodal vector of outputs aligns then with the 
vector of the chosen model’s outputs (cf. Fig. 7).

Fig. 7. Basic diagram of the model validation 
method [24]

Step 5. Once the model is validated, its correspond-
ing DDIMC controller, is applied to control the entire 
nonlinear system.

The new DDIMMC, proposed for nonlinear discrete 
systems is depicted in Fig. 7.

Fig. 8. The DDIMMC structure

4. SIMULATION CASE STUDIES

To demonstrate the effectiveness of the proposed 
control structures, two case studies were introduced. 
For the first case, a linear MIMO discrete system, spe-
cifically a neonatal incubator is proposed. As for the 
second case, it concerns a nonlinear discrete MIMO sys-
tem: stirred tank reactor (CSTR) process.

4.1. DDIMC FOR A LINEAR MIMO DISCRETE 
  SYSTEM: A NEONATAL INCUBATOR 
 SYSTEM

•	 System description

Let’s consider a linear MIMO neonatal incubator sys-
tem described by the following transfer matrix [30]: 

(13)
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where YH(s), UH(s), YT(s), UT(s) are the outputs and con-
trol actions related respectively to the humidity and 
temperature inside the incubator.

The discrete transfer matrix is described as follows 
with a sampling time of Ts = 1.2 seconds.

(14)

Two scenarios are presented. The first one considers 
the nominal case without any disturbances, while the 
second one tests the robustness towards external dis-
turbances.

•	 First scenario: Nominal case

Fig. 9 illustrates simulation results for this scenar-
io. All the responses accurately settle the setpoints. 
The overall performance is better when applying the 
DDIMC compared to the discrete IMC [20]. The pro-
posed approach has less overshoot and shorter settling 
time as presnted in Table 1 which illustrates a quantita-
tive comparison of the obtained results, to validate the 
effectiveness of the proposed control approach com-
pared to the IMC and its ability to ensure satisfactory 
performance. 

Fig. 9. Humidity and Temperature levels  
(Nominal case)

Table 1. Performance of the transient responses 
with the DDIMC and IMC [20]

IMC Proposed DDIMC

Humidity Temperature Humidity Temperature

Rise Time (s) 0.57 36.52 2.53 2.72

Setting Time (s) 6.49 82.48 5.75 8.84

Overshoot (%) 67.46 0 8.2. 10-5 0

•	 Second scenario: In the presence of disturbances

Fig. 10. Humidity and Temperature levels  
(robustness towards disturbances)

4.2. DDIMC FOR A NONLINEAR MIMO 
 DISCRETE SYSTEM:  STIRRED TANk 
 REACTOR

•	 System description

Let’s consider a MIMO stirred tank reactor (CSTR) pro-
cess, which consists of an irreversible, exothermic reac-
tion, A → B, in a constant volume reactor cooled by a 
single coolant stream. It can be modeled by the follow-
ing nonlinear equations [31]: 

(15)

The system’s inputs are the flow rate q and coolant 
flow rate qc. The outputs are respectively the concen-
tration CA, and the temperature T. Table 2 displays the 
CSTR’s parameter values.

The robustness towards external disturbances of the 
proposed approach is presented in this scenario. Step 
type output disturbances of 10% occur at t=10s on the 
humidity level and 2°C occur at t=100s on the tempera-
ture level, respectively. Fig. 10 displays the responses 
for the DDIMC control. The system remains stable, and 
the disturbances are completely rejected after about 8 
and 12 sampling times for the humidity and the tem-
perature levels, respectively. 
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Table 2. CSTR’s parameter values [31]Parmeter Description Value

CA0 Feed concentration 1 mol/l

TC0 Inlet coolant temperature 350 K

hA Heat transfer term 7×105 cal/minK

E/R Activation energy term 104 K

ρ,ρc Liquid densities 103 g/l

q Process flow rate 100 l min-1

T0 Feed temperature 350K

V CSTR volume 100 l

k0 Reaction rate constant 7×1010 min-1

ΔH  Heat of reaction -2×105 cal/mol

Cp, Cpc Specific heats 1 cal g-1K-1

After linearization around three operating points, 
local linear models are obtained. In the discrete state-
space representation with a sampling time of Ts = 0.1 
seconds, these models are represented below [31]:

(16)

where, x(k), u(k) and y(k) represent respectively the 
states, inputs, and outputs vectors:

Three discrete MIMO transfer matrices are obtained 
and described as follows:

The desired closed loop transfer matrix is described 
below.

(17)

(18)

Two scenarios are presented. In the first one, the 
nominal case without any disturbances is considered, 

Table 3. Performance of the transient responses 
with the DDIMMC and IMMC [24]

IMMC Proposed DDIMMC

Concentration Temperature Concentration Temperature

Setting 
Time (s) 0.96 1.03 0.22 0.21

Overshoot 
(%) 6.4 0.62 2.99 0.78

Peak 9.64×10-2 453 9.23×10-2 452.3

Fig. 11. Concentration and Temperature levels 
(Nominal case)

•	 Second scenario: In the presence of disturbances

The robustness towards external disturbances of 
the proposed approach is presented in this scenario. 
Persistent disturbances of 0.02 mol/l and 10 K occur at 
t=0.5 s on the concentration and the temperature lev-
els respectively. Fig. 12 displays simulation results for 
this scenario. We can notice that despite the presence 
of persistent disturbances, the outputs remain able to 

while the second one tests the robustness towards ex-
ternal disturbances.

•	 First scenario: Nominal case

Fig. 11 illustrates simulation results for this scenario. 
The setpoints are 0.09 mol/l and 450 K for the concen-
tration and the temperature respectively. We can notice 
that the outputs of the CSTR system track the reference 
signals with zero steady state errors. Moreover, the 
system demonstrates better transient responses com-
pared to the Discrete Internal Multimodel Control strat-
egy [24]. The DDIMMC yields responses with minimized 
overshoot and undershoot, and shorter setting time as 
detailed in Table 3. In fact, the transient response per-
formance is not explicitly considered in the IMMC con-
troller design, whereas optimizing transient response is 
a primary concern for the proposed DDIMMC controller.
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Fig. 12. Concentration and Temperature levels 
(Robustness towards disturbances)

5. CONCLUSION

The Dahlin deadbeat Internal Model Control was pro-
posed in this paper for MIMO systems. It was designed 
on the principles of the Dahlin deadbeat control and the 
internal model control. The controller, proposed initially 
for linear systems, is easy to implement, robust and has 
good dynamic control performance. A simulation study 
on a linear MIMO neonatal incubator illustrates the ef-
fectiveness of this approach in ensuring good transient 
performance, accurate tracking, and robustness towards 
disturbances. Beyond linear systems, the DDIMC was 
extended to control MIMO nonlinear systems by incor-
porating a multi-modeling strategy based on describing 
the nonlinear system by a set of multiple linear models. 
At each sampling time, the most appropriate model is se-
lected and its corresponding Dahlin deadbeat controller 
is applied to the entire system. This novel Dahlin dead-
beat internal multimodal control method (DDIMMC) 
demonstrates its effectiveness through simulations on a 
stirred tank reactor (CSTR) process involving two inputs 
and outputs. The proposed control approach has proven 
its ability to ensure satisfactory nominal and robustness 
performances.

Future work may involve conducting experimen-
tal tests on real systems using DDIMC and DDIMMC 
methods aiming to prove the effectiveness of these 
approaches in real-world applications. Furthermore, 
extending these control strategies to address the com-
plexities of non-square systems, which pose additional 
challenges in control, could be explored.
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Is the development of objective image quality 
assessment methods keeping pace with 
technological developments?

491

Preliminary Communication

Abstract – Visual data proliferation with technological innovations is progressively moving forward, bringing automation, 
digitization, and smartness to various aspects of daily lives. These visual data-dependent technologies need to be assessed during 
their development to ensure the quality of services. Consequently, when appropriate quality assessment metrics are unavailable, 
the advancement of image processing technologies is hindered. This preliminary work addresses the disparity between the rapid 
advancement of image processing-based algorithms and the lag in developing image quality assessment (IQA) methods while briefly 
discussing future prospects. The shortcomings in IQA development are discussed by broadly categorizing application areas into human 
visual system (HVS)-based and computer vision-based, while highlighting the trends and necessity of developing application-specific 
IQA methods. Despite the existence of several emerging IQAs, this preliminary communication indicates significant opportunities for 
objective IQA developments in both application areas to support technological advancements. Hence, this work can serve academic 
and industrial communities by providing guidance for expediting IQA developments.

Keywords: image quality assessment (IQA), human vision, computer vision

1.  INTRODUCTION

The widespread adoption of visual media is facilitated 
by an increasing number of smart devices and Internet 
of Things (IoT) based systems. The availability of visual 
media, such as images and videos, has paved the way 
for new applications and widened the aspects of the ex-
isting application areas in various sectors while offering 
more facilities for consumers. Quality evaluation metrics 
play a crucial role in ensuring the quality of services for 
these applications. Since humans are the primary cus-
tomers or end-users of visual media in most cases, sub-
jective quality evaluation is a well-known approach for 
evaluating the quality of images and videos during any 
process or application. Despite receiving ample accep-
tance, subjective evaluation is less desirable for real-time 
application due to its expense, time consumption, im-

practicality for real-time process, and implementational 
complexity [1, 2]. The difficulties associated with em-
ploying subjective metrics for image quality assessment 
(IQA) have led to the development of objective metrics 
[2, 3]. Also, even for a specific application, the subjec-
tive evaluation process is very complicated, making it 
challenging to ensure generalized quality assessments. 
The difficulty of employing subjective IQA arises from 
the fact that humans’ responses to any visual media can 
vary depending on the environment of observations, 
the subject's age, display systems, and other factors. 
Consequently, although subjective metrics are used to 
validate objective metrics in most cases, objective met-
rics are usually applied when developing algorithms for 
optimizing them [3]. Hence, this work focuses on ob-
jective metrics to address the gap in IQA development 
compared to technological advancements.
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The objective IQA metrics were initially developed 
based on mathematical algorithms, such as mean 
squared error (MSE) and peak signal-to-noise ratio 
(PSNR), to evaluate the difference between original/
source/reference images and processed/modified/
transformed images in terms of mathematical errors 
and signal fidelity, respectively. Though they gained 
popularity initially, their shortcomings in evaluating 
image quality became apparent due to their sole focus 
on the mathematical perspective. As the human visual 
system (HVS) perceives images in a more complex man-
ner, this motivated the incorporation of HVS-related 
theories in developing objective IQA metrics. Till now, 
several objectives have been and are being developed 
considering spatial and frequency domain behaviors of 
HVS, which are summarized in existing review studies 
for a specific area as well as from a broad perspective 
[3-7]. 

Despite the availability of several theories to explain 
the behaviors of HVS, most IQA metrics consider some of 
those theories to resemble HVS when evaluating image 
quality. The IQAs are application-specific in most cases 
[8], which indicates the need for generalized methods to 
be implementable in any case, irrespective of application 
area. Additionally, it is essential to note that the source/
original image is not always available as a reference for 
evaluating image quality. Based on the availability of ref-
erence images, objective IQAs can be categorized into 
full-reference (FR) IQA, reduced-reference (RR) IQA, and 
no-reference (NR) or blind IQA metrics. 

As the developments of IQAs are always driven by 
the necessities or problems faced in different scenarios, 
they are hardly keeping up with the progressive devel-
opments of image processing algorithms. The image 
processing applications still need sophisticated IQAs, 
where the application areas of image processing can 
be broadly categorized into HVS-based and computer 
vision-based, considering the end-user. Irrespective of 
the IQA category, objective IQAs for HVS-based appli-
cations aim to ensure perceptual quality. In contrast, 
objective IQAs for computer vision-based applications 
prioritize meeting the machine-operational require-
ment to achieve predefined goals. The existing litera-
ture reviewing these objective metrics focuses on a 
single IQA category or multiple IQA categories in most 
studies. However, no study has adequately addressed 
the lag in IQA developments relative to technological 
advancements. 

This preliminary study aims to highlight this issue by 
discussing the lag in IQA developments for different 
applications. As the selection of the category of objec-
tive metrics for an application typically depends on the 
application requirements and corresponding available 
resources, this study addresses the gaps in IQA devel-
opments without emphasizing any specific category. 
Although a detailed categorization of IQAs based on 
their application areas is feasible, this work discusses 
the gaps in IQA development by broadly categorizing 

the areas into two groups based on end-users, includ-
ing HVS-based and computer vision-based areas. The 
contribution of this work is outlined as follows.

•	 A preliminary study is presented to investigate the 
trend of objective IQA development in response to 
technological advancements.

•	 Limitations in IQA developments in HVS-based and 
computer vision-based application areas are iden-
tified.

•	 Guidelines for future research are provided to har-
monize IQA developments with technological ad-
vancements.

The rest of the manuscript is organized as follows. 
Sections 2 and 3 address the trends of the existing IQA 
development to keep pace with the technological in-
novations in each application area while pointing out 
some notable limitations. This work is concluded in 
Section 4 with a brief discussion of future prospects.

2. HVS-BASED APPLICATIONS

HVS-based applications are one of the primary moti-
vators for developing various IQAs to ensure the qual-
ity of services for HVS. Considering the requirements 
of existing and emerging applications, several factors 
need to be accounted for when developing IQAs, as 
presented below. 

2.1. DISTORTIONS OR ARTIfACTS

In HVS-based applications, IQAs are frequently em-
ployed to assess image quality across multiple stages. 
These stages encompass various processes, including 
image capture, compression, transmission, decom-
pression, and enhancement, among others. Fig. 1 illus-
trates the image processing pipeline, from capture to 
display for end-users. 

Due to the possibility of different distortions during 
these steps, several conventional IQA algorithms have 
been developed, focusing on them. However, conven-
tional IQAs may fall short in accurately assessing qual-
ity when multiple distortions are present simultane-
ously in an image. As a solution, multi-distortion IQA is 
developed [9]. Additionally, distortions or artifacts can 
be caused by various energy-saving technologies em-

fig. 1. A block diagram of image processing from 
source to end users.
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ployed within the display devices or systems, present-
ing a challenge for existing IQAs. Although distortions 
stemming from external processes at various stages 
differ from internal distortions, IQAs capable of ac-
counting for all these cumulative distortions are yet to 
be developed. Hence, the development of new IQAs is 
essential to effectively assess image quality while con-
sidering internal and external distortions.

On the other hand, the requirements of new ap-
plications and the problems in assessing the existing 
applications have created the urge to develop new 
methodologies. Several emerging IQAs, alongside con-
ventional ones, have been discussed in [3]. While these 
applications-driven emerging IQAs are promising, they 
highlight the ongoing race in IQA developments to 
keep pace with new technologies. Moreover, there is a 
pressing need for new IQA methodologies, especially 
in areas involving distorted or degraded image pro-
cessing. For example, dehazing IQA [10] is developed 
to evaluate image quality during the dehazing process, 
as a hazy source image has less information as a refer-
ence. A new NR IQA is discussed in [10], as conventional 
IQAs perform inadequately, and synthetic images are 
insufficient reference for this image reconstruction pro-
cess. Similar to dehazing IQAs, proper IQAs are required 
to assess images enhanced from various sources, cur-
rently evaluated by NR IQAs or cumbersome subjective 
scores. For instance, images captured in night vision 
mode by the closed-circuit television (CCTV) often re-
quire enhancement for better visualization and moni-
toring. Despite its critical role in security and monitor-
ing purposes, optimal IQAs to ensure service quality 
post-enhancement remain elusive.

2.2. CONTENT SPECIfICATION

Differences in image content compared to natural 
images necessitate the development of new IQAs for 
their evaluation. For instance, images with textual and 
pictorial information differ from conventional images, 
leading to the development of screen content IQA [11]. 
Another instance involves cartoon images, which pri-
oritize structural and color features. Since conventional 
IQAs designed to evaluate the perceptual quality of 
natural images are insufficient for cartoon images, a 
new IQA tailored specifically for cartoon images is dis-
cussed in [12]. Additionally, remote sensing, an impor-
tant area for image processing applications, requires 
good IQA to ensure the quality of service while moni-
toring remote regions. As the existing IQAs are found to 
be insufficient, a low-level and deep-level feature com-
bination-based IQA has been discussed recently in [13] 
as a solution. Furthermore, retargeted image quality 
assessment (RIQA), an important branch of IQA for as-
sessing the quality of content-aware image retargeting 
in multimedia applications for HVS, is still in the early 
stage, as addressed in [14]. As technological advance-
ment is still in progress for this application, developing 
an appropriate IQA is essential. These content-oriented 

IQA developments address the limitations of existing 
IQAs and highlight the need for new IQAs tailored to 
application-specific content requirements for existing 
applications.

The trend of content-oriented new IQA develop-
ments is particularly pronounced in emerging tech-
nologies, notably in the realm of 3D visual content. 
One such example is the emergence of 360° images 
and videos. The progress in virtual reality (VR) has 
spurred the creation of 360° images and videos, ne-
cessitating new technologies to handle the spherical 
nature of these visual contents. As addressed in [15], 
new perceptual and deep learning-based methods 
(i.e., subjective assessment of multimedia panoramic 
video quality (SAMPVIQ), Craster parabolic projection 
PSNR (CPP-PSNR), viewport-based CNN (V-CNN) and 
others) are developed to ensure the quality of ser-
vices for this emerging technology. Similarly, the rise 
of 3D visual media has spurred the development of 
stereoscopic/3D IQA [16]. Although 3D/stereoscopic 
IQAs are notable, they may not be suitable enough 
with new technologies used for 3D view generation. As 
the concept of stereoscopy has limitations in providing 
depth information and has vergence-accommodation 
conflict, multifocal displays [17] are emerging as a 
promising solution in generating 3D views for which 
new IQAs will be required. 

2.3. SURROUNDINg ENVIRONMENTS'  
 EffECTS

In addition to distortions and visual contents, sur-
roundings that affect the sensitivity of HVS need to be 
considered for perceptual quality evaluations in differ-
ent environmental situations. Despite being a critical 
factor affecting technological advancements, no IQA 
has incorporated this consideration to support exist-
ing and emerging applications. Backlight dimming is 
an example of an established application area where 
challenges arise from the absence of appropriate IQAs 
while developing new image processing algorithms. 
In [18], an energy-efficient dimming technology is dis-
cussed, which takes advantage of changes in HVS sen-
sitivity with variations in viewing distance and ambient 
light. However, due to the lack of IQAs with surround-
ings consideration, image quality was assessed by cap-
turing reference and processed images in the same 
environment for that research work. This approach 
proves to be inefficient and impractical, especially for 
large datasets. 

Similar problems can be evident in emerging tech-
nologies, illustrated by the case of augmented reality 
(AR) or mixed reality (MR). While VR IQA [19] exists to 
evaluate the quality of VR content, it can be ineffec-
tive for AR or MR. As AR or MR technology merges the 
real world with the virtual world, virtual visual content 
needs to be clearly visible amidst real-world objects. An 
example of such a scenario is an automotive head-up 
display (HUD), where vital information is provided us-
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ing transparent displays. Hence, new IQAs are required 
to evaluate the quality of such virtual content with con-
sideration of the real world in the background. With the 
emergence of the metaverse concept, the importance 
of such IQAs can not be ignored. 

Nonetheless, beyond the examples outlined in this 
section, there are several promising fields where the 
lack of proper IQAs hinders the growth of technologies 
to ensure the quality of their services while offering 
various advantages to human users.

3. COMPUTER VISION-BASED APPLICATIONS

Due to computer vision applications prioritizing accu-
racy over visual quality, various accuracy-oriented met-
rics are used due to the absence of appropriate IQAs. As 
the perception of visual media by HVS differs from that 
of computer vision, the performance of computer vision 
applications can not be ensured by perceptual quality 
resembling the perception of HVS. At the same time, 
accuracy metrics or mathematical algorithms are more 
suitable for such situations, as computer vision deals 
with factors like signal quality, data, and features in visual 
media. Pixel-wise accuracy, mean absolute error (MAE), 
MSE, and PSNR are examples of popular mathematical 
algorithms used in computer vision. However, these 
metrics may prove inadequate to evaluate application-
wise requirements. In [20], an objective/goal-oriented 
IQA (GO-IQA) to support computer vision applications 
such as image segmentation has been discussed, point-
ing out the necessity of new IQAs. The research work on 
GO-IQA has notably addressed the ineffectiveness of 
focusing on perceptual quality for computer vision ap-
plications when the objectives significantly differ from 
those of HVS-based applications.

The necessity of task-oriented IQA development 
becomes evident when considering the broad appli-
cation areas of computer vision. As illustrated in Fig. 
2, computer vision tasks include image classification, 
image segmentation, object detection and recogni-
tion, as well as action and activity recognition, all of 
which find applications across various domains. The 
application areas of computer vision include educa-
tion, healthcare, construction projects, commercial/in-
dustrial productions, agriculture, livestock operations, 
unmanned aerial vehicles, intelligent transportation 
systems, underwater activities, and so on. These tasks 
can suffer due to having images with noise, bad qual-
ity, inadequate contrast, or degraded structural/fea-
ture information. For these applications, whether the 
collected images are suitable for the desired task can 
be easily determined if appropriate IQAs are available. 
Furthermore, leveraging the scores of the appropriate 
IQAs, the pre-processing step can be invoked to pro-
cess images according to application requirements. 
However, till now, most cases focus on distortion-free 
image collections with sufficient resolution, which in-
dicates focusing on visual quality but may not always 
be useful, as addressed earlier. 

fig. 2. Examples of different computer vision tasks

Another example highlighting the limitations of re-
lying solely on perceptual IQAs is found in adversarial 
examples. As adversarial attacks introduce barely vis-
ible perturbations to images, HVS-based IQAs usually 
suggest good quality. However, these perturbations can 
significantly impact machine learning or deep learning 
models. If application-oriented IQAs are available for 
assessing quality from a computer vision perspective 
instead of HVS, they can identify the poor quality of cor-
rupted images for that specific task. Similarly, stegan-
ography, which conceals important information within 
visual data while maintaining its invisibility, requires IQA 
to assess its imperceptibility. However, as addressed in 
[21], existing IQA methods appear inefficient for such 
an objective, indicating the necessity of appropriate IQA 
development. Furthermore, similar to HVS-based appli-
cations, computer vision-based applications require sur-
rounding considerations. For example, unique metrics 
such as underwater image contrast measure and under-
water image quality measure are suitable for evaluating 
images collected in a blueish aquatic environment [22]. 

New technological advancements in computer vision 
address the necessity for new IQAs. For instance, text-
to-image generation, initiated from the urge to improve 
user experience and facilitate different sectors while pre-
senting an economical solution for the content creators, 
requires appropriate IQAs. While objective NR IQAs may 
be used for evaluating artificial intelligence (AI) gener-
ated visual content, they often fall short as they primarily 
focus on real or natural scenarios during their develop-
ment. Consequently, new IQAs tailored to artificial sce-
narios have emerged, including Fréchet inception dis-
tance (FID) [23] as an algorithmic approach and learned 
perceptual image patch similarity (LPIPS) [24] as a deep 
learning-based approach. Synthetic images are another 
example of AI-generated visual content widely used in 
computer vision, especially for training AI-based models. 
As synthetic images differ from natural images, conven-
tional IQAs concerned with real-world images are inad-
equate. Moreover, as synthetic images are generated 
for computer vision-oriented tasks, modifications are 
required even for utilizing perceptual metrics [25]. 

All these discussions mentioned above highlight 
the challenges associated with using perceptual met-
rics for computer vision applications and signify the 
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necessity of developing IQAs considering the specific 
requirements of computer vision. The discussions also 
indicate the attempts of IQA development to align 
with technological developments, even for computer 
vision-based applications. 

4. DISCUSSIONS

Regardless of the application area, image processing 
applications often outpace the developments of IQAs. 
This issue can be a significant obstacle to technological 
innovations, leading to the use of subjective methods 
in most cases at the initial stage of any technological 
advancements. However, relying on subjective assess-
ments is a time-consuming and expensive process, and 
it introduces the possibility of bias due to the personal 
preferences of the observers. The situation worsens 
when dealing with a large volume of images. In recent 
years, deep learning-based approaches have started to 
reduce the gap between IQA development and tech-
nological advancements. As deciding whether to opt 
for FR or NR IQA can be a concern for any application, a 
flexible deep learning-based IQA method is discussed 
in [26], offering the ability to switch between FR and 
NR IQA as needed. Deep learning-based approaches 
have also received notable attention for their success 
as NR IQAs [27], offering an alternative to the conven-
tional complex modeling of IQAs required by theoreti-
cal perception-based schemes. 

However, it is premature to envision predicting tech-
nological innovations and preemptively developing 
IQAs. Considering the requirement for sufficient datasets 
for both technological advancements and IQA develop-
ments, it is prudent to explore them concurrently when-
ever feasible. The simultaneous development of new 
technologies and corresponding IQAs can help to avoid 
the problems associated with the lack of proper IQAs 
and to ensure the effective and reliable performance of 
new technologies. Moreover, during the development 
of IQAs, it is essential to consider the characteristics of 
end-users, such as HVS or computer vision, to enhance 
their effectiveness. Developing a generalized IQA for 
both HVS and computer vision can be quite challenging. 
Therefore, one feasible solution is to focus on develop-
ing or modifying application-specific IQA development 
or modification can be one feasible solution. In addition 
to adhering to existing norms, the following issues can 
be considered in IQA development efforts. 

•	 Is it tailored to a specific application?
•	 Does it account for all relevant distortions/arti-

facts?
•	 Are the distortions considered to be confined to 

their mathematical representations?
•	 Does it consider the sensitivity/responses of end-

users (e.g., computer vision, HVS) from a broad per-
spective?

•	 Does it take relevant environmental factors into ac-
count?

•	 Is the available dataset comprehensive enough to 
cover all cases for verification?

As the aforementioned challenges are minimum re-
quirements for IQA development, the research com-
munity always needs to find new factors affecting IQAs' 
effectiveness to keep up with technological advance-
ments. AI-based approaches are promising in this re-
gard due to their ability to learn. In [28], an interesting 
approach is presented for IQA development, where 
textual information is considered part of the quality 
assessment reference. This concept can be a potential 
pathway for future IQA development. In the future, a 
generalized AI-based IQA can be developed as a pro-
spective solution, capable of taking text-based guid-
ance or some critical factors into account to find ap-
propriate principles and tune the model according to 
application requirements. This type of model can be 
considered as an NR IQA, where textual information 
is the reference for evaluating an image. The adaptiv-
ity of such IQA can be increased by incorporating the 
ability to extract requirements or guidance from picto-
rial references in the pre-processing stage to make the 
model applicable as an FR IQA. Nonetheless, consider-
ing the technological innovations, several sectors lack 
appropriate IQA methods. However, there are different 
potential ways for developing IQAs to accommodate 
these sectors, which are broader than the examples ad-
dressed in this work.
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A Study on A Novel Collision Risk Prediction 
Map for Maritime Traffic Surveillance Based on 
Ship Domain
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Abstract – Recently, a regional model for assessing the risk of multi-ship collision has been developed to reduce the risk of ship 
collision in territorial sea areas such as trade ports and entry waterways and improve the safety and efficiency of ship traffic. The focus 
is on marine traffic in the visualized waters with the risk of ship collision. However, due to the lack of information from experts with 
sufficient knowledge and experience in a given area, they also have some limitations in adequately and comprehensively representing 
the risk of collision, especially in busy waterways where encounters of more than two ships often appear. In addition, they could not 
visualize the location of the proximity collision and the exact risk value in real time. Therefore, to overcome the limitations of previous 
studies, this paper proposes a new regional collision risk visualization system, which combines density-based spatial clustering of 
applications with noise (DBSCAN) and analysis and knowledge-based ship domains and uses AIS data to intuitively and accurately 
map the dynamic collision risk of water areas at successive moments, predict areas where collisions can happen by dynamic risk 
index and warn the ships. Identifying high-risk collision areas between multi-ships can be enhanced using the developed system, 
which allows for reliable and accurate analysis to help implement safety measures.

Keywords: ship collision, collision risk, maritime traffic, heat map, ship domain

1.  INTRODUCTION

Frequent encounters between multiple ships in con-
gested waters are one of the main factors causing ship 
collisions. However, there are significant challenges 
to understanding complex multi-ship encounter situ-
ations. Most accidents are caused by human error, 
which cannot be prevented as long as people operate 

the ship. Collisions with ships at sea can cause severe 
loss of life and property, and some may even seriously 
impact the marine ecological environment. Therefore, 
detecting and judging collision risk is the primary task 
of intelligent navigation of ships. The increased ship 
traffic at a given moment can complicate ship traffic, 
make congested waters more congested, and increase 
the likelihood of ship collisions.
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Multi-ship encounters at sea are highly complex 
and uncertain, which can be a big challenge for ships. 
A quick and correct grasp of the current situation is 
needed to make appropriate maneuvering decisions 
and perform well in multi-ship encounters. Most re-
cent frameworks need to provide a general picture of 
a complex problem. Influencing factors such as speed, 
heading, environment, and maneuverability should be 
considered. The size-related factor that affects the en-
counter, such as the ship's length, should also be con-
sidered. The larger the size, the higher the risk of colli-
sions between ships at similar distances.

It is necessary to evaluate the potential danger be-
tween ships in real time [1] and express the collision 
risk in the chart, which can also provide a better ref-
erence for collision avoidance operations [2]. Many 
researchers have recognized that it is helpful for navi-
gators to be vigilant about real-time collision risks, 
facilitating decision-making. A correct and complete 
understanding of complex multi-ship encounters is an 
essential means and premise to prevent ship collisions 
and ensure the safety of ship navigation.

To solve the above problems, this study proposes a 
new framework for early detection of collision risk be-
tween ships in congested waters to notify the Officer 
on Watch (OOW) or Vessel Traffic Service Officer (VTSO) 
of potential collisions so that the person in charge can 
make decisions by observation. Considering the area's 
complexity, a new ship domain (SD) concept will deter-
mine the near collision. Near collision is the situation 
when SDs overlap. Overlapping areas can be displayed 
as indexes. In addition, a method of using an index to 
display the areas where the ship may collide with other 
ships is proposed, which is presented in the form of a 
collision heat map so that OOWs and VTSOs can quickly 
identify the danger areas where collisions may occur in 
congested waters. As a result, risk awareness has also 
increased. The main contributions of our framework 
are:

•	 Propose Heat Ship Domain can calculate continu-
ous and dynamic potential collision risk levels 
around a ship in a maritime waterway. It considers 
the ship's static and dynamic characteristics and 
experts’ knowledge of particular water.

•	 Propose a Dynamic Collision Risk Index that calcu-
lates the impact of multiple ships on an area and 
detects high-value index areas by using the over-
lap function of the Heat Ship Domain.

•	 Propose a Collision Risk Prediction Map that as-
sesses a waterway's regional risk and identifies and 
displays high-risk hotspots based on the Dynamic 
Collision Risk Index. This map would allow OOWs 
and VTSOs to make evasive decisions for collision 
avoidance by observing it.

The remainder of the paper is organized as follows: 
Section 2 provides a literature review of work related to 
collision risk alert systems, focusing on their merits and 

demerits. Section 3 discusses the methodology, includ-
ing techniques and algorithms for constructing a new 
SD based on the Kernel Density Function and using 
this SD to establish a collision heat map that displays 
collision risk areas in congested waters. Section 4 pres-
ents a case study of multi-ship encounter scenarios to 
validate the proposed methodology. Finally, Section 5 
presents conclusions about the results.

2. RELATED WORK

Ship collision risk identification is attractive, par-
ticularly in specific water areas. To improve the safety 
of navigation, many scholars have been studying so-
lutions to visualize the geographical distribution of 
collision risk. To achieve this goal, the risk of collision 
between ships should first be accurately quantified. In 
various models and navigation practices, the distance 
to the closest approach point (DCPA) and the time to 
the closest approach point (TCPA) are the essential cri-
teria for "collision risk" and the most critical parameters 
[3]. However, DCPA and TCPA are only used to show 
the risk of collision based on subjective judgment and 
cannot generate applicable quantitative values for col-
lision risk. 

Furthermore, DCPA and TCPA are hard to apply in 
busy waterways with high ship density. Therefore, an-
other index, named the Collision Risk Index (CRI), was 
introduced, which evaluates the probability of a colli-
sion [4]. Fuzzy logic has been used in various collision 
risk assessment and collision avoidance decision-mak-
ing methods [5, 6]. However, geometric information 
needs to be considered, and the risk of collision with 
multiple ships is not discussed. The velocity obstacles-
based framework assesses the risk of colliding veloci-
ties [7, 8]. Although this research has effectively calcu-
lated collision risk, they can only apply in open sea ar-
eas. In congested waterways with smaller room for ship 
maneuvering and complex conditions, the collision risk 
could be more comprehensively achieved, especially 
when there are more than two ships.

Still, it is difficult to assess the risk of a collision 
given the geographical conditions. Although these 
methods can determine collision risk based on en-
counter conditions and ship maneuvering, they need 
evaluation results that combine geometric informa-
tion. Therefore, the concept of "ship domain" is used 
to find available maneuvering space and geometric 
information can be used to assess collision risk. The 
ship domain was first defined as “the domain around 
a ship underway which most navigators of following 
ships would avoid entering” [9] and  “the effective area 
around a ship which a navigator would like to keep 
free to other ships and stationary objects” [10]. The 
ship domain model is a quantitative tool for assessing 
the risk of collision when another ship intrudes into 
the range of another ship and has been widely used 
for different purposes, such as ship collision avoid-
ance [11, 12], near misses, and hotspot identifica-
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tion [13, 14]. In the above models, ship domains are 
assumed deterministic, and the domain parameters 
have not been extended. If a target is outside the 
boundary, it is safe; no action needs to be taken; if the 
target is inside the boundary, it is dangerous, and ac-
tion must be taken to keep it out of the boundary. The 
collision risk is only 0 and 1; the level of risk can not 
be exactly presented. There are some advantages and 
disadvantages to ship domain model applications. 
Subjectivity is a problem in knowledge-based and 
analysis-based ship domain models, as the models 
rely heavily on the judgment of navigators, experts, 
and researchers—the human factor is not considered 
in the empirical ship domain model [15]. The human 
factor is crucial because when a ship has an accident, 
the leading causes are human error, which is caused 
by insufficient knowledge of the operation, receiving 
wrong or inadequate information to make judgments, 
or unfamiliarity with the environmental characteris-
tics of the water area [16]. A framework is needed to 
formulate a mathematical model that considers ship 
size, speed, and a human factor component.

To improve safety, several studies have developed a 
framework for assessing regional collision risk, which 
combines density complexity and multi-shi collision 
risk. The risk of a collision off the coast of Portugal is 
evaluated by predicting future distances between 
ships based on AIS data. This approach can be only 
used to identify collision candidates in complex traffic 
patterns in the long term but not in real-time [17]. Mari-
time traffic around the Shetland Islands is visualized in 
the form of AIS pings maps, ship density maps, ship 
trajectory maps, ship length maps, etc., to ensure the 
safety of navigation in marine space and development 
planning [18]. The molecular collision theory establish-
es an encounter probability map of the Istanbul Strait 
[19]. After summarizing the risks through the radial dis-
tribution function, the spatial interpolation technique 
was used to identify the geographical distribution of 
the collision risks in the Bohai Strait [20]. While these 
methods effectively visualize maritime traffic in waters, 
some things could be improved. The spatial distribu-
tion of the encounter probability within these models 
is calculated for large areas. This means that the whole 
area will have the same index value. 

A kinematics feature-based vessel conflict ranking 
operator is introduced to evaluate ship collision risk by 
integrating the relative position vector and the relative 
velocity, accounting for static and dynamic information 
of AIS to quantify ship collision risk and identify high 
collision risk areas. However, this paper needs to con-
sider the impact of multi-ship, which is only available 
in open-sea regions [21]. Another method for identify-
ing ship navigation risks is combining the ship domain 
with AIS data to increase collision risk identification 
prediction accuracy for ship navigation in complex wa-
terways. This method constructs a ship domain model 
based on the ship density map drawn using AIS data. 

Then, the collision time with the target ship is calcu-
lated based on the collision hazard detection line and 
safety distance boundary, forming a method for divid-
ing the danger level of the ship navigation situation. 
The risk level is only evaluated when the target ship is 
inside the outside ship domain and the intersection of 
the boundary [22]. Fuzzy logic calculates the collision 
avoidance maneuver for the selected ship, considering 
the closest point of approach, relative bearing, and the 
ship’s speed. Evaluate the collision risk and navigation 
situation based on COLREG rules, sort the target ves-
sels, and determine the most dangerous vessel. Multi-
ship encounters are considered but only in the vast 
open sea [23]. An anchorage collision risk model was 
established in microscopic, macroscopic, and complex-
ity aspects, which considered ship relative motion, an-
chorage characteristics, and ship traffic complexity. In 
modeling complexity, it would be better to incorporate 
the factors of ship motion to make the consideration 
of traffic complexity more sufficient [24]. A dynamic el-
liptical ship domain based on AIS data combines the 
relative motion between ships in different encounter 
situations to assess the level of ship intrusion in the do-
main. However, during the movement, the size of the 
ship domain is static, not changing with speed [25].

Furthermore, these studies have been used for mari-
time traffic analysis, and the risk index used for the loca-
tion of future collisions needs to be taken into account. 
It is difficult to distinguish the collision risk between 
collision candidates and obtain an accurate collision 
risk value. In addition, identifying appropriate potential 
collision areas in congested waters is challenging. Still, 
no standard scale for measuring the degree of collision 
criticality exists. Therefore, adopting specific criteria to 
determine the collision risk and warn the OOWs and 
VTSOs is critical. 

Based on these circumstances, this study developed 
a clustering-based regional collision risk prediction 
model for a collision area using a new ship domain and 
considering geographical patterns. The method aims 
to detect collision risk quickly and dynamically using 
AIS data from short intervals. The establishment of our 
model is presented in Section 3.

3. PROPOSED METHOD

Collisions in highly complex maritime traffic pose sig-
nificant risks. In high-density waters, it is expected to 
encounter a group of ships. If the complexity exceeds 
the threshold, the likelihood of a near collision rises 
significantly. In crowded waters, the ship risks collid-
ing with multiple target ships. The degree of collision 
between multiple ships needs to be integrated. The 
degree of danger increases with the number of target 
ships at risk of collision. In this section, the methodol-
ogy of real-time collision risk assessment indicators us-
ing the ship domain is developed as the basis for the 
safe navigation of ships. The diagram of the proposed 
framework is shown in Fig. 1. 
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Fig. 1. Diagram of proposed framework

3.1. DATA PROCESS

AIS data is increasingly being used as a valuable 
source of information on ship traffic in maritime traffic 
engineering and maritime transport safety studies. The 
AIS identifies each ship equipped with an AIS transmit-
ter and transmits static information about the ship (call 
sign, IMO number, destination, cargo, etc.) and frequent 
updates about the ship's position, speed, and heading 
[26]. The AIS data is decoded by extracting position, 
speed, heading, size, time, and MMSI information.

The main task of this step is to make the AIS data re-
liably used for calculation. More specifically, AIS data 
should be updated and interpolated correctly over 
time intervals.

Abnormal information or noise can significantly af-
fect the regional ship collision risk assessment. There-
fore, given the integrity of the real-time data, it is 
not appropriate to delete those noisy records, which 
should be cleaned and updated. A 4-step process was 
used for the data cleansing step in this study [12]. Ac-
cording to Newton's laws of motion, the average speed 
can be calculated as the ratio of the distance traveled 
to the travel time. Therefore, the ship's position record-
ing and acceleration and deceleration capabilities can 
be used to check whether the speed record is within a 
reasonable range. Correspondingly, the updated speed 
data can be used to clean the location data based on 
the same principle.

Step 1: Check the reasonableness of the speed data.

Step 2: Update the irrational speed data.

Step 3: Check the reasonableness of position data.

Step 4: Update the position data.

In addition, AIS data is sent randomly at different 
times. To prevent the temporal dispersion of AIS data, 
the updated AIS data is interpolated every 30 seconds 
to obtain information simultaneously [27]. Calculate 
the movement of each ship and estimate the position 
in 30 seconds. After extensive cleansing and pre-pro-
cessing, the original AIS database becomes a suitable 
dataset for analysis.

3.2. SHIP DOMAIN CONSTRUCTION

Given the complexity, this subsection intends to con-
struct a new ship domain to identify a potential colli-
sion that is defined as one that occurs when the ship 
domains of the local ship (OS) and the target ship (TS) 
overlap, as shown in Fig. 2. 

The concept of ship domain is reflected in COLREG, 
where ships must pass through each other and obsta-
cles at a safe distance. This safety distance represents 
the domain of the ship. Several ship domains have 
been proposed to express the hazard level within the 
domain [28-30]. However, choosing the size and shape 
of the ship domain best suited for ship navigation takes 
a lot of work, especially in congested waters. Most of 
the existing collision risk identification methods are 
based on a geometric perspective and use indicators 
such as distance to measure collision risk, which re-
quires more expert knowledge.

Fig. 2. Ship domains overlap

The ship's domain is essential for classifying accord-
ing to the severity of the encounter since the encroach-
ment on the domain implies a certain level of proximity 
that the navigator usually wishes to avoid. In addition, 
other contextual characteristics should be considered. 
In meetings between ships, larger ships have larger do-
mains. Each ship has its turning circle. The turning circle 
of a ship determines the ease and rapidness with which 
a ship can change its course or direction. The greater 
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the size, the larger the turning circle. Larger ships need 
more space for maneuvering than smaller ones. Some 
authors use geographic information technology and 
AIS data to calculate how the space around ships is 
used (or kept free) during their movements. They have 
found that the ship's size affects its domain, and smaller 
ships tend to meet slightly closer than larger ones. This 
means that safety areas increase along with the size of 
the ship. One can notice that the bigger the ship, the 
bigger the domain becomes. This means that for larger 
ships in a given encounter, the situation may be clas-
sified as dangerous for larger ships but not for smaller 
ships, where the situation may still be considered safe. 
This problem can be solved using a new ship domain 
using field theory.

The concept of "field" is abstracted as a mathematical 
concept used to describe the distribution of a particu-
lar physical quantity or mathematical function in space. 
There are both connections and differences between 
the various fields. Fields can be expressed abstractly 
with mathematical models. Any object can form a field, 
and different objects produce different fields. The field 
theory-based method has been widely used in vehicle 
safety research, but there are relatively few research 
results in the safe navigation of ships [31]. Due to the 
differences in traffic characteristics between naviga-
tion areas, using one type of ship domain for each area 
is difficult. Therefore, inspired by field theory, a new 
ship domain is introduced to measure the degree of 
collision risk around ships. The new ship domain ap-
plies to regions and the probability levels of advanced 
decision-making systems better suited for navigational 
risk detection.

The coordinates of the ship encounter are shown 
in Fig. 3. The origin represents the own ship (OS). It is 
located in the OS's center, and the OS's velocity vec-
tor relative to the target ship constitutes the Y-axis 
through the origin. The X axis is perpendicular to the Y 
axis and passes through the origin. The line of motion 
of the target ship (TS) relative to the OS is parallel to 
the Y axis. Assuming that the TS is located at point P 
with coordinates (xp, yp), then point A is the projection 
of P on the X-axis. The PA line is the relative line of mo-
tion of the target ship at P relative to the OS, and the 
projection point A is the CPA of the target ship to the 
OS, i.e., the distance (dOA) from the origin O to point A is 
the DCPA from the operating system to the target ship. 
The distance from point P to point A (dPA) is from the 
target ship to the CPA, which is the product of the time 
required to reach TCPA and the speed V [32]. Moreover, 
assume that except for real target ship P, there are a lot 
of imaginary target ships Pn with no speed. The non-
dimensional of dOA and dPA are calculated as follows:

(1)

(2)

where
d’OA is non-dimensional of dOA;
d’PA is non-dimensional of dPA;
V is the speed of the ship;
L is the length of the ship;

Fig. 3. The coordinates of the ship encounter

Kernel density estimation (KDE) generates a 
smoothed empirical probability density function based 
on individual locations across all sample data. This es-
timate better represents the "true" probability density 
function of a continuous variable [33].

The radial kernel estimator is based on the Euclidean 
distance between an arbitrary point {x,y} and sample 
point {xi, yi}, i = 1,2, ..., n: 

(3)

where
n is the number of sample points;
K is the kernel function;
hx, hy are the smoothing parameters in the X-axis and 

Y-axis.
KDE is applied to establish a new dynamic collision 

risk (DCR) around OS, employed d’OA and d’PA. DCR value 
is calculated for every point around a ship:

(4)

Assume that the smoothing parameter in X-axis and 
Y-axis have the same value (hx = hy = h). After applying 
the asymmetric Gaussian function as a kernel function, 
the DCR of a point P can be expressed as follows:

(5)

where 
DCR(P) is the Dynamic Collision Risk Index of point P;
h is the influencing parameter, which represents wa-

ter areas and is named the area parameter. 
One ship will have different sizes of ship domains in 

different navigation areas.
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DCR is proposed to analyze and measure the colli-
sion-risk degree of every point around OS, including 
real and imaginary target ships, considering DCPA, 
TCPA, ship length, and speed. 

The risk index at a point is related to the coordinate 
value at this point. Every point in the vicinity of the ships 
has a value of DCR, and points with the same value of 
DCR will be shown as contour lines or the same color 
to indicate the same degree of risk. Fig. 4 shows the vi-
sualization of DCR in two forms: contour lines or colors 
of DCR. DCR can be depicted as an elliptical area sur-
rounding the ship, consisting of multiple levels of risk. 
This area is called the Heat Ship Domain (HSD). Each 
level within the HSD is represented by a color or iso-
therm that connects the points with the same value in 
the field to make the iso risk index line. The fundamen-
tal concept is that when the ships move closer, their 
respective ship domains will overlap. The overlapped 
area, which can be understood as the potential colli-
sion area, is the collision position. This area will vary at 
different moments, and the changes in the overlapped 
area also demonstrate the degree of collision probabil-
ity at the moment of encounter. In case of a multi-ship 
encounter, at each moment when ships are approach-
ing each other, values of DCR of points between these 
ships increase according to their positions to ships. The 
influence of these ships in this area is higher than in 
other areas. Due to the change of DCR, the color de-
scribes the area with a probability of collision accident 
changing from cool to hot. The DCR is a cost-like value. 
It tends to be higher for the higher of the collision risk. 
The points with high values of DCR indicate that there 
will probably be a collision there if the ships involved 
do not perform the evasive action and the magnitude 
of the action required to clear the situation.

Fig. 4. Appearances of Heat Ship Domain

The speed and heading of the ship determine the ex-
tension and direction of the longitudinal axis of HSD. 
The area parameter also specifies the coverage of HSD. 
The next step is to determine the edge of HSD, corre-
sponding to iso risk line 0,1 (DCR = 0,1).

Many factors affect the size of the ship domain, but 
only a few can be considered in the domain size deter-
mination process for practical reasons. The first is the 
human factor, which includes navigators' skills, knowl-
edge, and mental and physical abilities [34]. Also, ac-
cording to experts, another critical factor is the type of 
water used [35].

Four points are analyzed for the boundary of HSD 
to reveal the ship’s passing distance. The domain pro-
posed in this paper considers ship speed, ship length, 
and area parameter h. For a ship of a specific size and 
speed, different h will lead to varying edges of HSD, 
corresponding to iso risk line 0,1 (DCR = 0,1) (as shown 
in Fig. 5). The value of h depends on navigators and 
the characteristics of the water area and can be deter-
mined by expert knowledge methods. 

The navigator's knowledge of the assessment of the 
navigation situation provides the basis for determining 
the safe distance between ships in one particular area 
with lengths overall, respectively: under 115m, 116 – 
145m, 146 – 175m, and over  175m m. Suppose ships 
are traveling at a speed of 8 knots. An expert study was 
conducted to assess ships' encounters in Haiphong 
Port waters in conditions of good visibility. The partici-
pants were navigators, including captains, OOWs, sea 
pilots, and VTSOs with different sea experiences. The 
study took the form of a questionnaire.

Respondents were required to give answers about 
safety distances in four directions: fore (a), aft (b), port 
(c), and starboard (d) from OS with four ship lengths, as 
mentioned in Fig. 6. 

Fig. 5. Size of HSD changes with area parameter
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Fig. 6. Safe distances around a ship

The survey was conducted over three months and 
had more than 300 participants. The results of the sur-
vey are shown in Table 1-4. With each type of ship, the 
safe distances from OS to four directions are collected 
as minimum, maximum, and mean values. The pilots 
have a lot of experience navigating in the study area, 
so they believe the safe distance between ships in front 
of the ship can be manageable. On the contrary, a more 
considerable distance is required for the officers, espe-
cially the 3rd officer, to ensure no collision risk. Accord-
ing to experts, the dangerous distance on both sides 
has relatively uniform results. Due to the characteris-
tics of Haiphong Ports water – narrow width (average 
80m) and depth, it is unavailable for the long passing 
distance from starboard and port sides. It can be seen 
that, in this area, experts all believe that the collision 
avoidance distance on both sides is similar. Some em-
pirical studies that used the AIS data in narrow chan-
nels or restricted areas to measure the space around a 
ship during navigation have shown different results in 
the size of ship domains. However, the dangerous dis-
tances on both sides of the ship are similar.

Table 1. Safe distances of ships under 115m

Minimum (m) Maximum (m) Mean (m)
Fore (a) 350 900 580

Aft (b) 350 900 520

Port (c) 15 40 20

Starboard (d) 15 40 25

Table 2. Safe distances of ship 116 – 145m

Minimum (m) Maximum (m) Mean (m)
Fore (a) 400 900 670

Aft (b) 400 900 560

Port (c) 15 40 22

Starboard (d) 15 40 25

Table 3. Safe distances of ship 146 – 175m

Minimum (m) Maximum (m) Mean (m)
Fore (a) 450 1300 750

Aft (b) 450 1300 650

Port (c) 20 40 28

Starboard (d) 20 40 30

Table 4. Safe distances of vessels over 175m

Minimum (m) Maximum (m) Mean (m)
Fore (a) 600 1600 850

Aft (b) 600 1600 780

Port (c) 20 40 32

Starboard (d) 40 40 35

These survey results will be used as subject data 
for the approximation process to determine area pa-
rameter h. As can be seen, a particular area will have 
a value of h. For this aim, the Least Squares method is 
used to find very close or the same solution as the opti-
mal values [36]. The boundary of the iso risk index line 
0,1 of HSD will be differently generated by each value 
of h and compared with the collected data. The best-
fit boundary takes the minimum value of the fitness 
function and returns the optimal value of h. The fitness 
function is as follows:

(6)

(7)

where 
Df(0,1), Da(0,1)(h), Ds(0,1)(h), Dp(0,1)(h) are the radii of iso risk 

index line 0,1 of HSD in fore, aft, starboard, and port 
side, respectively; 
Δdf(h), Δda(h), Δds(h), Δdp(h) are squared distance dif-

ferences at fore, aft, starboard, and port side, respec-
tively; 
Δd(h) is the sum of squared distance differences. 
The fitness function of the approximation for the size of 

iso risk index line 0,1 of HSD in the study area involving 
area parameter h is calculated by Equation 7. The param-
eter value of h can be estimated using the sum of squared 
distance differences between radii in the proposed mod-
el and the surveyed data. It means that after finding the 
minimum value of the fitness function (𝑚𝑖𝑛𝛥𝑑), the cor-
responding parameter can be selected as in Table 5.

Table 5. Area parameter h for different ship lengths

Ship 
length Under 115 m 116-145 m 146-175 m Over 175 m

h 0.22 0.21 0.2 0.2

The motivation of this study is to utilize the overlap 
between ship domains to identify potential collision 
risks and visualize this area. A questionnaire about 
the visualization of HSD was carried out with VTSOs in 
Haiphong Ports water. They realized that if the ellipti-
cal-shaped domains are used, it will lead to a misun-
derstanding of the collision situation for VTSOs and 
confuse them in cases where a ship was following or 
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crossing aft of another, the forward part of one ship do-
main overlaps the aft part of another ship’s domain (as 
shown in Fig. 7).

Fig. 7. False potential collision area

Although an overlapped area happens, there is no 
collision risk in this case. Therefore, the aft part of HSD 
will be shortened to the value of the starboard and port 
sides, according to the questionnaire with VTSOs, as 
shown in Fig. 8, and samples of HSD with speed 8kn in 
Haiphong Port water are presented in Fig. 9. Different 
ship lengths will have different sizes of HSDs.

Fig. 8. Shorten HSDs

Fig. 9. HSDs of ships with different lengths in 
Haiphong water

The resulting past ship domain with speed 10kn in 
restricted areas is reproduced in Fig. 10 along with the 
edge of HSD, corresponding to iso risk line 0,1. The 
comparison shows that the ship domain of Coldwell 
[37] is reasonably compatible with the proposed ship 
domain on the forward but overestimates the space re-
quirement on the starboard and port sides. Other ship 
domains have shorter fore parts, but three other sides 
appear overestimated. The reason is that HSD is con-
structed based on the characteristics of the Haiphong 
waterway based on experts' experiences.  It should be 
noted that the Fujii et al. [9] and Hansen et al. [11] mod-
els still cannot take into account the effect of change in 
speed, while Wang and Chin's model does not enlarge 
significantly with increasing speed [38]. With the more 
extended fore parts and changing during navigation, 
HSD is suitable for early detection risk, especially when 
crossing narrow channels.

Fig. 10. Comparisons of HSD and restricted area 
ship domains

One problem is that if many HSDs appear simultane-
ously, it is easier for OOWs or VTSOs to grasp the dan-
gerous areas quickly. Thus, the method for grouping 
encounter ships to apply HSD will be presented in the 
next section.

3.3. IDENTIFyINg ENCOUNTER SHIPS By 
 DBSCAN CLUSTERINg

DBSCAN is a clustering algorithm that considers data 
with a constant density in the same cluster or group 
[39]. Each data item represented by a coordinate point 
is divided into three types: core (red dot), boundary (or-
ange dot), and noise (black dot), as shown in Fig. 11.

This algorithm is suitable for ship spatial clustering 
compared to others because it generates clusters in any 
shape and can eliminate the noise, which can be con-
sidered the singular object in space [40]. There are two 
main parameters in DBSCAN: Eps, which refers to the 
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radius of the neighborhood area, and MinPts, which re-
fers to the minimum number of objects in a cluster. With 
clustering, as shown in Fig. 12, the calculation of collision 
risk can be simplified because it is no longer necessary to 
consider every ship. In addition, it can also be found that 
some ships are not in any clusters, are considered noise 
ships, and are eliminated in the process.

Fig. 11. Illustration of DBSCAN

Fig.12. Ship clustering by DBSCAN

Assume x is a data point in the radius Eps of data set X. 
x can be defined as follows:

(8)

To establish a collision risk prediction map, HSD will 
be applied to ships identified as core or borders. When 
the ship leaves its cluster, HSD will not be employed. 
Although the collision risk around the noise ships is not 
calculated, they are still tracked until the distance from 
them to others is smaller than the defined radius. This 
function will make the high collision risk areas or hot 
spots easier for users to focus on. 

3.1. ESTABLISHINg COLLISION RISK 
 PREDICTION MAP

This section proposes a process for presenting the geo-
graphical distribution of collision risk or a regional col-
lision risk prediction map. In busy waters, the ship risks 
colliding with multiple target ships. Therefore, there is a 
need for a function to estimate the area with a high possi-
bility of collision. The degree of danger increases with the 
number of target ships at risk of collision. These potential 
collision areas, or hot spots, are where HSDs overlap, and 
their indexes (Rarea) are calculated by Equation 9.

(9)

where
Rarea is a collision risk index of overlapped areas;
DCR(Pi) is the collision risk index of point Pi;
m is a number of ships with HSDs that impact point Pi.
This collision risk index of domain-overlapped areas 

can measure the detail level or degree of collision risk. 
The greater the index, the more likely the collision will 
happen if there is no change in the speed and course of 
at least one ship. If there is no overlap between HSDs, 
the status of the encounter situation can be suggested 
as no collision risk. If an overlapped area happens (color 
becomes hotter), the situation can be considered a pre-
collision state if the distance between ships is smaller. 
The effectiveness of the map with risk prediction func-
tion will be verified in Section 4.

4. CASE STUDy AND RESULTS 

At present, there are three types of collision risk as-
sessment methods: risk at the micro, macro, and re-
gional level. From a micro point of view, the risk of col-
lision between the pair of ships is usually calculated 
so that the ships can take action to avoid the collision. 
However, there are always many ships in the congested 
sea area, and the possibility of collision between more 
than two ships will occur frequently. Therefore, this 
study uses actual AIS data of ships sailing in the wa-
ters of Haiphong Ports for experiments to illustrate and 
validate the proposed model's effectiveness in macro-
scopic and regional views. Haiphong Ports are located 
in Northern Vietnam, and there is a vast and rapidly 
increasing amount of goods due to the development 
of Vietnam's economy, especially the development of 
the sea economy. It leads to a rise in the daily flow and 
density of ships and limits the maneuvering space be-
tween ships. Therefore, an urgent need is to analyze 
and assess the risk of ships colliding in this water.

Geographically, the studied water area is positioned 
between latitudes 20°46'28.31" N to 20°52'12.57" N, 
106°43'36.11" E to 106°55'37.91" E (in Fig. 13). 

Fig. 13. Study area

Volume 15, Number 6, 2024
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Length (m) Position Speed (kn) Course (°)

Ship A 200 20°49.132N 
106°53.083E

7,2 081

Ship B 182,9 20°49.658N 
106°53.295E

6,0 148

Ship C 222,2 20°48.520N 
106°54.341E

6,0 325

In recent years, the growth in the amount of goods 
and the number of ships passing through Haiphong 
Ports has caused tremendous pressure on traffic here. 
Haiphong Ports are along the rivers, with many wind-
ing sections, narrow channel width, limited depth, and 
complicated flow sections intersecting many danger-
ous areas. There is no TSS here, and the average width 
of the channel bottom is about 80m. In some areas, 
avoiding or overtaking each other is difficult, while the 
number of ships passing to enter the ports increases. 
There are some passages where ships can only go one 
way with the control of VTSOs.

The source of the AIS data was on 28th August 2023. To 
prevent the temporal dispersion of the AIS data, the ex-
tracted AIS data is processed through the cleansing and 
interpolation process described in Section 3.1. Ships’ po-
sition data in longitude and latitude are converted into 
Descartes coordinates with axes in nautical miles (NM).

The next step is to group the ships via DBSCAN. The 
encounter must be formed inside at least two ships, so 
MinPts should be defined as 2. Eps is the radius at which 
the ships are connected to form an encounter cluster 
and varies depending on the situation between the 
ships, the ship's maneuverability, the sea conditions, me-
teorological conditions, etc. In general, the designation 
of Eps should follow the following rules: the Eps value for 
confined waters should be smaller, and the Eps value for 
open water should be more significant. For practical pur-
poses in each area, Eps should be matched with the rec-
ommendations of experienced captains, OOWs, pilots, 
and VTSOs of the study area. In this Haiphong Port water 
case study, the value of Eps was selected as 1.5 NM. After 
specifying the parameters, DBSCAN is applied to cluster 
at least two ships into groups and filter out single ships 
as noises. In previous studies, noise ships were not in-
cluded, and it is advisable to ignore them, considering 
the simplification that contributes to the calculations. 
However, in this study, ships designated as safe are still 
tracked if they approach other ships and become the 
border or core of a cluster. The HSD will then be applied 
to assess the risk. The result is a 2D heat map showing 
the spatial distribution of the potential risk of collision 
based on different moments. 

First, a numerical simulation that acquires AIS data 
for three approaching ships was carried out to evaluate 
the algorithm for determining the macroscopic risk of 
ship collision based on HSD. The positions and informa-
tion of the ships at the beginning are shown in Fig. 14 
and Table 6. Ship trajectories are illustrated in Fig. 15, 
with ship A in black, ship B in blue, and ship C in red. 

Table 6. Information of ships at the beginning

Fig. 14. Positions of ships at the beginning

Fig. 15. Trajectories of ships

Due to the distances between ships in the scenario 
being smaller than 1.5 NM, these ships are clustered in 
one group, and HSD with h = 0.2 is applied to them. At 
the macroscopic level, the HSDs are presented with iso 
risk index lines from 0.1 (the most inside line) and 0.9 
(the most outside line). The results are shown in Fig. 16 
with ship A in black, ship B in blue, and ship C in red. 
At t1, when there is no interference between HSDs, the 
fore parts of the HSDs are about 0.5 NM in length. At 
t2, it begins to be observed that there is an overlapped 
area 1 between the port side of HSDA and the fore of 
HSDB with a value of 0.2 and an overlapped area 2 be-
tween the fore of HSDA and HSDC with a value of 0.2. 
Thus, it can be seen that when the overlapped area be-
tween HSDs has a value of 0.2, the risk of collision be-
gins to form. At t3, when the three ships approach each 
other, the overlapped areas 1 and 2 values increase to 
0.5 and 0.4, respectively. The ships began to take action 
to avoid collision: ship A continued to turn to starboard 
while ship B and C slowed down. At time t4, the HSDB 
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became smaller and separated while the HSDA and 
HSDC still had interference. The most significant value 
at the overlapped area is 0.6. The two ships, A and C, 
changed their course to starboard until the HSDs of the 
two ships separated, and the risk between them did not 
exist anymore. However, the HSDB and HSDC interfered 
with each other at t5, and these two ships continued ma-
neuvering, so there was no interference at t6. 

Although ECDIS can observe areas where ships are 
assembled, obtaining the exact collision risk values for 
these locations is impossible. In other words, any loca-
tion with the same number of ships looks similar, and 
the collision risk values or indexes of these locations 
are indistinguishable. Therefore, constructing a Colli-
sion Risk Prediction Map is necessary to quickly identify 
accurate regional collision risk values of high-risk areas 
by combining multi-ship clusters. Specifically, when 
the proposed map is adopted, it is possible to obtain an 
overlapped area of HSDs with value Rarea. An area with 
a high rate of Rarea value during a period can be defined 
as a hot spot. Each color corresponds to each collision 
risk level. The areas with more yellow color represent 
the greater risk. 

AIS data from 1005 to 1020 on August 28, 2023, with 
12 ships, was processed and then applied DBSCAN and 
HSD. The results are Collision Risk Prediction Maps of 
these moments with 5-minute intervals, as shown in 
Fig. 17). At 1005, 2 clusters of encounter ships were de-
tected. In cluster 1 at the top left corner of the map, two 
ships were approaching each other. HSDs of two ships 
overlapped, and this area appeared to be yellow. The 
index of this area was from 0.88 – 0.93. In cluster 2 on 
the right side of the map, a ship was passing through 
the channel, and two other ships were preparing to go 
in. At this moment, although there was an overlapped 
area of two HSDs with the value of index 0.33, we can 
see that this index would increase when the other ship 
of the cluster came, which would be more dangerous.

At 1010, there was no more overlapped area in clus-
ter 1 due to two ships having taken action to prevent 
a collision. However, because the distance between 
these ships is smaller than 1.5 NM (Eps value), HSD was 
still applied for them. In cluster 2, the index of the over-
lapped area raised to 0.91 due to the contribution of all 
three ships. The ships could be advised to start paying 
attention to it and take substantive actions as soon as 
possible by judging the index. 

(a) At t1 (b) At t2
(c) At t3

(d) At t1 (e) At t2
(f ) At t3

Fig. 16. Encounter of ships with HSDs: (a) At t1 there is no interference between HSDs; (b) At t2 there is an 
overlapped area 1 between the port side of HSDA and the fore of HSDB and an overlapped area 2 between 

the fore of HSDA and HSDC; (c) At t3 three ships continue to approach each other; (d) At t4 there is only 
interference of HSDA and HSDC; (e) At t5 there is only interference of HSDB and HSDC; (f) At t6 there is no 

longer any overlap

Volume 15, Number 6, 2024
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(a) (b)

(c) (d)

Fig. 17. Collision Risk Prediction Map: (a) At 1005, clusters of encounter ships were detected; (b) At 1010, 
there was no overlapped area in cluster 1, and the index of the overlapped area in a cluster; (c) At 1015 

cluster 1 had one more ship and collision risk became obvious in cluster 2; (d) At 1020 four ships formed 
cluster 1 and HSDs separated in cluster 2

At 1015, cluster 1 had one more ship because a noise 
ship that had not applied HSD in previous moments 
started to become a border ship, and its HSD was dis-
played. Although their HSDs did not violate each other, 
these ships should be monitored due to their proximity. 
In cluster 2, before collision risk became apparent, one 
ship had taken effective collision avoidance measures 
by changing course and reducing speed. However, the 
index of the overlapped area still increased to 1.2 due 
to the close encounter of the other two ships. At this 
moment, the collision risk was very urgent. At 1020, a 
ship from the left joined the cluster 1. This cluster now 
included four ships with the overlapped area of 2 HSDs 
with an index of 0.85. These two ships were required to 
take the most helpful action to avoid a collision; other-
wise, the collision would occur. In cluster 2, three ships 
have maneuvered to avoid a collision, and their HSDs 
are separated, showing safe status. The hot spots area 
is usually concentrated in the traffic intersection area in 
the study area.

In narrow areas or narrow channels, especially in the 
study area (Haiphong waters), it is difficult for ships to 
cross too close aft side of another. However, this kind 
of encounter still sometimes happens at the intersec-
tions. When these situations happen, the VTSOs should 
keep continuous communication with all parties, such 
as captains and maritime pilots, and require all ships 
to use sound and light signals if necessary. Due to the 
characteristics of ships and conditions of the channel 
(depth, width, obstructions, other ships coming…), VT-
SOs can refer to the proposed framework by observing 

overlapped areas of HSDs with DCR values (as repre-
sented in Table 7) and determine the actions of each 
ship such as: slowing down or remaining speed, chang-
ing or keeping heading… to prevent the collision, and 
ensure continuous traffic in the monitoring area. 

Table 7. DCR range

Status DCR range Action

Outlier Consider as safe but is 
still tracking

Ship clusterd in group Pay more attention 
when HSD is applied 

Ship domain 
overlapped 0 – 0.2 Collision risk begin 

to exist

Ship domain 
overlapped 0.2 – 0.5 Collision risk becomes 

apparent

Ship domain 
overlapped 0.5 – 1 Collision risk becomes 

critical

Ship domain 
overlapped Greater than 1 Collsion risk becomes 

extremely critical

According to the COLREGS,  the collision risk must be 
evaluated before determining whether to take a collision-
avoidance action or change the current sailing condition. 
Before the risk of collision exists, ships are free to take any 
action, when a ship is located in a safe area and is not close 
to any ship. When a ship is clustered with others, they are 
advised to pay attention. In this situation, the HSD is ap-
plied to help visualize VTSOs and OOWs. When HSDs are 
overlapped, the overlapped area has 0 < DCR ≤ 0.2, the 
risk of collision first begins, and the ships must take early 
and substantial action to achieve a safe passing distance. 
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When 0.2 < DCR ≤ 0.5, ships should take more appropri-
ate actions in compliance with the COLREGs to avoid col-
lision. Similarly, when DCR > 0.5, ships must take the best 
aid to avoid a collision; otherwise, there will be a collision.

In particular, the proposed framework focuses on the 
index of overlapped areas of the ship domains to predict 
the location of collision, which is different from a previ-
ous method, which considered the position of the target 
ship inside the domain of its ship to evaluate collision risk. 
In fact, in congested areas, it is necessary to construct a 
framework that can detect risk as early as possible. The 
situation when a ship violates another ship's domain is 
urgent, and ships may not have enough time to act. This 
Collision Risk Prediction Map is accurate and stable by 
transforming domain overlap problems into the distribu-
tion of high-risk areas. The final results of the case study 
demonstrate that the parameters are appropriate; how-
ever, other sea waters need to adopt another value of area 
parameter due to their specific characteristics and condi-
tions as well as the requirements and policies of the mari-
time traffic surveillance systems. The proposed frame-
work shows its collision risk detection function at some 
past moments. If real-time AIS data is applied, the whole 
procedure of data processing and clustering encounter 
ships by DBSCAN and HSD should be implemented con-
tinuously due to the change of ships’ positions, speeds, 
headings, and traffic density. As a result, the collision risk 
prediction map can change constantly. Finally, the detec-
tion of high-risk areas is a dynamic process over time.

5. CONCLUSIONS 

This study proposes the Collision Risk Prediction 
Map based on AIS data. To simplify the computation 
and make it quicker to detect the hot spots, DBSCAN 
was used to cluster the ships in the water area, and the 
contribution of each ship to potential collision within 
the cluster is calculated as a function of the Heat Ship 
Domain. This domain is dynamic and expresses the risk 
around the ship by index. Collision risk was identified 
if an overlapped area between HSD happens. Finally, 
the geographical distribution of collision risk was vi-
sualized to establish a collision risk prediction map. 
To validate the effectiveness of the new map, a case 
study was conducted in the waters of Haiphong Ports 
in Vietnam. The results show that the visualization ob-
tained by the framework can effectively reflect the col-
lision risk of specific waters through the index in three 
perspectives: micro, macro, and region. Unlike other 
collision risk identification models, the parameter can 
be easily adjusted based on experts’ knowledge of the 
study area. The proposed framework can help maritime 
traffic operators or administrations better understand 
the overall collision risk and its distribution in the water 
during collision risk monitoring. 
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Deep Learning-Based Method for Detecting 
Parkinson using 1D Convolutional Neural 
Networks and Improved Jellyfish Algorithms
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Abstract – Parkinson's disease (PD) is a common disease that predominantly impacts the motor scheme of the neural central 
scheme. While the primary symptoms of Parkinson's disease overlap with those of other conditions, an accurate diagnosis typically 
relies on extensive neurological, psychiatric, and physical examinations. Consequently, numerous autonomous diagnostic assistance 
systems, based on machine learning (ML) methodologies, have emerged to assist in evaluating patients with PD. This work proposes 
a novel deep learning-based classification of Parkinson's disease (PD) using voice recordings of people into normal, idiopathic 
Parkinson, and familial Parkinson. The improved jellyfish algorithm (IJFA) is utilized for hyper-parameter selection (HPS) of a 1D 
convolutional neural network (1D-CNN). The proposed technique makes use of the significant elements of 1D-CNN and filter-based 
feature selection models. Because of their strong performance in dealing with noisy data, the filter-based algorithms Relief, mRMR, 
and Fisher Score were chosen as the top choices. Using just 62 characteristics, the combination of deep relief features and deep 
learning was able to discriminate between people. The competence of the proposed 1D-CNN with IJFA method was determined 
through specific network metrics. The proposed 1D-CNN with IJFA method attains a total accuracy of 98.6%, which is comparatively 
better than the existing techniques. The proposed model produced around 9.5% improvements in accuracy, respectively, when 
compared to the data obtained without dimensionality reduction.

Keywords: Parkinson Disease Classification, Convolutional Neural Network, Improved jellyfish algorithm,  
 Filter-based feature selection model

1.  INTRODUCTION

Parkinson Disease (PD) is a condition that touches the 
motor scheme of the dominant nervous organization 
of the human body. Motor symptoms and non-motor 
symptoms are the two categories that may be used to 
describe the symptoms of PD [1]. The motor symptoms 
involve trembling and a lack of energy in the hands 
and legs, constipation, difficulty doing daily tasks, and 
a shuffled gait when walking [2]. Parkinson's disease 
non-motor symptoms include a variety of problems, 
including weariness, constipation, difficulty speaking, 
memory loss, and exhaustion [3]. Studies suggest that 
voice problems arise in about 90 percent of PD cases 
[4]. The Procedure of Diagnosing (PD) using just certain 

qualitative criteria may make the process more difficult 
since other illnesses might also present with similar 
symptoms [5]. 

In recent years, a surge in Parkinson’s disease research 
has leveraged machine learning (ML) for diagnosis [6]. 
Studies have utilized various data, including walking 
tracks, speech recordings, and brain electrical event 
recordings (EEG) [7]. Notably, speech-based diagnostic 
methods have shown promise, as speech difficulties of-
ten manifest early in PD [8]. These algorithms effective-
ly distinguish between individuals with PD and healthy 
subjects using distinctive features extracted from raw 
speech data [9]. PD diagnostic systems employ diverse 
speech signal processing algorithms to extract clinical-

Volume 15, Number 6, 2024

Arogia Victor Paul M* 
Department of Computer Science and Engineering, 
B.S. Abdur Rahman Crescent Institute of Science and Technology, Chennai, India
victorpaul_cse@crescent.education

Sharmila Sankar
Department of Computer Science and Engineering, 
B.S. Abdur Rahman Crescent Institute of Science and Technology, Chennai, India
sharmilasankar@crescent.education

*Corresponding author

Received: January 10, 2024; Received in revised form: March 1, 2024; Accepted: April 8, 2024



516 International Journal of Electrical and Computer Engineering Systems

ly relevant vocal characteristics from voice recordings 
[10]. Essential features extracted from real-world datas-
ets are input into machine learning models for PD diag-
nosis [11]. The performance of these models depends 
on the relevance of features utilized during training 
[12]. To address high dimensionality and sparse data is-
sues, reducing dimensionality is crucial in PD research. 
This process emphasizes relevant characteristics, en-
hancing the success of machine learning models for 
diagnosis [13, 14]. The contribution of this paper is, 

•	 In this work, proposed a novel deep learning-
based classification of Parkinson's disease using 
voice recordings of people into normal, idiopathic 
Parkinson, and familial Parkinson.

•	 Initially, the CNN network is used as a feature ex-
tractor to extract the voice recordings.

•	 Then, the Improved Jellyfish Search Algorithm 
(IJFA) to select the features before the final layers is 
utilized for hyper-parameter selection (HPS) of 1D-
convolutional neural network (1D-CNN).

•	 Finally, a 1D-CNN classifier was trained using the 
generated deep feature representations.

•	 The performance of the Proposed 1D-CNN with 
IJFA method was measured by parameters such as 
Specificity, Accuracy, F1 score, Precision, and Sen-
sitivity.

In Section 2, we provide the work that is relevant to this 
study, and in Section 3, we provide an explanation of the 
suggested model. Sections 4 and 5 each provide a conclu-
sion that summarises the findings of the validation study. 

2. RELATED WORKS

Recent research has presented various deep learn-
ing-based methods for detecting Parkinson's disease. 

In 2022, Sahu et al. [15] suggested an early Parkinson 
disease diagnosis method based on hybrid deep learn-
ing. The combination of two deep learning techniques, 
such as regression analysis (RA) and artificial neural 
networks (ANN), for efficient probability-based illness 
diagnosis. The accuracy of the suggested method is 
93.46%.

In 2022, Vyas et al. [16] developed a method for deep 
learning (DL) that uses convolutional neural networks 
(CNNs) in two and three dimensions. The 2D model at-
tained an accuracy of 72.22% with 0.50 area under the 
curve (AUC), whereas the 3D model features from the 
data were able to categorize the test data with an ac-
curacy of 88.9% with 0.86 AUC.

In 2022, Hosny et al. [17] developed a brand-new 
deep learning model to identify subthalamic nuclei 
(STN) in signals from local field potentials (LFPs). The 
k-Nearest Neighbor (KNN) classifier receives the char-
acteristics as input. According to the findings, KNN 
achieved an accuracy rate of 87.27% on average.

In 2022, Rajanbabu et al. [18] developed transfer 
learning-based deep learning architectures for effec-
tive PD diagnosis using MRI data. Based on the maxi-
mum chance of all the models chosen for PD classifi-
cation, an ensemble model is suggested. The method 
primarily concentrates on providing an accurate PD 
diagnosis. 

In 2022, Moradi et al. [19] offered a microarray datas-
et (GSE22491) that was given by GEO. The Limma pack-
age, which is part of the R program, was used to find 
DEGs and analyze and assess gene expression. Support 
vector machines (SVM) results show that using three 
genes together can lead to an 88% prediction accuracy. 

 In 2022, AlMahadin et al. [20] proposed a series of 
resampling methods to enhance the classification of 
tremor severity in Parkinson's disease. The suggested 
method combines three types of resampling and signal 
processing techniques: hybrid, under, and over-sam-
pling. ANN-MLP, as suggested, has an overall accuracy 
of 93.81%.

In 2024, Canturk et al. [21] suggested utilizing voice 
signals and artificial intelligence to diagnose Parkin-
son's disease. AlexNet, GoogleNet, ResNet50, and the 
majority of voting-based hybrid systems are among 
the first classifiers used. The deep feature fusion meth-
od produced an accuracy of 0.95%.

In 2024, Aldhyani et al. [22] suggested that the public 
dataset PD Spiral Drawings be utilized for PD research 
and diagnosis. The suggested technique made use of 
a common dataset made up of 204 spiral and wave 
drawings made by people with Parkinson's disease. 
With 94% accuracy, pictures were used to train the 
DenseNet201 classifier.

The analysis highlighted earlier emphasizes the con-
straints of current research procedures and models. To 
overcome these limitations, this paper Improved jel-
lyfish algorithm (IJFA) is utilised for hyper-parameter 
selection (HPS) of 1D-convolutional neural network 
(1D-CNN).

3. PROPOSED METHODOLOGY

3.1. DATASET DESCRIPTION

In this proposed method, the Parkinson's disease 
dataset can be used. In this dataset, there are 62 voice 
recordings of people. Also, this dataset consists of three 
class: 50% samples belonging to healthy and 50% sam-
ples belonging to patients. The data in PD dataset take 
from 62 patients with Parkinson Disease (30 men and 
32 women) with ages ranging from 33 to 87. The PD da-
taset with the of 50-50% training and testing partition.

3.2. FEATURES SELECTION

In medical applications, feature selection has been 
the subject of several research, all of which have shown 
that it is both adequate and successful. Because it is a 
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pre-processing method, it is able to single out the most 
important aspect of the issue. Maximum relevance re-
dundant features as feasible (minimum redundancy). 
Maximum relevance seeks to identify the characteris-
tics that it also seeks to give the feature subset compris-
ing fewer and minimal redundant features as feasible.

According to the mRMR, the optimization condition 
ought to be expressed as follows: 

(1)

When c is the target class, xi is the ith feature, and X 
is the entire set of features. The mutual information be-
tween class c and feature xj is represented by xi.

The mRMR method improves classification accuracy 
while simultaneously reducing the number of variables 
used. This is accomplished by minimising the selection 
of duplicate features. Table 1 shows the different as-
pects of the human voice.

Table 1. Different aspects of human voice

Description Voice measure

11-point Amplitude Perturbation Quotient MDVP: APQ

Absolute jitter in microseconds MDVP: Jitter (Abs)

Average vocal fundamental incidence MDVP: F0 (Hz)

Maximum vocal fundamental incidence MDVP: Fhi (Hz)

Relative Amplitude Perturbation MDVP: RAP

Five-point Period Perturbation Quotient MDVP: PPQ

Average absolute difference of differences 
among cycles, divided by the average period Jitter: DDP

Shimmer Local amplitude perturbation MDVP: Shimmer

Local amplitude perturbation MDVP: Shimmer (db)

Average absolute difference among the 
amplitudes of consecutive aeras Shimmer: DDA

Noise-to-Harmonics Relation NHR

Harmonics-to-Noise Relation HNR

Recurrence Period Density Entropy RPDE

Correlation Dimension D2

Fundamental frequency difference Spread1

Fundamental frequency difference Spread2

Pitch retro entropy PPE

(2)

The number of occurrences of a feature is denoted 
by its mean, which is denoted by the symbol l, whereas 
the number of occurrences of a class is denoted by the 
symbol n j. During the process of feature selection using 
Fisher Score, all of the features are sorted in decreasing 
order beginning with the high scores are selected. 

3.2.2. Relief

The significance of the features is computed via relief 
selection, which does this by illuminating the relation-
ships that exist between the features and the class labels. 

The iterative process that was used in order to indicate 
the feature relevances may be seen in the equation (3).

(3)

In the ‘n’ dimensions and records of n different char-
acteristics. While the closest samples of the same class 
and those of different classes are denoted by the terms 
"NearHit" and "NearMiss," respectively.

3.3. 1D-CNN FOR CLASSIFICATION

In convolution neural network (CNN) models are used 
rather often for the purpose of image identification in 
two dimensions. On the other hand, the use of CNN 
models should not be limited to either two-dimension-
al or tasks in order to be utilised. It should come as no 
surprise that the 1D-CNN model has the same qualities 
as previous CNN models. A one-dimensional input sig-
nal, which will be indicated by S, and a kernel variable, 
which will be denoted by W will be used in the follow-
ing description of the convolution procedure.

(4)

A feature map is the term used to refer to the final 
product of the convolution process. Let the limited ma-
trix of the input matrix to the weight matrix be denoted 
by the notation S|W(i,j)n. S|W(i,j)n is a representation of the 
elements of S from n up to the dimension of W(i,j). As 
a result, the output matrix is capable of being charac-
terised by a generic formula, which may be found in 
Equation (5):

(5)

The final part of the CNN model, which usually con-
sists of a neural network layer, handles the classifica-
tion task. This layer is in charge of the final level and is 
referred to as a completely connected layer. The input 
consists of the pre-processed signal segments, each of 
which contains 50% samples. In the first layer of the 
model, the signals are convoluted using 64 x 5 filters 
and three stride ratios in order to build feature maps 
with sizes ranging from 64 x 999 to 64 x 999. The sec-
ond layer of the model is also a convolution layer has 
128 filters by 5 rows. This layer produces brand new 
feature maps by using the results of the previous layer.

The Max Pool layer combines the two output vectors' 
maximum values in two-unit areas into a single value. 
This value is the result of the condensing process. 
These steps are repeated in a similar way in each of the 
model's subsequent layers, but each time, a range of 
distinct filter sizes are used. Dropout layers are built 
into the model to reduce the issue of overfitting. The 
dimensions determined in the flattened layer must 
be changed to fit the thick layers. The final layer, the 
softmax layer, is where the input signals are mapped 
onto the output signals. Therefore, the sum of classes 
(nb class) and the sum of units (nb unit) in this layer 
are equal to one another. In CNN network at the end 
of the last convolution, they apply the Jellyfish Search 
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Algorithm to select the features before the final layers. 
Table 2 contains comprehensive parameter representa-

tions of all of the model's layers. The Proposed 1D-CNN 
model is shown in Fig. 1.

Table 2. Particulars of layers and strictures in the projected 1D-CNN perfect

Layer Name Sum of Filter× Kernel Size Sum of Trainable Parameters Layer Parameters Region/Unit Size Output Scope
1D Conv 64 × 5 384 ReLU, S = 3 - 64 × 999

1D Conv 128 × 5 24,704 ReLU, Stride = 1 - 128 × 997

MaxPool - 0 S = 2 2 128 × 489

Dropout - 0 Rate = 0.2 - 128 × 498

1D Conv 128 × 13 213,120 ReLU, S = 1 - 128 × 346

1D Conv 256 × 7 229,632 ReLU, S = 1 - 256 × 480

MaxPool - 0 Stride = 2 2 256 × 240

1D Conv 256 × 7 262,272 ReLU, S = 1 - 128 × 322

1D Conv 64 × 4 32,832 ReLU, S = 1 - 64 × 230

MaxPool - 0 Stride = 2 2 64 × 54

1D Conv 8 × 5 2568 ReLU, S = 1 - 8 × 50

1D Conv 8 × 2 136 ReLU, S = 1 - 8 × 49

MaxPool - 0 Stride = 2 2 8 × 42

Flatten - 0 - - 1 × 192

Dense - 12,352 ReLU, Drop = 0.2 64 1 × 64

Dense - 195 Softmax nb_class 1 × nb_class

Fig. 1. The Architecture of the proposed 1D-CNN model

3.3.1. Jellyfish Search Algorithm

The search-feeding behaviour and drive designs of 
jellyfish in the water served as an inspiration for the 
development of the algorithm. The following is a run-
down of the three rules that are a part of the JS algo-
rithm:

Rule 1: Jellyfish are able to move in two different 
ways: one is to follow the currents of the ocean, and 
the other is to move about within their own popula-
tion. The transition between these two different forms 
of drive is accomplished via a time- process.

Rule 2: Jellyfish habit, and when they are looking for 
food in the water, they are drawn to areas that have a 
greater concentration of food for them to consume.

Rule 3: stipulates that the quantity of food that jel-
lyfish look for is reliant on the geographical location of 
the food as well as the goal purpose of the reaction. 
This model includes mechanisms for group movement, 
movement in response to time, and movement of jel-
lyfish that follow the movement of ocean currents.

(1) Following ocean current movement 

The term "trend" is used to describe the direction in 
which the current is moving.
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(6)

where, npop is the present optimum position, and the 
equation that specifies its relationship is as follows:

(7)
where X* represents the equation is derived by iterat-
ing over the previous equation until the desired result 
is achieved:

(8)

where m is the average location of all of the jellyfish. DF 
is represented as shadows:

(9)
The following is what you get when you plug Equation 

(9) into the equation that describes the ideal position:

(10)

The distribution of Jellyfish in the ocean is shown is 
Fig. 2. Where σ is the standard deviation of the normal 
distribution, and β signifies the distribution coeffi-
cient, which set to 3 in the algorithm. The range of ±βσ 
around the mean position μ contains the probability of 
all jellyfish positions.

Fig. 2. Normal distribution of jellyfish in the ocean

A relative investigation demonstration that ec can be 
uttered as shadows:

(11)

Following is the equation that was acquired in order 
to derive the equation

(12)

where X i (t) represents the location of the Jellyfish at 
the instant in time when its position is being updated, 
and X i (t+1) represents the position of the jellyfish 

(2) Movements made in groups

The jellyfish moves in a circle around its current posi-
tion to indicate class A movement, and the following 
equation is used to update the jellyfish's position

(13)

where g is the jellyfish's mobility coefficient, Lb is the low-
er bound, and Ub is the upper limit of the search space. 

The following formula can be used to update the 
location of jellyfish participating in Class B drive: jelly-
fish that gather with the intention of consuming food 
when there is more food around:

(14)

where, step→ signifies the step length of jellyfish 

defines step→ and is uttered as follows:

(15)

where, D→ shows the direction in which the jellyfish 
are swimming i. The following is an expression of the 
formula that may be used to determine the direction 
of motion:

(16)

where Xi (t) signifies the current location of jellyfish I, 
Xj (t) represents tof jellyfish j, function f represents the 
objective function with regard to X, and X signifies the 
collection of all jellyfish. 

(3) A strategy for managing time

A temporal control system had to be conceived of, 
developed, and put into operation in order to success-
fully reproduce and materialise the switching that jel-
lyfish are capable of doing between their three differ-
ent modes of motion. The mechanism in question was 
described as a time control function denoted by the 
letter c. (t).

This is an expression of the formula that defines the 
variable c as follows: (t):

(17

where t is the current number of iterations, T is the num-
ber of iterations, and c(t) is a value that is randomly gener-
ated between 0 and 1 for each iteration. It was found that 
the range of values that controlled the jellyfish's move-
ment in reaction to ocean currents was c(t) 0.5.

3.3.2. Improved Jellyfish Search Procedure

The (IJS) algorithm is presented in this section, and 
a thorough explanation of it can be found as follows:

(1) Development of a better technique for the ini-
tialization of population placement

Both the Sobol arrangement and the chaotic map-
ping starting strategy were used in order to create 
fifty percent of the total population. Under the illness 
that the search range limitation is satisfied, the Sobol 
sequence has the potential to create the beginning lo-
cation of the jellyfish population in a more consistent 
manner. The functional representation of tent mapping 
may be described as follows:

(18)

where x t is the created chaotic sequence, t2 is a se-
ries of numbers from 1 to n, n is the sum that has to be 
initialised, and an is an adjustment parameter with a 
value of 0.5.
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(2) A sinusoidal component in the dynamic adapta-
tion

A sinusoidal was included into the artificial jellyfish 
search algorithm in order to enhance its capacity for 
doing local searches. The expression of this factor may 
be expressed as follows:

(19)

where S stands for the sinusoidal lively adaptation fac-
tor, T for the maximum iterations, and t for the itera-
tions that are currently being performed.

(3) The functioning of the population difference

As the following explains, the addition of the ran-
dom variation operation to the artificial jellyfish search 
method aimed to enhance the capacity to do world-
wide searches and broaden the population's diversity:

Operation 1: After the jellyfish had finished migrating 
in accordance with the position update formula and had 
computed their respective fitness values, a particular 
jellyfish from the existing population was selected and 
given the name Xk. This particular jellyfish was picked at 
random. Next, three different jellyfish individuals were 
selected at random, and their relative fitness values were 
ranked from best to worst in order to determine Xa, Xb, 
and Xc. These individuals' fitness values are represented 
by the letters f a, f b, and f c, respectively. Finally, the fol-
lowing is an expression of the formula that may be used 
to calculate the new location of Xk:

(20)

where d represents the variational operator, and the 
formula for it may be written as follows:

(21)

where δu and dl represent the top and lower boundar-
ies of variability, with 0.9 and 0.1 being the values used, 
respectively.

4. EXPERIMENTAL RESULTS AND DISCUSSION

The overall performance of the Proposed 1D-CNN 
with IJFA method was evaluated built on the specific 
parameters viz., Accuracy, Precision, F1 score, Sensitiv-
ity, and Specificity.

(22)

(23)

(24)

(25)

(26)

False positives and true negatives of the MRI images 
are designated as TP and FP, respectively, whereas 

false positives and true negatives are designated as TN 
and FN, respectively. Table 2 shows the parameters for 
PD classes that are used to determine the proposed 
model's performance analysis.

Table 3. The overall Performance analysis of the 
Proposed model

Class Accuracy Precision Sensitivity F1-
score Specificity

Normal 97.54 96.32 94.08 93.69 92.58

Idiopathic 95.09 94.28 93.75 92.07 91.19

Familial 96.46 95.32 94.66 93.97 93.33

Table 1 illustrations the classification of various classes 
of Parkinson disease with specific metrics. The average 
Specificity, F1 score, Accuracy, Sensitivity, and Precision of 
the proposed 1D-CNN with IJFA method with the specific 
metrics. The proposed 1D-CNN with IJFA method has an 
average precision, sensitivity, F1score, and specificity of 
95.3%, 94.16%, 93.24%, and 92.36%, respectively. Fig. 3 
shown the performance parameters for three classes.

Fig. 3. The overall performance analysis of the 
proposed model

4.1. FEATURES SELECTION RESULTS

Maximum relevance minimal redundancy: selected 
the traits that were the most significant to us by using 
the mRMR, which stands for minimum redundancy (22 
features). The PPE is the single most important variable 
in predicting the result. There is a noticeable difference 
between the first feature and the rest of the features 
combined because the first feature has a significantly 
lower score. The algorithm is positive; it has selected 
the most significant predictor because of the notable 
drop in the value of the relevant variable. Other re-
search has demonstrated that, in contrast to earlier 
evaluations, PPE is resistant to the effects of noisy audi-
tory environments and is also sensitive to changes in 
PD speech. Subsequently, the entropy is computed us-
ing the probability distribution of the semitone varia-
tions to define the PPE measure. Converting a speech 
pitch pattern into a logarithmic semitone measure is 
the first step in creating the probability distribution. 
Fig. 4 illustrates a sampling of the findings from this cri-
terion selection. Fig. 5 displays the 22 characteristics in 
the feature ranking discovered by Relief.
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Fig. 4. Samples of the Feature findings

The degree of relevance weights of all characteristics 
is figured out with the help of the bar plot. The Perfor-
mance Analysis for Classifier is shown in Table 3. Fig. 
6 provides the graphical analysis of proposed model 
with existing techniques.

Fig. 5. The 22 characteristics of feature Ranking for 
Relief

Fig. 6. Comparative Analysis of Proposed Model

Authors Methods Accuracy

Sahu [15] ANN-RA 93.46%

Vyas [16] 2D-CNN 88.9%

Hosny [17] CNN-KNN 87.27%

AlMahadin [20] ANN-MLP 93.81%

Proposed 1D-CNN with IJFA 98.6%

Table. 4. Comparison of the proposed and the 
existing models

From Table 4, the comparison of several deep learning 
techniques based on their accuracy in the PD signals. 

Model Accuracy Precision Sensitivity F1-
score Specificity

RF 93.11 93.4 93.11 93.09 93.16

DT 93.85 94.08 93.85 93.84 93.91

NB 94.18 94.31 94.18 94.17 94.21

SVB 94.55 94.74 94.55 94.54 94.59

Auto-
encoder 95.07 95.27 95.07 95.07 95.14

1D-CNN 96.47 96.62 96.47 96.47 96.51

1D-CNN 
with IJFA 98.6 98.57 98.56 98.56 98.54

Table 5. Performance Analysis for Classifier

5. CONCLUSION

This paper presents a novel deep learning-based 
classification of Parkinson's disease using voice record-
ings of people into normal, idiopathic Parkinson, and 
familial Parkinson. The improved jellyfish algorithm 
(IJFA) is utilized for hyper-parameter selection (HPS) of 
a 1D convolutional neural network (1D-CNN). To differ-
entiate Parkinson's patients from healthy individuals at 
an early stage, the 1D-CNN method, coupled with IJFA 
approaches, was employed. The proposed technique 
takes use of the significant elements of 1D-CNN and 
filter-based feature selection models. In comparison 
between the other techniques the proposed 1D-CNN 
with IJFA methods with the accuracy of 98.6%. In the 
future, deep feature representations will be extracted 
from various kinds of data sources collected from wear-
able sensors, and then these data sources will be com-
bined with various multi-modal techniques. 
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Enhancing Breast Cancer Diagnosis: A Hybrid 
Approach with Bidirectional LSTM and Variable 
Size Firefly Algorithm Optimization
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Abstract – Breast cancer stands as a significant global health challenge, ranking as the second leading cause of mortality among 
women. The increasing complexity of timely and accurate remote diagnosis has spurred the need for advanced technological 
solutions. Breast cancer prediction involves utilizing risk assessment models to identify individuals at higher risk, enabling early 
detection and personalized treatment strategies. This research meticulously assesses the effectiveness of various long short-term 
memory (LSTM) classifiers, including simple LSTM, Vanilla LSTM, Stacked LSTM, and Bidirectional LSTM, utilizing a comprehensive 
breast cancer dataset. Among these, the Bidirectional LSTM emerges as the preferred choice based on a thorough evaluation of 
accuracy, precision, recall, and F1-Score metrics. In a strategic move to further enhance precision, the Bidirectional LSTM integrates 
with the variable step-size firefly algorithm (VSSFF). Renowned for dynamically adjusting its step size, VSSFF offers adaptive exploration 
and exploitation capabilities in optimization tasks. The resulting hybrid model, HVSSFFLSTM, showcases superior performance 
in breast cancer prediction, suggesting potential applicability across diverse health conditions. Comparative analyses with other 
models highlight the exceptional accuracy rates of HVSSFFLSTM, achieving 99.78% (training) and 97.37% (testing), precision rates 
of 99.56% (training) and 97.22% (testing), recall rates of 100% (training) and 98.59% (testing), F1 scores of 99.82% (training) and 
97.9% (testing) and specificity of 99.81% (training) and 99.15% (testing). This study not only underscores the adaptability of VSSFF 
as a valuable optimization tool but also emphasizes the promising prospects of the proposed hybrid model in advancing automated 
disease analysis. The results indicate its potential beyond breast cancer, suggesting broader applications in various medical domains.

Keywords: Simple LSTM, Vanilla LSTM, Stacked LSTM, Bidirectional LSTM, Firefly Optimization Algorithm,  
 Variable Step Size Firefly Algorithm

1.  INTRODUCTION

Breast cancer is a major health concern worldwide, 
underscoring the need for accurate risk assessment 
and early detection [1]. Machine learning (ML) and 
deep learning (DL) techniques are pivotal in improving 
detection methods [2]. ML algorithms like support vec-

tor machines (SVM), random forest, logistic regression 
(LR), decision trees (DT-C4.5), and k-nearest neighbours 
(k-NN) [3] aid in feature selection and classification. 
Recurrent neural networks (RNNs) [4], and long short-
term memory (LSTM) [5] networks, excel in analysing 
mammographic images for abnormalities indicative of 
breast cancer [6]. Hybrid models integrating ML and 
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DL components offer a comprehensive approach, aim-
ing to enhance detection accuracy. This study evalu-
ates various LSTM classifiers—simple LSTM [5], Vanilla 
LSTM [7], Stacked LSTM [8], and Bidirectional LSTM [9] 
for breast cancer detection, with Bidirectional LSTM 
showing superior performance. The study introduces 
a hybrid model, VSSFFLSTM, combining Bidirectional 
LSTM with a variable step-size firefly algorithm (VSSFF) 
[10-12] to improve detection accuracy further. Utilizing 
well-established Breast Cancer Wisconsin (diagnostic) 
(WDBC) datasets [13] for training and validation en-
sures model consistency and performance. 

The traditional firefly algorithm (FF) [14] static step-
size hampers search effectiveness, necessitating dy-
namic adjustment. Initial larger step sizes are vital for 
identification and development, but dynamic altera-
tion is needed with increased iterations for optimal 
performance. Whereas, the VSSFF improves upon FF by 
adapting the step size, resulting in better balance, fast-
er convergence, and increased robustness. Integrating 
VSSFF with Bidirectional LSTM enhances breast cancer 
diagnosis by leveraging these improvements in opti-
mization. The investigation introduces a hybrid model 
featuring several key contributions.

1. The hybrid breast cancer prediction model intro-
duces a Bidirectional LSTM, improving predictive 
capabilities and overcoming hidden layer load 
challenges, marking a notable research innovation.

2. The VSSFF algorithm dynamically adjusts step size, 
enhancing the training efficiency of the Bidirec-
tional LSTM by optimizing its weights, leading to 
an improved model with predictive accuracy and 
minimized mean square error (MSE) in the network 
output.

3. VSSFF further optimizes the Bidirectional LSTM by 
determining the optimal number of hidden neu-
rons, utilizing initial random values and iterative 
refinement through the Adam optimizer. The inte-
gration of VSSFF with the Bidirectional LSTM forms 
a comprehensive strategy (HVSSFFLSTM).

This article follows a structured approach, begin-
ning with a review of relevant literature in Section 2, 
followed by a comprehensive explanation of the meth-
odologies in Section 3. Section 4 provides an analysis of 
the experiments conducted. Key findings are discussed 
in this section as well. Finally, Section 5 concludes the 
paper by discussing future avenues of research.

2. LITERATURE SURVEY

In Hazra et al. [15], an artificial neural network and 
a DT model are employed to scrutinize early-stage 
breast cancer characteristics, distinguishing between 
malignancy and benign nature. Another investigation 
by Naji et al. [16] analyses the BCWD dataset using five 
ML algorithms, providing valuable insights into their 
performance. A comprehensive evaluation of LSTM 
for breast cancer detection is conducted in a broader 

context by Behera et al. [17], providing insights into its 
capabilities. Mammographic image analysis and classi-
fication into normal, benign, and malignant classes are 
explored using CNN and Bidirectional LSTM architec-
tures. According to Xia et al. [18] Innovative ensemble 
architectures, like the MTW CNN-BLSTM ensemble, 
aim to improve breast cancer prediction. In data min-
ing methodologies, a statistical approach preprocesses 
data followed by a unique PSO framework for improved 
accuracy, sensitivity, and specificity. Multi-objective 
feature selection strategies incorporating ACO and PSO 
are developed for breast cancer diagnosis by Saturi et 
al. [19], enhancing detection probability by selecting 
relevant features. Additionally, a model named BPBRW 
with HKH-ABO mechanism is proposed for early-stage 
breast cancer diagnosis using breast magnetic imaging 
resonance data by Dewangan et al. [20].

The manuscript highlights a significant gap in breast 
cancer prediction research: 

1. The absence of comprehensive comparative analy-
ses among various ML and DL techniques.

2. Moreover, challenges in model interpretabil-
ity, scalability, and generalizability remain unad-
dressed, indicating the need for further explora-
tion.

3. However, there is a need for further exploration 
and development of ensemble techniques to en-
hance model accuracy and robustness.

4. Integrating innovative ensemble architectures, 
such as particle swarm optimization (PSO) and ant 
colony optimization (ACO), alongside emerging 
technologies like MRI data analysis, presents prom-
ising avenues for enhancing early-stage breast 
cancer diagnosis. 

5. Therefore, future research efforts should prioritize 
rigorous comparative evaluations and innovative 
methodological advancements to bridge these criti-
cal gaps in breast cancer prediction and diagnosis.

3. METHODOLOGIES ADOPTED

In this work, simple LSTM and its variants such as; vanilla 
LSTM, stacked LSTM, and Bi-directional LSTM networks 
used. Along with this, the FF algorithm [14] is also used 
to optimize the positions based on fireflies’ attractiveness, 
with intensity decreasing with the distance. Equation (1) 
guides the fireflies towards brighter positions, integrating 
attractiveness, distance, and randomness.

(1)

3.1. VARIABLE STEP SIzE FIREFLY ALGORITHM 
 (VSSFF)

The VSSFF [11] algorithm is an enhanced version of 
the FF, designed to overcome its limitations and improve 
convergence rates. It emphasizes a balance between 
global exploration and local exploitation to maximize 
benefits. In FF, a constant step size hampers effective 



525Volume 15, Number 6, 2024

searching, necessitating dynamic adjustment for opti-
mal exploration-convergence equilibrium. Initial larger 
step sizes are needed for balanced identification and de-
velopment in the early stages, gradually decreasing over 
iterations to maintain equilibrium. The choice between 
large or small step sizes depends on the optimization tar-
get's definition space. In [10] to sustain equilibrium be-
tween identification and development capabilities, the 
initial step size (α) should be relatively larger, gradually 
decreasing over iterations. In [12] the choice between a 
large or small search step size is contingent on the op-
timization target's definition space; a high-dimensional 
space requires a larger search step size, while a lower-
dimensional space benefits from a smaller search step 
size, optimizing the algorithm's ability to address diverse 
optimization challenges as stated in Equation (2). Here, 
the number of existing iterations max generation = 
maxmber of iterations. The VSSFF operational steps are 
stated in Algorithm 1.

(2)

Algorithm 1. VSSFF operational steps [11]

Step 1:  Initialize each firefly randomly.
Step 2:  Evaluate the fitness function value for the 

 initialized population.
Step-3: Assess the light intensity.
Step 4: Determine the light absorption coefficient γ.
Step 5:  Evaluate the non-constant step size α using 

 Equation (2).
Step 6:  Update the position of a specific firefly 

 towards another attractive firefly based on 
 Equation (1).

Step 7:  Calculate the latest solution and update the 
 light intensity.

Step 8:  Modify the locations of fireflies based on 
  their rank to obtain the current optimal 
 solution.

Step-9:  End if termination conditions are met and 
  select the optimal solution; otherwise,  
 return to Step 2.

3.2. PROPOSED BIDIRECTIONAL LSTM 
 NETwORk wITH VSSFF (HVSSFFLSTM) 
 FOR CLASSIFICATION 

A novel hybrid approach, HVSSFFLSTM, integrates Bi-
directional LSTM with VSSFF to enhance breast cancer 
classification accuracy. VSSFF collaborates with Bidirec-
tional LSTM to optimize architecture and hyperparame-
ters for this purpose. Bidirectional LSTM captures tempo-
ral dependencies, while VSSFF explores hyperparameter 
space for crucial configurations. The potential of this hy-
brid technique can be further realized through meticu-
lous parameter tuning and rigorous model validation 
of Bidirectional LSTM. Prudent adjustment and robust 
validation promise enhanced performance and reliabil-

ity of HVSSFFLSTM, contributing significantly to accurate 
breast cancer classification. In this framework, VSSFF 
optimizes Bidirectional LSTM parameters, particularly 
focusing on weight optimization. The VSSFF algorithm 
systematically assesses the ideal number of hidden neu-
rons within each hidden layer. Initial random values are 
assigned to the primary weights of the network, and 
an Adam optimizer with maximum epoch=100, batch 
size=512, initial learning rate=0.001, grounded in gra-
dient descent principles, is utilized to iteratively refine 
these network weights. Subsequently, the model under-
goes comprehensive testing to gauge its performance 
following the adjustments made by the VSSFF algorithm. 
This approach not only underscores the pivotal role of 
weight optimization in fine-tuning the predictive ca-
pabilities of the Bidirectional LSTM but also highlights 
the significance of determining the optimal number of 
hidden neurons to elevate overall model efficacy. The in-
tegration of the VSSFF algorithm with the Bidirectional 
LSTM reflects a holistic strategy aimed at achieving op-
timal predictive accuracy in the context of breast cancer 
data classification. The workflow of the manuscript is 
presented in Fig.1. A concise mathematical representa-
tion of the hybrid model VSSFF is presented below as 
Equation (3), where let θ denote the set of parameters 
to be optimized, J(θ) represents the objective function 
related to breast cancer classification, and the VSSFF op-
timization process is denoted as by Equation (3).

(3)

Let, w represents the weights of the hidden layers in 
Bidirectional LSTM. The model is denoted as Bidirec-
tional LSTM (w). The optimized parameters θ* from the 
VSSFF algorithm are used to fine-tune the weights of 
the Bidirectional LSTM model. The VSSFFLSTM model 
is represented as (θ*,w*), where w* are the adjusted 
weights. The optimization process involves iteratively 
updating the parameters θ using the VSSFF algorithm 
as stated in Algorithm 2.

Algorithm 2. The proposed HVSSFFLSTM algorithm

Step 1: Let D represent the breast cancer dataset,  
 with corresponding class labels (benign: y = 0, 
 malignant: y = 1) and split D into training 
 (DTrain ) and testing (DTest) sets.

Step 2:  Initialize a population P of fireflies with 
 random hyperparameters.

Step 3:  Define the Bidirectional LSTM model 
 architecture, specifying parameters such as 
 the number of LSTM layers, units, and 
 dropout rates.

Step 4:  Train the Bidirectional LSTM model on 
 DTrain to obtain initial weights winitial 
 Evaluate the model's performance on the 
 DTrain and DTest using binary cross-entropy.

Step 5:  Develop the VSSFF approach to optimize 
 the hyperparameters of the Bidirectional 
 LSTM model.
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Step 6:  Define the hyperparameter space Θ, 
 including the number of LSTM layers, units, 
 dropout rates, etc.

Step 7:  Create a firefly population F, where each 
  firefly fi is represented by a set of 
 hyperparameters θi∈Θ.

Step 8:  Define the fitness function J(θi, DTrain) based 
 on the training dataset.

Step 9: Implement the variable step size method, 
 adjusting the step size based on firefly  
 brightness.

Step 10: Select the hyperparameters θ* from the 
 firefly population F based on the highest 
 brightness, optimizing the Bidirectional 
 LSTM model.

Step 11: Train the Bidirectional LSTM model using 
 the optimized hyperparameters θ*, 
 resulting in final weights wfinal. Evaluate the 
  final model's performance on the DTest.

Fig. 1. Schematic layout of the proposed strategy 
for breast cancer prediction

3.3. DATASET AND MISSING VALUE 
 IMPUTATION

The manuscript utilizes the WDBC dataset from the 
UCI ML repository [13], comprising 569 records with 
a distribution of 62.7% benign and 37.3% malignant 
breast cancer cases. Each record includes an ID number, 
diagnostic label (B for benign, M for malignant), and 30 
real-valued input features representing significant cell 
nuclei characteristics such as radius, texture, perimeter, 
etc. Missing values in the dataset are imputed with 0 or 
1 based on their respective values <50 or >=50. 80% 
of the dataset is used for training the model, while the 
remaining 20% is reserved for evaluating the model's 
performance.

4. EXPERIMENTAL ANALYSIS

In this section, we conduct comprehensive experi-
mental analyses to assess the performance of our pro-
posed model. We compare our results with various 
models using diverse performance metrics to gain in-
sights into the effectiveness and superiority of our ap-
proach. The LSTM classifier is trained with 100 epochs, 

a batch size 512, and the Adam optimizer for optimi-
zation. The experiments were executed on a system 
equipped with a 1.80 GHz Intel(R) Core (TM) i5-8265U 
processor and 8.00 GB RAM, running on the Windows 
10 operating system. All ML approaches discussed in 
this study were implemented using the Scikit-learn li-
brary and the Python programming language.

4.1. PARAMETERS USED

The training parameters used in this manuscript are 
outlined in Table 1, and Table 2 provides the parameter 
settings for the discussed hybrid models.

Table 1. Training Parameters

Optimizer Maximum 
Epoch Batch Size Initial 

Learning Rate

Adam 100 512 0.001

Table 2. Parameter setting for hybrid models

Hybrid Models Population 
Size Iteration Upper 

Bound
Lower 
Bound

HFFLSTM 50 200 5 -5

HVSSFFLSTM 50 200 5 -5

4.2. RESULTS ANALYSIS

This research follows a structured experimental ap-
proach consisting of two phases. Initially, four vari-
ants of LSTM networks are thoroughly explored, with 
Bi-directional LSTM showing superior performance 
across various evaluation metrics. The Bi-directional 
LSTM likely achieved the highest values for all metrics 
due to its ability to capture bidirectional contextual 
information, generate comprehensive feature repre-
sentations, reduce information loss, effectively handle 
temporal dependencies, and maintain robustness to 
input variability, which collectively contribute to its su-
perior performance compared to other LSTM variants. 
Encouraged by these results, the research progresses 
to the second phase, focusing on optimizing Bidirec-
tional LSTM with FF and VSSFF algorithms. This transi-
tion marks a strategic progression, aiming to uncover 
and capitalize on the most effective configurations for 
robust performance in breast cancer prediction.

The initial experimentation phase, detailed in Table 
3, meticulously analyses various LSTM model variants 
across training and testing datasets. Results highlight 
the Bidirectional LSTM's distinct superiority, demon-
strating exceptional performance in both phases. In 
training, it achieves 96.70% accuracy, 97.90% precision, 
96.89% recall, 97.40% F1-Score, and 97.79% specificity. 
In testing, the Bidirectional LSTM outperforms alterna-
tive variants with 96.49% accuracy, 97.18% precision, 
97.18% recall, 97.18% F1-Score, and 97.18% specificity.
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Table 3. Performance of different variants of LSTM

Execution 
Stages

Performance 
Metrics  
(in %)

Simple 
LSTM

Vanilla 
LSTM

Stacked 
LSTM

Bi-
directional 

LSTM

Training

Accuracy 95.16 96.04 96.48 96.70

Precision 94.59 98.22 97.56 97.90

Recall 97.90 95.51 96.89 96.89

F1-Score 96.21 96.58 97.23 97.40

Specificity 94.78 94.97 95.86 97.79

Testing

Accuracy 95.61 94.73 92.10 96.49

Precision 96.96 95.52 95.31 97.18

Recall 95.52 95.52 91.04 97.18

F1-Score 96.24 95.52 93.12 97.18

Specificity 95.88 95.93 95.11 97.18

Table 4. Performance of HFFLSTM and HVSSFFLSTM 
models

Execution 
Stages

Performance 
Metrics (in %) HFFLSTM HVSSFFLSTM

Training

Accuracy 99.34 99.78

Precision 98.96 99.56

Recall 1.00 1.00

F1-Score 99.47 99.82

Specificity 98.85 99.81

Testing

Accuracy 96.49 97.37

Precision 98.55 97.22

Recall 95.77 98.59

F1-Score 97.14 97.9

Specificity 97.12 99.15

The empirical findings strongly support the Bidirec-
tional LSTM as the most promising variant, leading 
to its strategic selection for optimization. The VSSFF 
algorithm is then employed to enhance its predictive 
capabilities further. The optimization aims to fine-tune 
and improve key performance metrics like accuracy, 
precision, recall, and F1-Score in breast cancer predic-
tion, contributing to more reliable outcomes in medi-
cal diagnostics. The exploration extends to hybridized 
forms of Bidirectional LSTM, including HFFLSTM and 
HVSSFFLSTM. In HFFLSTM, the FF algorithm integrates 
seamlessly with Bi-directional LSTM, optimizing hyper-
parameters to enhance pattern recognition capabilities 
by fine-tuning parameters such as layer numbers, units, 
and dropout rates. Conversely, HVSSFFLSTM combines 
the VSSFF algorithm with Bi-directional LSTM, intro-
ducing dynamic step-size adjustment for efficient hy-
perparameter exploration. The FF algorithm optimizes 
hyperparameters, while VSSFF introduces dynamic 
step-size adjustment, facilitating more efficient explo-
ration of the hyperparameter space. The experimental 
evaluations include accuracy plot analyses and com-
prehensive performance metrics. These assessments 
highlight the superior predictive capabilities of HVSSF-
FLSTM, showcasing its potential to advance breast can-
cer prediction models compared to HFFLSTM and oth-
er existing approaches. Subsequent sections provide a 

detailed exploration of this experimentation phase, of-
fering insights into the optimization process intricacies 
and innovative strides toward enhancing breast cancer 
prediction models.

Within Table 4, we meticulously conduct a compara-
tive analysis, delving into the nuanced distinctions 
between HFFLSTM and HVSSFFLSTM. The outcomes 
of this detailed examination underscore the consis-
tent superiority of HVSSFFLSTM over HFFLSTM dur-
ing the training phase, boasting remarkable metrics 
such as accuracy (99.78%), precision (99.56%), recall 
(100%), F1-Sscore (99.82%) and specificity (99.81%). 
In the testing phase, HVSSFFLSTM continues to excel, 
demonstrating impressive performance in accuracy 
(97.37%), recall (98.59%), F1-Sscore (97.9%), and speci-
ficity (99.15%). Albeit with a marginally lower precision 
(97.22%) when juxtaposed with the HFFLSTM model, 
which registers at (98.55%). This minor discrepancy is 
deemed manageable, affirming the overall robustness 
of HVSSFFLSTM.

Fig. 2. illustrates confusion matrices for Bidirectional 
LSTM, HFFLSTM, and VSSFFLSTM models in breast can-
cer prediction across training and testing phases. VSSF-
FLSTM stands out with significantly elevated accuracy 
compared to Bidirectional LSTM and HFFLSTM, indicat-
ing its superior performance. Subsequent meticulous 
assessment of classification performance, considering 

Fig. 2. Confusion matrix for training and 
testing with Bidirectional LSTM, HFFLSTM, and 

HVSSFFLSTM
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metrics like accuracy, precision, recall, and F1-Score, 
unveils the nuanced advantages of HVSSFFLSTM over 
its counterparts. This analysis showcases HVSSFFLSTM's 
ability to deliver accurate and reliable predictions in 
breast cancer prediction. Visualization of confusion ma-
trices and detailed performance analysis not only quan-
titatively evaluates models but also highlights HVSSFFL-
STM's strengths and capabilities. This empirical evidence 
substantiates the efficacy and potential superiority of 
the proposed model, emphasizing its significance in ad-
vancing breast cancer prediction methodologies.

Fig. 3. illustrates the graphical ROC analysis for Bi-
directional LSTM, HFFLSTM, and VSSFFLSTM in breast 
cancer prediction, showcasing the true positive rate 
(TPR) versus false positive rate (FPR) for both training 
and testing datasets. Specifically, the ROC values for 
Bidirectional LSTM are 99% for training and 99.67% 
for testing, while HFFLSTM achieves 99.75% for train-
ing and 99.54% for testing. Notably, the ROC curve val-
ues for the proposed HVSSFFLSTM algorithm stand at 
100% for training and 99.57% for testing. These results 
highlight the exceptional discriminative performance 
of the HVSSFFLSTM model in effectively distinguishing 
between TP and FP during breast cancer prediction.

Fig. 4. presents graphical representations showing the 
dynamic fluctuations in accuracy across epochs during 
both training and testing phases for Bidirectional LSTM, 
HFFLSTM, and HVSSFFLSTM models in breast cancer pre-
diction. These visuals offer insights into the evolution of 
accuracy for each model throughout the training and 
testing processes, aiding in understanding the learning 

Fig. 3. ROC curve results for training and 
testing with Bidirectional LSTM, HFFLSTM, and 

HVSSFFLSTM

trajectories and performance trends. The fluctuations in 
accuracy over epochs enable observation of how each 
model adapts and refines its predictive capabilities with 
iterative learning, which is crucial for evaluating stability, 
convergence, and overall learning efficiency. Fig. 4. serves 
as a visual narrative, providing a comprehensive overview 
of the learning dynamics exhibited by the models during 
breast cancer prediction, enhancing understanding of 
temporal aspects of model performance, and identifying 
key epochs influencing predictive power.

Fig. 4. Comparison of accuracy achieved for 
training and testing with Bidirectional LSTM, 

HFFLSTM, and HVSSFFLSTM

The efficacy of the VSSFF algorithm lies in its adap-
tive step size, dynamically balancing exploration and 
exploitation. This addresses the limitations of a fixed 
step size, preventing suboptimal results. The algorithm 
enables more effective navigation through intricate op-
timization landscapes and contributes to faster conver-
gence toward optimal solutions by refining its explora-
tion strategy through iterations. Its robustness across 
various optimization problems provides flexibility to 
adapt exploration strategies based on landscape char-
acteristics. These features render the VSSFF algorithm 
more effective than the FF algorithm. Consequently, 
this research proposes a more robust model HVSSFFL-
STM for breast cancer data classification, leveraging the 
enhanced capabilities of the VSSFF algorithm.

4.3 STATISTICAL VALIDATION AND 
 EXECUTION TIME COMPARISON 

Table 5 displays the McNemar test [21] results com-
paring HFFLSTM vs. Bidirectional LSTM and HVSSF-
FLSTM vs. HFFLSTM models in training and testing 
phases, revealing significant performance differences. 
HVSSFFLSTM demonstrates the shortest training and 
testing times, outperforming other models. 
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Table 5. McNemar’s test results

Execution 
Stages

Tests and 
p-values

HFFLSTM vs. 
Bidirectional 

LSTM

HVSSFFLSTM 
vs. HFFLSTM

Training

McNemar Test 
Statistic 5.21 7.78 

p-value 0.022 0.005

Testing

McNemar Test 
Statistic 5.68 4.89

p-value 0.0171 0.026

Fig. 5 compares execution times (in milliseconds) for 
Bidirectional LSTM, HFFLSTM, and HVSSFFLSTM models. 
HVSSFFLSTM demonstrates the shortest training time at 
2.87 ms, followed by HFFLSTM at 3.46 ms and Bidirec-
tional LSTM at 4 ms. In testing, HVSSFFLSTM also shows 
the fastest execution time at 2.11 ms, outperforming HF-
FLSTM (3.44 ms) and Bidirectional LSTM (3.55 ms). These 
results underscore HVSSFFLSTM's superior efficiency in 
both the training and testing phases.

Fig. 5. The recorded performance in terms of 
execution time

4.4. PRINCIPAL INSIGHTS AND DISCUSSIONS

This section provides a detailed analysis of LSTM net-
works for breast cancer prediction in two phases. Four 
LSTM variants are initially explored, with Bidirectional 
LSTM identified as the most promising. Bidirectional 
LSTM is then optimized using FF and VSSFF algorithms 
to enhance predictive capabilities, leading to hybrid 
forms like HFFLSTM and HVSSFFLSTM. Experimental 
evaluations highlight HVSSFFLSTM's superior predic-
tive capabilities, confirmed by accuracy plots, ROC 
analyses, and comprehensive metrics. Comparative 
analysis consistently favors HVSSFFLSTM, with statisti-
cal validation confirming its significance. HVSSFFLSTM 
also demonstrates computational efficiency, position-
ing it as a promising candidate for resource optimiza-
tion. These findings contribute to a deeper understand-
ing of model efficacy and computational efficiency in 
breast cancer prediction.

The proposed classification models consistently exhib-
it robust performance across training and testing phas-

es, with HVSSFFLSTM showing superior performance. 
During training, HVSSFFLSTM achieves exceptional 
results with 99.78% accuracy, 99.56% precision, 100% 
recall, 99.82% F1 Score, and 99.81% specificity. Testing 
also demonstrates strong performance with 99.37% ac-
curacy, 97.22% precision, 98.59% F1 Score, and 99.15% 
specificity. Statistical validation and execution time 
performance solidify HVSSFFLSTM as a noteworthy ad-
vancement in breast cancer detection research, show-
casing its precision and reliability in classification.

5. CONCLUSION AND FUTURE SCOPE

This study thoroughly examines four LSTM algorithms 
and two hybrid models for breast cancer classification. 
Results consistently show the superiority of the pro-
posed hybrid model. HVSSFFLSTM, HFFLSTM, and Bidi-
rectional LSTM are ranked as the top three models. The 
study suggests avenues for future exploration, including 
additional hybrid models and diverse datasets. The pro-
posed predictive methods demonstrate versatility, with 
potential applications in various medical conditions be-
yond breast cancer. This research sets the stage for con-
tinued innovation in medical predictive modelling.
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Abstract – We proposed a deep learning-based process mining framework known as PMiner for automatic detection of anomalies 
in business processes. Since there are thousands of business processes in real-time applications such as e-commerce, in the presence of 
concurrency, they are prone to exhibit anomalies. Such anomalies if not detected and rectified, cause severe damage to businesses in the 
long run. Our Artificial Intelligence (AI) enabled framework PMiner takes business process event longs as input and detects anomalies 
using a deep autoencoder. The framework exploits a deep autoencoder technique which is well-known for Its ability to discriminate 
anomalies. We proposed an algorithm known as Intelligent Business Process Anomaly Detector (IBPAD) to realize the framework. 
This algorithm learns from historical data and performs encoding and decoding procedures to detect business process anomalies 
automatically. Our empirical results using the BPI Challenge dataset, released by the IEEE Task Force on Process Mining, revealed that 
PMiner outperforms state-of-the-art methods in detecting business process anomalies. This framework helps businesses to identify 
process anomalies and rectify them in time to leverage business continuity prospects.

Keywords: Process Mining, Artificial Intelligence, Deep Autoencoder, Long Short Term Memory, Deep Learning

1.  INTRODUCTION

Enterprise business applications are very complex 
and involve several hundreds of business processes. Of-
ten millions of users across the globe use such applica-
tions. Each business process involved in the application 
can be accessed by thousands of users simultaneously. 
In other words, there is concurrent access to business 
processes. It may lead to anomalous behaviour of busi-
ness processes in terms of sequence of events or tem-
poral dimension. Detection of anomalies in business 
processes is a tedious and complex phenomenon [1]. 
To enable the discovery of business processes, business 
process event logs are generated. Process mining is the 
science of dealing with business processes and analys-
ing them to discover potential faults in the execution 
of business processes [2]. Complex business processes 
should be understood from multiple perspectives to-
wards discovering actionable knowledge [3]. Process 

mining research involves diversified activities aimed at 
monitoring, tracking and rectifying business processes.

Many researchers focused on process mining since 
it is crucial for enterprise-level businesses. Association 
rule learning is one of the techniques used in [1] and 
[4] for finding business anomalies. Machine learning 
approaches are widely used for process mining as dis-
cussed in [5] and [6]. Advanced neural network models 
or deep learning techniques are also used by research-
ers to leverage business processes. This kind of re-
search includes repairing missing activities [4], process 
prediction [7], anomaly detection [8, 9] and outcome 
prediction [6]. Hybrid learning approaches are also 
found important for process mining as discussed in 
[4] and [10]. Business process anomaly classification is 
found significant as explored in [11] and [12].  From the 
literature, it is observed that process mining research 
focuses on different aspects. However, an integrated 
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approach with process discovery, anomaly detection 
and enhancement still requires further research. Our 
contributions to this paper are as follows. 

1. We proposed an Artificial Intelligence (AI) enabled 
framework known as as PMiner which takes busi-
ness process events longs as input and detects 
anomalies using a learning-based approach. It also 
has provisions for rectifying anomalies to improve 
the quality of business processes. 

2. We proposed an algorithm known as Intelligent 
Business Process Anomaly Detector (IBPAD) to real-
ize the framework. This algorithm learns from his-
torical data and performs encoding and decoding 
procedures to detect business process anomalies 
automatically. 

3. We evaluated our framework using the BPI Challenge 
dataset, released by the IEEE Task Force on Process 
Mining, which revealed that PMiner outperforms 
state-of-the-art methods in detecting business pro-
cess anomalies. This framework helps businesses to 
identify process anomalies and rectify them in time 
to leverage business continuity prospects.

The remainder of the paper is structured as follows. 
Section 2 reviews existing research on process anomaly 
detection. Section 3 presents the proposed framework 
for the automatic detection of process anomalies and 
rectifying them. Section 4 presents the results of our 
empirical study. Section 5 discusses important find-
ings in our research along with limitations. Section 6 
concludes our work besides providing scope for future 
research. 

2. RELATED WORK

This section reviews existing methods of process min-
ing involving anomaly detection and rectification. The 
literature review covers research from 2013 to 2023. 
The rationale behind choosing older references is that 
they do have credible process mining research. Sung-
kono et al. [1] observed that ERP systems manage busi-
ness processes, generating extensive logs. This study 
integrates process mining, fuzzy decision-making, and 
association rule learning to detect anomalies, enhanc-
ing fraud detection accuracy at low confidence levels. 
Kovalchuk et al. [2] found that deep learning, specifi-
cally LSTM models, enhances process mining for busi-
ness operations. This approach combines accuracy and 
explainability, generating informative graphs. Stefanini 
et al. [3] stated that process Mining is a valuable tech-
nique for business process analysis, though its manage-
rial potential remains underexplored. This review iden-
tifies research gaps and proposes a research agenda 
for its application in various business contexts. Chen et 
al. [13] observed that process mining bridges process 
modelling and data mining. To propose an LSTM-based 
model to repair missing activity labels in event logs, 
outperforming existing methods. Future work includes 
expanding and optimizing the approach.

Koninck et al. [14] introduced representation-learn-
ing techniques for business processes, enabling low-
dimensional vectors for activities, traces, logs, and 
models. Applications include trace clustering and 
process model comparison.  Future research avenues 
include interpretability and incorporating additional 
data dimensions—Joaristi et al. [15] utilized event logs 
for business process analysis. Existing encoding meth-
ods focus on control flow, leaving out other aspects. 
Deep-TRace2Vec, a deep learning approach, produces 
superior trace representations considering multiple 
perspectives.  In Future, the work includes anomaly de-
tection and transformer neural networks. Dewandono 
et al. [4] proposed a hybrid method combining associa-
tion rule learning and process mining to improve fraud 
detection accuracy with fewer false discoveries com-
pared to process mining alone. Vasumathi and Vijay-
akamal [16] showed that enterprise applications with 
Service Oriented Architecture (SOA) became complex. 
A framework using auto encoders improves these as-
pects, especially with Probabilistic Auto Encoder based 
Anomaly Detection (PAE-AD). Empirical results support 
its efficiency. Future work includes deep learning inte-
gration.

Fettke et al. [7] used process mining to reconstruct 
business processes from digital traces. A systematic 
review examines 32 methods to identify strengths, 
weaknesses, and research gaps. Unified benchmarks 
could enhance future process prediction approaches. 
According to Dumas et al. [17] complex business sys-
tems generate event logs that can be analysed for pre-
dictive business constraint monitoring, allowing early 
intervention. Implemented in ProM, validated using 
cancer treatment data. Further enhancements could 
involve different similarity measures and classifica-
tion techniques for more significant accuracy. Charles 
et al. [18] found that organizations face challenges in 
detecting process abnormalities. A novel approach us-
ing conformance analysis identifies abnormalities by 
comparing successful and failed process instances. Fit-
ness scores predict anomalies. Alexander et al. [19] ob-
served that detecting subtle changes and anomalies in 
business processes is crucial. A neural network-based 
system can filter noisy event logs and detect anomalies 
without prior knowledge. In Future, this work includes 
investigating frequent anomalies and different noise 
levels. Neural networks are applicable and can capture 
underlying process patterns in event logs.

Franczyk et al. [11] proposed a semi-supervised deep 
learning classification model that effectively identi-
fies anomalies in business process event sequences. It 
considers time dependencies and outperforms exist-
ing approaches in accuracy. In Future, we need to im-
prove time-related anomaly detection and integrate 
the model into real-time environments. Flammini et 
al. [20] improved process mining with IoT log analytics 
and machine learning to detect and fix IoT anomalies, 
enhancing resilience. Research should address proto-
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cols and error predictability. Consistent Event Logs are 
key to Self-Healing in IoT-based CPS. Hemmer et al. [21] 
used process mining to detect IoT system misbehav-
iours and attacks, even with heterogeneous platforms 
and protocols. It employs data pre-processing and 
clustering techniques for predictive security. Experi-
ments demonstrate its effectiveness. Future work in-
volves automated countermeasures and deep learning 
integration. Capurro et al. [22] said that process min-
ing in healthcare analyses processes using data from 
information systems. A literature review examines 74 
relevant papers, providing insights and guidance for 
future applications in healthcare.

Cristina Nicoleta [23] discussed Industry 4.0 reliability 
and safety, suggesting a method for real-time robotic 
process verification with IIoT and Celonis. It enhances 
quality control and cuts errors, costs, and downtime. 
While focusing on a synthetic robotic arm, it offers a 
blueprint for boosting real-time industrial automation. 
Vanhoof et al. [24] focused on corporate fraud, particu-
larly internal transaction fraud, which is costly. Process 
mining helps detect fraud by analysing event logs. A 
case study confirms its benefits in mitigating internal 
transaction fraud, especially in auditing and compliance 
checking. Pauwels and Calders et al. [25] automated 
modelling of behaviour captured in complex log files, 
enabling anomaly detection and concept drift identi-
fication using extended Dynamic Bayesian Networks. 
Luettgen et al. [5] proposed auto encoder-based ap-
proach for detecting and interpreting anomalies in busi-
ness processes, achieving an F1 score of 0.87. Gyunam 
et al. [26] opined that process mining extracts insights 
but lacks actionable improvements. This framework con-
nects monitoring with automated actions for process 
enhancement, successfully tested on real systems.

Okubo and Kaiya [27] Introduced a method for en-
hancing security in the DevOps lifecycle, focusing on 
threat analysis, attack detection, vulnerability extrac-
tion, and countermeasure assessment. Tested in a de-
velopment case, it proves effective. Clemente et al. [8] 
proposed a 5G-oriented cyber defence architecture 
that employs deep learning for efficient cyber threat 
detection and self-adaptation to network traffic fluc-
tuations. Experiments demonstrate its effectiveness. 
In Future, the work includes optimizing deep learning 
models and real-data training. Benedi et al. [28] pre-
sented emotive process mining algorithms for analys-
ing human behaviour patterns in ambient assisted liv-
ing environments. Fathalla et al. [29] introduced a deep 
reinforcement learning approach for business process 
anomaly detection, using limited labelled data and 
exploring unlabelled data. The model outperforms ex-
isting methods. Lagraa [29] discussed an approach us-
ing process mining to investigate and track malicious 
activities in authentication events, improving defence 
systems against such events. Guha and Samanta [10] 
presented a hybrid model for anomaly detection (AD) 
in title insurance using autoencoders (AE) and one-

class support vector machines (OSVM). This approach 
shows promise but requires improvements in training 
and data-generative techniques.

Ashok Kumar et al. [30] focused on Conformance 
Checking (CC) which assesses the alignment between 
process models and real execution. Process Mining 
aids analysis, validation, and improvement. Challenges 
include data volume, control flow focus, and tool ef-
ficiency, suggesting room for future enhancements. 
Kratsch et al. [6] Predictive process monitoring antici-
pates business process behaviour. Deep learning out-
performs classical machine learning, especially with 
high variant-to-instance ratios and imbalanced vari-
ables. Future research should consider broader log 
types and develop decision models. Luettgen et al. [12] 
explored BINet, a neural network for real-time multi-
perspective anomaly detection in business process 
event logs. It outperforms other methods on synthetic 
and real-life datasets. BINet is adaptable for autono-
mous operation and can handle concept drift. In future, 
the work may discuss issues of forgetting in repeated 
event sequences. Folino and Pontieri [31] stated that 
process mining research is extending to less structured 
logs from non-process-aware systems. However, inter-
preting deep neural networks remains challenging. 
Research in Explainable DL aims to address this, and 
informed PM methods are being developed to utilize 
expert guidance. From the literature, it is observed that 
process mining research focuses on different aspects. 
However, an integrated approach with process discov-
ery, anomaly detection and enhancement still requires 
further research. 

3. PROPOSED FRAMEWORK 

This section presents a proposed framework and the 
underlying methodology for the automatic detection 
of business process anomalies and solving the prob-
lem. 

3.1. PROBLEM DEFINITION

Provided a set of business processes in the form of 
event logs, developing a process mining framework 
using deep autoencoder for automatic detection and 
rectification of anomalies is the challenging problem 
considered. 

3.2. OUR FRAMEWORK 

We proposed a deep learning-based process mining 
framework known as PMiner for the automatic detec-
tion of anomalies in business processes. Since there are 
thousands of business processes in real-time applica-
tions such as e-commerce, in the presence of concur-
rency, they are prone to exhibit anomalies. PMiner with 
its underlying mechanisms helps in the detection of 
anomalies and solves them automatically. PMiner is il-
lustrated in terms of its anomaly detection in Fig. 1 and 
the reconstruction process in Fig. 2. We used the BPI 
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Notation Meaning

gφ Denotes encoder

fθ Denotes decoder

xi Original input

fθ (gφ (xi)) Reconstructed input

P(x) Probability of input x
P(x|y) Denotes conditional probability 

P(y|x) Denotes posterior probability

P(y) Denotes prior probability

P(x|y)/P(y) Denotes likelihood ratio

Table 1. Notations used in the proposed system

 

Figure 1:PMiner framework reflecting process anomaly detection process 

An event in the log entry is an activity involved 
in a process. In a given case there are several 
events denoted as e ∈𝜀𝜀. The activity attribute 
associated with data is ddetedas#����(e)  ∈ A. 
Similarly, #����(e)   ∈ T denotes the 
ttimestampattributeOther attributes such as cost, 
resource and transaction are denoted as  #����(e), 
#��������(e) and #������(e) respectively. As shown 
in Figure 1, the given dataset is subjected to pre-
processing. Table 2 shows an excerpt from the 
event log.  

Id Case Act Test 

e1 1 A 5 

e2 1 B 7 

e3 2 B 3 

e4 1 C 10 

Table 2: An excerpt from the event log dataset 

The data presented in Table 1 is subjected to 
attribute standardization where event ID and case 
attributes contain the identity of the event and 
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Fig. 1. PMiner framework reflecting process anomaly detection process

Challenge 2020 dataset collected from [32]. This data-
set provides real-life event logs for research. However, 
the data was anonymized to preserve privacy. This sec-

tion, later, illustrates an excerpt from the dataset while 
discussing the proposed methodology. Notations used 
in the proposed system are provided in Table 1. 
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PMiner takes event log data as input. The event log is 
a text file containing log entries reflecting a set of cases 
represented as L ∈. Each case contains several events 
and attributes. The presence of a value and absence 
of value for a given attribute are denoted as #a(c) and 
#a(c) = ⊥ respectively. A sequence of events in the giv-
en trace or case is denoted as #trace(c)∈ε*.

An event in the log entry is an activity involved in 
a process. In a given case there are several events de-
noted as e ∈ε. The activity attribute associated with 
data is ddetedas#act.(e) ∈A. Similarly, #time(e) ∈T denotes 
the ttimestampattributeOther attributes such as cost, 
resource and transaction are denoted as #cost(e), 
#resourse(e) and #transe(e) respectively. As shown in Fig. 
1, the given dataset is subjected to pre-processing. Ta-
ble 2 shows an excerpt from the event log.

The data presented in Table 1 is subjected to attri-
bute standardization where event ID and case attri-
butes contain the identity of the event and case re-
spectively.

case respectively. The rest of the two columns do 
have discrete and continuous values. The 
normalization process has resulted in Table 3.  

Id Case 𝑪𝑪𝑨𝑨 𝑪𝑪𝑩𝑩 𝑪𝑪𝑪𝑪 𝑪𝑪𝒕𝒕𝒕𝒕𝒕𝒕
e1 1 1 0 0 -0.42 

e2 1 0 1 0 0.25 

e3 2 0 1 0 -1.09 

e4 1 0 0 1 1.26 

Table 3: Normalized data 

After completion of processing, input matrices 
are generated. These matrices are used to train 
deep autoencoders as part of the encoding 

process. In the decoding process, the deep 
autoencoder generates output matrices. These 
outputs enable the framework to derive two kinds 
of anomaly detectors. They are generated based 
on activity and time. The selection criterion for 
these two is that the anomaly is generally based on 
inconsistency in activity or time in which events 
occur. This is the rationale for generating those 
two types of anomaly detectors. Detection of 
these two kinds of anomalies is very important for 
owners of businesses that make use of an 
enterprise application that relies on several 
business processes. These anomaly detectors are 
used by the framework to detect anomalies and 
remove them as illustrated in Figure 1.  
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Trained 
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Fig. 2. PMiner framework reflecting process anomaly rectification process

Id Case Act Test

e1 1 A 5

e2 1 B 7

e3 2 B 3

e4 1 C 10

Table 2. An excerpt from the event log dataset

Id Case CA CB CC Ctst

e1 1 1 0 0 -0.42

e2 1 0 1 0 0.25

e3 2 0 1 0 -1.09

e4 1 0 0 1 1.26

Table 2. An excerpt from the event log dataset

The rest of the two columns do have discrete and 
continuous values. The normalization process has re-
sulted in Table 3.
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After completion of processing, input matrices are 
generated. These matrices are used to train deep au-
toencoders as part of the encoding process. In the de-
coding process, the deep autoencoder generates out-
put matrices. These outputs enable the framework to 
derive two kinds of anomaly detectors. They are gener-
ated based on activity and time. The selection criterion 
for these two is that the anomaly is generally based on 
inconsistency in activity or time in which events occur. 
This is the rationale for generating those two types of 
anomaly detectors. Detection of these two kinds of 
anomalies is very important for owners of businesses 
that make use of an enterprise application that relies 
on several business processes. These anomaly detec-

tors are used by the framework to detect anomalies 
and remove them as illustrated in Fig. 1.

The anomaly rectification process of PMiner takes the 
output of the process illustrated in Figure 1. This output 
containing log entries with events where anomalies 
are removed is subjected to pre-processing. As in the 
anomaly detection phase, pre-processing generates in-
put matrices and a deep autoencoder model is trained 
with those matrices. Then the trained model is used to 
generate output matrices that help in the reconstruc-
tion of log entries in the form of post-processing. Fig. 
3 shows the learning process resulting in labelling 
through reconstruction error and finally detecting 
anomalies.

Fig. 3. Outlines the learning process involved in PMiner

In each phase of PMiner, there are deep encoding 
and decoding procedures involved as illustrated in Fig-
ure 4.

 The deep autoencoder maps inputs to a distribution, 
in terms of two vectors such as mean and standard de-
viation, instead of fixed vector.

Fig. 4. Deep autoencoder used in the PMiner framework
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The encoder and decoder functionalities in the au-
toencoder help in realizing anomalies in the business 
processes. The input X is mapped to mean vector μ 
and standard deviation vector σ. The encoding process 
results in the compressed nature of sampled latent 
vector z. The loss function associated with the autoen-
coder has two terms such as reconstruction loss and 
regularizer as expressed in Eq. 1.

L(θ,φ)=-EZ~qθ  [Pθ (x|z)]+DKL (qφ (z|x)‖pθ (z)) (1)

The autoencoder functions based on probability 
theory. Given a random variable x, its probability is de-
fined as P(x) and its conditional probability is denoted 
as P(x|y). Therefore, the probability theory can be ex-
pressed as in Eq. 2.

(2)

This theory is based on the well-known Baye’s the-
orem where the likelihood ratio is denoted as p(x|y) / 
p(x), prior probability is denoted as p(y) while posterior 
probability is denoted as P(y|x). Then theorem of total 
probability is expressed as in Eq. 3.

(3)

Given input variable x, the expected value associated 
with the random variable is weighted as per the prob-
ability of the event. Therefore, E(x) of a random variable 
is computed as in Eq. 4.

(4)

3.3. ALgORIThM DESIgN 

We proposed an algorithm known as Intelligent Busi-
ness Process Anomaly Detector (IBPAD) to realize the 
framework. This algorithm learns from historical data 
and performs encoding and decoding procedures to 
detect business process anomalies automatically.

Algorithm 3: Intelligent Business Process Anomaly 
Detector (IBPAD)

Input: Event logs L={e1, e2, … en} for training 

Output: L(x,x̂)//reconstruction error 
     φ, θ ← network parameter initialization

repeat 

 XM← obtain random points containing data 
 points

ϵ← nnoisebasedrandom samples p(ϵ)

; g ←∇θ,φ L̃M )(θ,φ; XM,ϵ)//gradients 

 φ, θ ← parameter update

until parameter convergence (φ, θ)

φ, θ ← trained parameters

α ← threshold as per training data

repeat
 for i=1 to N do
Compute L(x,x ̂)

 L(φ,θ;xi)=∑i∥xi-gθ (fφ(xi))∥2

if L(x,x ̂)> α then
xi is considered anomaly
else
xi has no anomaly
end if
end for

Algorithm 1. Intelligent Business Process Anomaly 
Detector (IBPAD)

Algorithm 1 takes event log entries as input and 
detects anomalies through deep autoencoder based 
approach. It has training process where the algorithm 
gains knowledge which is then used in the anomaly 
detection process. Provided L={e1, e2, … en} as input, 
the algorithm eventually results in L(x,x ̂). Since event 
logs reflect activities of a business process that occur 
in temporal order, the proposed methodology and un-
derlying algorithm learn from the huge data associat-
ed with business processes and finds anomalies. Once 
anomalies are detected, it is possible to rectify them 
from the knowledge gained in the process of detecting 
abnormality. The proposed system considers two kinds 
of anomalies such as time related and also activity re-
lated anomalies. 

4. EXPERIMENTAL RESULTS

We implemented the proposed framework PMiner 
using Python language and process mining library. 
Anaconda distribution is used for building prototype. 
Environment used for the implementation is a PC with 
i3-1215U processor, 8GB RAM and Windows 11 operat-
ing system. BPI challenge 2020 dataset [32] is used in 
our empirical study. The dataset is freely available for 
usage by researchers. This section presents experimen-
tal results along with performance evaluation. 

4.1. EXPLORATORy DATA ANALySIS 

This section presents data distribution dynamics in 
the data collected from [32]. The data is analysed in 
terms of anomalous data and normal data.

Fig. 5. Data distribution dynamics of A_ACCEPTED-
COMPLETE attribute
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As presented in Fig. 5, data point index against du-
ration are visualized reflecting number of normal data 
points (114) and number of anomalous data points 
(900) distributed in the dataset.

Fig. 6. Data distribution dynamics of A_DECLINED-
COMPLETE attribute

As presented in Fig. 6, the data point indexes against 
duration are visualized reflecting number of normal 
data points (1234) and number of anomalous data 
points (249) distributed in the dataset.

Fig. 7. Data distribution dynamics of O_DECLINED-
COMPLETE attribute

As presented in Fig. 7, data point index against du-
ration are visualized reflecting number of normal data 
points (28) and number of anomalous data points (347) 
distributed in the dataset.

Fig. 8. Data distribution dynamics of O_SELECTED-
COMPLETE attribute

As presented in Fig. 8, data point index against du-
ration are visualized reflecting number of normal data 
points (746) and number of anomalous data points 
(598) distributed in the dataset. 

4.2. TIME BASED ANOMALy DETECTION 

This section presents time based anomaly detection 
results using the proposed PMiner framework. It covers 
reconstruction error, confusion matrix and AUC.

Fig. 9. Reconstruction error for normal and anomaly 
classes pertaining to time based anomalies

As presented in Fig. 9, it shows reconstruction error 
for normal class and also anomaly class. The proposed 
methodology has tested the entire dataset and the 
confusion matrix reflecting its detection process is pre-
sented in Fig. 10.

Fig. 10. Confusion matrix for time based anomaly 
detection

The confusion matrix visualizes the summary of 
results containing ground truth and also prediction 
results. It shows 4776 true positives, 15091 true nega-
tives, 122 false positives and 27834 false negatives. Fig. 
11 shows the AUC curve reflecting the performance of 
the proposed system.
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Fig. 11. AUC performance of the proposed system 
for time based anomaly detection

Area Under Curve (AUC) measure is used to assess 
the performance of the proposed system. AUC curve is 
computed as in Eq. 5.

(6)

AUC of the proposed system for time based anomaly 
detection is 0.8892. Higher in AUC indicates better per-
formance. 

4.3. ACTIVITy BASED ANOMALy DETECTION 

This section presents activity-based anomaly detec-
tion results using the proposed PMiner framework. It 
covers reconstruction error, confusion matrix and AUC.

Fig. 12. Reconstruction error for normal and 
anomaly classes pertaining to activity based 

anomalies

As presented in Fig. 12, it shows reconstruction error 
for normal class and also anomaly class. The proposed 
methodology has tested the entire dataset and the 
confusion matrix reflecting its detection process is pre-
sented in Fig. 13.

Fig. 13. Confusion matrix for activity based 
anomaly detection

The confusion matrix visualizes the summary of 
results containing ground truth and also prediction 
results. It shows 4891 true positives, 24166 true nega-
tives, 7 false positives and 18759 false negatives. Fig. 
14 shows AUC curve reflecting the performance of the 
proposed system.

Fig. 14. AUC performance of the proposed system 
for activity-based anomaly detection

Area Under Curve (AUC) measure is used to assess 
the performance of the proposed system. With activi-
ty-based anomaly detection, the AUC of the proposed 
model is 0.9640. The activity-based anomaly detection 
performance is found to be better than that of time 
based anomaly detection. 

4.4. PERFORMANCE COMPARISON

The proposed model is compared against simple 
autoencoder that does not make use of probability 
theory. 
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Anomaly Detection Model Precision Recall F-Measure
Simple Autoencoder 0.9 0.76 0.824096

Proposed (DAE) 0.95 0.89 0.919022

Table 4. Shows performance comparison among 
models

As presented in Table 4, the performance of the pro-
posed model is compared against simple autoencoder 
with the proposed framework.

Fig 15. Performance comparison of process 
anomaly detection

As presented in Fig. 15, the performance of the pro-
posed framework PMiner is compared against deep 
autoencoder (proposed) and simple autoencoder. It is 
observed that PMiner is capable of detecting anoma-
lies and rectifying them. However, it could work better 
with the proposed deep autoencoder which is based on 
probabilistic theory. The precision achieved by a simple 
autoencoder with PMiner framework is 90%, recall 76% 
and F1-Score 82%. The PMiner framework with deep au-
toencoder could achieve 95% precision, 89% recall and 
91% F1-Score. Therefore, the proposed PMiner frame-
work along with the proposed algorithm based on deep 
autoencoder achieved the highest performance in pro-
cess anomaly detection and rectification. 

5. DISCUSSION 

This section discusses important questions like why 
process mining? how does the proposed method 
achieve process anomaly detection and rectification? 
and what is the implication of this research for future 
endeavours? Enterprise applications in the real world, 
in the contemporary era, are running businesses 
through distributed applications. Such applications 
have several thousands of business processes. Due to 
the high complexity of the business processes and the 
concurrency nature of the processes in multi-user envi-
ronments, there is ever possibility of anomalies in the 
execution of processes. Such execution dynamics are 
generally saved into log files known as process logs. If 
there is an anomaly which is not detected can lead to 
potential errors in the application. This, in turn, leads to 
a deterioration of customer satisfaction besides attract-

ing legal issues. Therefore, it is indispensable to moni-
tor process log entries to detect any sort of anomalies 
and rectify them. Therefore, process mining plays an 
important role in improving business process consis-
tency. The proposed framework named PMiner in this 
paper is very useful for this purpose as it can automati-
cally detect business process anomalies and rectify 
them. The research in this paper has implications that 
lead to further research endeavours in future. 

5.1. LIMITATIONS

Though the proposed framework is capable of de-
tecting and rectifying business process anomalies, it 
has several limitations. First, it is evaluated with the BPI 
Challenge 2020 dataset. Though this dataset is close to 
real-time processes in businesses, the proposed frame-
work has not yet been evaluated by deploying in real 
enterprise premises with live data. Second, the dataset 
used for evaluation is relatively smaller in size (7.20 MB) 
and belongs to a specific domain. Therefore, it is impor-
tant to evaluate our framework further with data from 
multiple domains and also with large data. Third, busi-
ness process log entries grow dynamically. Therefore, it 
is desired to consider big data environment and com-
puting frameworks to deal with streaming data.These 
limitations can be overcome by using live streaming of 
process event logs of enterprises, increasing the data 
for implicit training of autoencoder and usage of Ma-
pReduce kind of parallel processing framework. 

6. CONCLUSION AND FUTURE WORK

A process mining framework known as PMiner is 
proposed for automatic detection of anomalies in busi-
ness processes. The framework is designed to take real 
life business process event logs as input and detect 
anomalies using a deep autoencoder as it has potential 
to discriminate anomalies. An algorithm named IBPAD 
is proposed to realize the framework. This algorithm is 
able to process business process event logs with the 
proposed deep autoencoder, detect anomalies and 
rectify the same. BPI Challenge dataset released by IEEE 
Task Force on Process Mining is used for the empirical 
study. The proposed algorithm could achieve highest 
F1-Score 91% outperforming its existing autoencoder 
counterpart. In future, we intend to improve our frame-
work to evaluate it with real enterprise application’s 
live streaming business process event logs. 
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Abstract – Renewable energy technology has helped solve global environmental issues in recent years. Solar cooking technology is a 
sustainable alternative to conventional cooking, particularly in regions with ample sunlight. Although there is a growing interest into 
solar cooking, however, there is a lack of comprehensive comparison research upon the machine learning models predictive accuracy. 
Prior studies frequently concentrate upon individual models or fail to conduct comprehensive comparative analyses, resulting in a 
knowledge deficit regarding the most effective predictive methodologies for solar cooking technology. This research article compares 
solar cooking with special types of cooking utensils used for indoor cooking by predictive analysis of different kinds of machine 
learning models. To achieve proper cooking, the temperature of both pan and pot is to be monitored constantly. For this, a machine 
learning (ML) system model was constructed for predicting pan and pot temperature as a response parameter. By leveraging datasets 
encompassing time duration of the cooking, mass flow rate of heat transfer fluid, type of heat transfer fluid, and global solar radiations, 
a range of machine learning algorithms, including decision tree regressor, linear regression, extreme gradient boosting, and random 
forest regressor algorithms, are employed for predicting pan and pot temperature of solar cookers. Extreme gradient boosting is the best 
machine learning model for solar utensil temperature, with maximum R2 and minimum mean squared error, mean absolute error, and 
root mean squared error values that perfectly predict all answers. Also, extreme gradient boosting predicts well on training and testing 
datasets, whereas Random forest predicts well on training datasets but poorly on test data, causing overfitting. This research shows that 
machine learning could revolutionize solar cooking technology, promising a future for renewable energy and sustainable living.

Keywords: Solar Cooking, Machine Learning, Regression Analysis, XGBoost, Statistical Analysis

1.  INTRODUCTION

In recent years, the global quest for sustainable and 
eco-friendly practices has gained unprecedented mo-
mentum, prompting a critical reevaluation of conven-
tional processes across various sectors. Clean, renew-
able energy is necessary to combat climate change, 
environmental degradation, and the depletion of fossil 
fuels. One of the domains that needs a paradigm shift 
is cooking. Traditional methods use environmentally 

harmful non-renewable energy. Solar energy in culi-
nary applications overcomes environmental concerns 
connected with conventional fuel sources, reduces 
climate change, and supports global sustainable de-
velopment. Modern cooking consumes considerable 
energy, adding to greenhouse gas emissions and re-
source depletion. This article examines the constraints 
of conventional cooking and the potential benefits of 
solar energy to demonstrate how sustainable energy 
solutions improve the culinary sector. Through an ex-
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amination of existing research, technological advance-
ments, and successful case studies, we will explore the 
multifaceted advantages of integrating solar energy 
into the cooking field. From reducing carbon footprints 
and minimizing reliance on finite energy sources to fos-
tering community empowerment and technological 
innovation, the use of solar energy in cooking holds the 
promise of a more sustainable and socially responsible 
culinary future. So, the research has been conducted in 
the field of solar cooking.

To demonstrate recent technological developments 
and the present state of solar-based cooking technol-
ogy, Aramesh et al. [1] provide a comprehensive assess-
ment of current experimental and analytical economics 
research on solar cookers. With exemplary examples 
from India, a methodology for estimating the level of 
many incentives necessary to ensure the financial ap-
peal of  institutional solar cooking is described. In terms 
of cost to the government, an accelerated depreciation 
is demonstrated to be least expensive method for an 
incentivizing institutional solar cooking, followed by vi-
ability gap financing, interest subsidy, and investment 
tax credit in that order. Solar Dish Stirling Systems (SDSS) 
design requirements, thermal performance analysis, 
opto-geometrical parameters, techno-economic fac-
tors, and thermodynamic optimization are discussed. 
SDSS applications include hybridization and storage, so-
lar power plants, solar cookery, water desalination, and 
micro co-generation. Solar cooking is a viable option 
since it is both economical and expandable. Arunachala 
et al. [2] give a survey of such cookers to unveil the cost-
effective solar cooker concepts. Materials used in solar 
thermal storage include fatty acids paraffin and non-
paraffin, hydrated salts as well as material that use the 
thermo-chemical processes, sensible heat energy. Nduk-
wu et al. [3] discuss the various exergy methodologies 
used for various solar systems such as solar still, hybrid 
solar water heating, solar dryers-heaters, solar cookery 
systems and solar space heating. Because greater tem-
peratures are attained in a shorter period of time, para-
bolic solar cookers outperform conventional box solar 
cookers. Lentswe et al. [4] provide an in-depth evalua-
tion of a thermal energy storage (TES) based parabolic 
solar cookers, which are sustainable cooking option for 
some underdeveloped nations. This study predicts pan 
and pot temperatures. For optimal solar cooking system 
operation, prior temperature information is helpful. ML 
algorithms are the most advanced prediction systems 
today. Many researchers utilise ML.

Qahwaji et al. [5] investigate the use of sunspot rela-
tionships and ML for autonomous short term of a pre-
diction of solar flare. It uses ML to anticipate automated 
short-term solar flare retrieval and convert McIntosh 
categorization of each sunspot into a numerical repre-
sentation for ML algorithms. Colak et al. [6] provide short 
term predictions of a big solar flares using automated 
hybrid computer system. A ML based system will ana-
lyze years of a sunspot and flare data to generate associ-

ations Ahmed et al.'s [7] work uses feature selection, ML, 
and advanced feature extraction to forecast solar flares. 
Flare prediction is more accurate than SMART MFs and 
ML. Bobra et al. [8] utilize a machine learning algorithm 
called Support Vector Machine (SVM) and data of four 
years from the Solar Dynamics Observatory's Magnetic 
and Helioseismic Imager. Researchers want to forecast 
X- and M-class solar outbursts. Voyant et al.'s [9] provid-
ed an overview of ML-based solar irradiation forecast-
ing techniques. ML has recently advanced to the point 
that a wide range of solar prediction works have been 
produced. In the continental United States, seven sites, 
five climatic zones, and three sky conditions [10] are em-
ployed to evaluate hourly predicting performances of 
total 68 ML algorithm. In their evaluation of several ML 
regression algorithms, Cornejo-Bueno et al. [11] tackle 
the topic of estimating worldwide solar radiation using 
data from geostationary satellites. Viscondi et al. [12] 
present a literature review utilizing big data model to 
forecast generation of solar photovoltaic electricity. The 
review considers the data used to solve the problem and 
each project proposal. Artificial Neural Network (ANN), 
support vector machine (SVM), deep learning (DL), and 
K-nearest neighbor (KNN) are the four ML methods used 
in the study. The analysis found that the ANN algorithm 
fits best. However, all examined algorithms can reliably 
anticipate daily global solar radiation statistics. Mah-
mood et al. [13] describe the fundamentals of ML and 
standard operating procedures. Additionally, the author 
has made several recommendations that may improve 
ML's value for companies researching organic solar cells.

The use of ML in solar engineering is from last de-
cades. Most of the researchers has used ML in predic-
tion of solar radiation, solar power, and application of 
solar energy. The table 1 shows the authors with their 
applied ML algorithm and evaluation metrics. Umit et 
al. [14] has forecasted daily global sun radiation using 
the KNN, SVM, DL, and ANN ML algorithms. The author 
finds R2 values between 0.855 and 0.936 for all four 
techniques. Cetina et al. [15] has applied ANN, SVM, 
and linear regression (LR) used to predict daily solar 
global radiations. Author assessment measures include 
R2, root mean square error (RMSE), mean average error 
(MAE), and mean square error (MSE). Linear regression 
(LR) ML's maximum R2 is 0.9917. Tagnamas et al [16] 
has predicted the two parameters such as atmosphere 
temperature and thickness of beetroot using catboost 
ML algorithm. Author has used R2, RMSE, MSE, and MAE 
for the evaluation of ML algorithm purpose. The author 
gets R2 value of 0.9999 for this algorithms. Ledmaoui et 
al. [17] has applied total six algorithms i.e. ANN, Sup-
port Vector Regression (SVR), Decision Tree (DT), Gen-
eralized Additive Model (GAM) Random Forest (RF), 
and Extreme Gradient Boosting (XGBOOST) to predict 
the electricity production of solar energy. The R2, RMSE, 
MSE and MAE are the evaluation metrics considered by 
the author. The maximum R2 value for the XGB ML algo-
rithm is 0.99. Elgendi et al. [18] has predicted the yield 
of solar still using ANN and LR ML algorithm. 
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The experiment has conducted on the pyramid solar 
still. Author has used R2, RMSE, and MAE for the evalua-
tion of ML algorithm purpose. The author gets R2 value 
of 0.956 for ANN algorithms.

Kameni et al. [19] has used six algorithms i.e. LR, DT, 
SVM, DL, RF and Gradient Boosted Trees (GBT) to pre-

dict global solar radiation. The maximum R2 value for 
the GBT ML algorithm is 0.985. Oh et al. [20] has pre-
dicted the diffuse and direct solar radiation using XGB, 
Light Gradient Boosting Machine (LGBM), Kier and ANN 
ML algorithm. Author has used R2, RMSE, and MAE for 
the evaluation of ML algorithm purpose. The author 
gets R2 value of 0.955 for Kier algorithms.  

Table 1. Summary of machine learning applications in solar energy

Authors Parameters Response ML Algorithm R2 Evaluation Parameter

Ağbulut et 
al. [14]

daily maximum and minimum ambient temperature, 
daily extraterrestrial solar radiation, cloud cover, solar 

radiation and day length

daily global solar 
radiation 

SVM, ANN, KNN 
and DL 0.855 to 0.936 R2, rRMSE, RMSE, MABE, 

MAPE, and MBE

Cetina et al. 
[15]

solar irradiance, Solar dryer type, ambient 
temperature, relative humidity, and wind velocity

daily global solar 
radiation ANN, SVM, LR 0.9917 R2, MSE, MAE, RMSE

Tagnamas et 
al. [16]

absorber plate, drying chamber outlet air 
temperatures and solar collector outlet air

temperature and 
thickness of the 
beetroot slices

Catboost 
model 0.9999 R2, MSE, MAE, RMSE

Ledmaoui et 
al. [17]

the irradiation, total energy, daily energy, and the 
temperature

solar energy 
production

ANN, SVR, RF, 
DT, XGB and 

GAM 
0.99 R2, MSE, MAE, RMSE

Elgendi et al. 
[18]

the atmosphere temperature, relative humidity, air 
velocity

the yield of solar 
still ANN and LR 0.956 MAE, R2, and RMSE

Kameni et al. 
[19]

wind speed (va), daily air temperature(ta), solar 
radiation, and relative humidity(rh) 

global solar 
radiation

LM, DT, SVM, 
DL, RF, AND 

GBT
0.985 ARE,AAE,RMSE, and R2

Oh et al. [20]
Relative humidity, Dry-bulb temperature, 

Extraterrestrial irradiance, Solar azimuth angle, Solar 
zenith angle, Turbidity, Clearness index

direct and diffuse 
solar irradiance

XGB, LGBM, 
ANN, KIER 0.955 RMSE, MAE, and R2

Khosravi et 
al. [21] 

local time, pressure, temperature, relative humidity, 
and wind speed

hourly solar 
irradiance

MLFFNN, 
RBFNN, SVR, 

FIS, and ANFIS
0.9999 RMSE, MAE, and R2

Muhammed 
et al. [22]

sunshine, temperature, meteorological parameters 
and day number

global horizontal 
solar irradiation

MLP, ANFIS and 
SVM 0.85 RMSE, MSE, and R2

Alhamrouni 
et al. [23]  --

Day temperature 
and solar 
radiation

SVM LR, KNN, 
and RF 0.9948  --

Feng et al. 
[24] air temperature global solar 

radiation
ANN, MNEA, RF, 

AND WNN 0.885 RMSE, MSE, and R2, 
RRMSE, MAE

Quej et al. 
[25]

daily minimum and maximum air temperature, rainfall, 
and extraterrestrial solar radiation 

daily global solar 
radiation

ANN, ANFIS 
and SVM 0.737 MSE, RMSE, MAE and R2

Citakoglu 
[26]

calendar month number (M), average air temperature 
(Tmean), extraterrestrial radiation (Ra), and average 

relative humidity (RHmean)
Solar radiation RF, KNN, XGB 0.9436 MAE, RMSE, R2,

Khosravi et al. [21] has used radial basis function 
neural network (RBFNN), multilayer feed forward neu-
ral network (MLFFNN), SVR, adaptive neuro-fuzzy in-
ference system (ANFIS), and fuzzy inference system 
(FIS) for the prediction of hourly based solar radiation. 
The maximum R2 value for the ANFIS ML algorithm is 
0.9999. Muhammed et al. [22] has predicted the global 
horizontal solar irradiation using Multi-layer percep-
tron (MLP), ANFIS and SVM ML algorithm. The sun-
shine, temperature, meteorological parameters and 
day number were the parameters considered for the 
prediction purpose. The author gets R2 value of 0.85 for 
SVM algorithms. Alhamrouni et al. [23] has used LR, RF, 
KNN and SVM for the prediction of solar radiation and 
temperature. R2, RMSE, MSE and MAE are the evalua-
tion metrics considered. The maximum R2 value for the 
SVM ML algorithm is 0.9948. Feng Yu et al. [24] to pre-
dict the global solar radiation using ANN, mind evolu-
tionary algorithm (MNEA), RF, Wavelet neural network 
(WNN) ML algorithm. The author gets R2 value of 0.885 

for ANN algorithms. Victor et al. [25] has used ANFIS, 
ANN and SVM for the prediction of daily based global 
solar radiations. The maximum R2 value for the SVM ML 
algorithm is 0.737. Citakoghu [26] has predicted the so-
lar radiation using RF, KNN and XGB ML algorithm. The 
extraterrestrial radiation (Ra), calendar month number 
(M), average relative humidity (RHmean), and average 
air temperature (Tmean) were the parameters consid-
ered for the prediction purpose. Author has used RMSE, 
R2 and MAE for the evaluation of ML algorithm purpose. 
The author gets R2 value of 0.9436 for XGB algorithms.

Despite the tremendous improvement in renew-
able energy technologies, machine learning in solar 
cooking still needs to be explored. Although there is 
a growing interest into solar cooking, however there 
are lack of comprehensive comparison research upon 
the machine learning models predictive accuracy. Prior 
studies frequently concentrate upon individual models 
or fail to conduct comprehensive comparative analy-
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ses, resulting in a knowledge deficit regarding most 
effective predictive methodologies for solar cooking 
technology. Most of the researchers has used ML algo-
rithm for prediction of solar radiation and solar dryers. 
It gives scope of the use of such algorithms for solar 
cooking also. Also, data-driven methods to analyze and 
enhance it are still being determined. By utilizing ma-
chine learning predictive analysis, anyone can bridge 
the gap and gain valuable insights through data-driven 
methods. 

This study led to the development of split-type solar 
cooking. The experiment examined pan and pot cook-
ing performance. The study found that sun intensity 
varies with time of day. Heat transfer fluid type and oil 
mass flow rate are most significant. The four ML meth-
ods investigated were linear regression (LR), decision 
tree (RF), random forest (RF), and extreme gradient 
boosting. These programmes predicted the future us-
ing available data. This research found that the extreme 
gradient boosting algorithm has the lowest mean 
square error, root mean square error, mean absolute er-
ror, and greatest R2 value. It was suggested to use XG-
Boost for the project.

2. RESEARCh METhODOLOgy

The solar cooking system is a need of the future. The 
day to day development has been takes place in this 
system. In this research, the indirect solar-powered 
cooking system has been created. As per discussion 
in the introduction, different types of cooking system 
are available. But it has been observed that, the re-
search on the cooking utensils was not conducted. In 
this research, special types of cooking utensils were 
developed which can cook the Indian food. The basic 
cooking utensils for the Indian food are pan and pot. 
So, the research was carried out to develop the cook-
ing pan and pot for the indirect solar cooking system, 
which gives the comfort of cooking food inside house 
like cooking on LPG gas. 

The testing of these utensils were conducted on the 
indirect solar cooking system. The indirect solar cook-
ing system was developed as shown in Fig 1. The solar 
cooking system consist of parts like parabolic dish col-
lector, solar receiver, pump, pipelines, pan and pot. In 
order to check the performance of system, the temper-
ature indicators were installed. In this system, the solar 
energy was collected by the parabolic dish collector 
and transferred to the solar receiver. The receiver gets 
heated due to solar energy. The heat transferred fluid 
i.e. Therminol 55 and Soyabean oil was used to transfer 
heat from solar receiver to cooking utensils. Therminol 
55 and soybean oil have optimal heat transfer charac-
teristics. Therminol 55 is a high-quality heat transfer flu-
id due to its excellent thermal stability, lower viscosity, 
and higher thermal conductivity. Soybean oil is an ideal 
heat transfer fluid and having widespread availability, 
lower cost, and environmentally friendly with the good 
thermal properties. These heat transfer oils have work-

ing temperature range from 200°C to 2500°C, also has 
high specific heat. In order to transfer the fluid, 0.5 hp 
centrifugal pump was used. The heat absorbed from 
the solar receiver was transfer to the utensils and uten-
sils were gets heated. The heated utensils (heat from 
the utensils) were used to cook the food. The pan was 
used to cook the Indian food like roti, chapatti, paratha, 
dosa etc., while pot was used to cook the Indian food 
like, dal, rice, curry etc.

The testing was conducted in the month of April 2023 
at Nagpur, India. The testing was conducted from 9 am 
to 5 pm. The solar intensity were recorded The observa-
tions were recorded after equal interval of one hour. As 
discussed earlier two different heat transfer fluid were 
used i.e. Therminol 55 and Soyabean oil. The specific 
heat is the important parameter for the selection of these 
fluid. The examinations were conducted by varying the 
mass flow rate of fluid. The table 2 shows parameters 
used for the prediction system. The original dataset of 
54 size used for the study and to predict the temperature 
of pan and pot. The maximum obtained temperature of 
pan is 1920°C for 5 hours of heating till 1 PM with a solar 
intensity of 635 w/m2 and mass flow rate of 12 lpm.

Fig.1. The Experimental Setup of Indirect Solar 
Cooking System with utensils

Table 2. Parameters used for the experimentation

P1 P2 P3 P4 P5 P6 P7 P8 P9
Time (hr) 0 1 2 3 4 5 6 7 8

Solar 
Intensity  
(W/m2)

300 350 400 450 500 550 600 650 700

Mass Flow 
Rate (LPM) 6 9 12 - - - - - -

hTF  
(kJ/KgK) 1.98 2.54 - - - - - - -

3. MAChINE LEARNINg APPROACh 

In this study, ML approach including LR, DT, RF and 
XGB were used to predict the temperature of cooking 
utensils i.e. pan and pot and select the suitable algo-
rithm for accurate prediction. The suggested regres-
sion learning methodology utilized in the ML.
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3.1. LINEAR REgRESSION

Two hypotheses make use of the linear regression 
approach [27]. Researchers first apply linear regres-
sion analyses in forecasting and prediction, where 
they closely resemble the use of ML. Linear regres-
sion analysis is a useful tool in some scenarios to as-
certain the relationship between the dependent and 
independent variable. It is important to consider that 
regressions demonstrate relationships between de-
pendent variables and a defined dataset comprising 
various factors.

Linear regression models [28] predict the dependent 
variables based on the independent variables. Linear re-
gression analysis is used to estimate value of dependent 
variable, y, since independent variables, x, has a range 
of values [29, 30]. There are two categories of regression 
[31]: simple linear regression and polynomial linear re-
gression. In this study, simple linear regression is used.

3.1.1. Simple Linear Regression

A simple linear regression is a model with only one 
independent variable [32]. Simple linear regression 
defines the variable's dependence as 𝑦=β0+β1𝑥+𝜀. 
The effect of independent factors is distinguished 
from interaction of dependent variables by simple 
regression. Fourier multivariate regression (MLR) is 
statistical method that uses many explanatory factors 
to predict answer variable's outcome. Modeling the 
linear connection between independent variables x 
and dependent variable y that will be examined is the 
goal of MLR.

3.2. DECISION TREE REgRESSOR 

Among many ML approaches is the decision tree. Al-
though this approach is usually applied to classification 
data, it may also be applied to regression data. An ap-
proach that is transparent and simple to comprehend 
is the DT technique, as opposed to employing an artifi-
cial neural network as a black box. 

The aim in this study is a continuous value since a de-
cision tree technique is utilized for a regression prob-
lem. In order to minimize the impurity function and 
choose the best sites for future data splits, regression 
criteria such as mean squared error (MSE) and mean 
absolute error (MAE) may be used. The mean values for 
MSE can be used to minimize an error [33].

However, this approach has problems with stability, 
scalability, and robustness when it comes to large-scale 
data processing [34]. The utilization of extensive data 
samples leads to increased complexity, which must be 
addressed. To reduce the complexity of a decision tree, 
metrics such as total number of leaves, the total num-
ber of nodes, number of attributes, and tree depth can 
be adjusted [35]. Ensemble DT are utilized instead as 
they are more reliable and can handle these problems 
in some situations.

3.3. RANDOM FOREST REgRESSION 

A supervised learning technique called Random For-
est may be used to solve decision tree and classification 
issues. A "Random Forest" is a collection of numerous 
trees, where each tree depends on the value of a random 
vector, which is equally and independently sampled 
from each tree in the forest. [36]. By combining many 
decision trees, the random forest method may greatly 
improve the decision tree's predictive performance [37]. 

Two reasons contribute to the randomness of this al-
gorithm:(1) each split node in the DT formation process 
selects sample chunk of m variables from the original data 
set, and the best one is used in that node; (2) every tree 
develops at random on a distinct bootstrap sample de-
rived from the training set. A useful ML technique for pre-
diction is Random Forest. The RFR Model is suggested by 
Harrison et al. [38] for nutrient concentration estimation 
utilising high-frequency sensor data. Since the method 
is suitable for multivariate datasets with multicollinearity 
among predictors, nonlinear correlations between pre-
dictor and response variables, and highly skewed data, it 
is well-suited for this application. The benefit of Random 
Forest Regression over least squares regression, according 
to the study in [39], is higher R squared (R2) value.

3.4. ExTREME gRADIENT BOOSTINg 

Chen and Guestrin [40] developed the XGBoost 
method. Given its efficacy as a tree-based ensemble 
learning method, data scientists view it as a potent 
instrument. Based on gradient boosting architecture 
[41], XGBoost estimates the outcomes makes use of a 
variety of complement functions. 

3.5. PERFORMANCE EvALUATION

Three performance statistical error functions, including 
the coefficient of determination (R2), mean absolute error 
(MAE), and root mean squared error (RMSE), were taken 
into consideration in order to assess the performance of 
the ML models under examination. Generally speaking, 
five-fold cross-validation (CV) involves randomly dividing 
all of the data into k folds (k = 5 in this example), training 
the model on the k - 1 folds, and leaving one fold for test-
ing. There are k repetitions of this process. But before any 
data is utilised in this study, it is divided into training and 
testing datasets, with the purpose of using the training 
dataset for cross-validation. The 95% confidence intervals 
(CI) and model accuracy are estimated using the repeat-
ed cross-validation procedure [55]. For every model, the 
5-fold cross-validation is carried out 50 times. CV accuracy 
is the average of all repetitions, and 95% confidence in-
tervals are computed from the repeated cross-validation 
data. The last step in assessing the model's performance 
is to determine if the testing accuracy falls within the 95% 
confidence interval. The model is deemed acceptable if 
the testing accuracy is within the 95% confidence interval. 
If the testing accuracy falls outside of this range and the 
difference is statistically significant, underfitting or overfit-
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ting is thought to be present. The cross-validation process 
does not use the testing data, which is a separate dataset.

4. RESULTS AND DISCUSSION

As previously stated, the goal of this research is to 
predict the temperature of the pan (Tpn) and the pot 
(Tpt) in a solar cooking system using four ML models: 
linear regression (LR), decision tree (DT), random forest 
(RF), and XGBoost (XGB). First, using the Scikit-Learn Py-
thon module, the following two PR-based meta-mod-
els are created based on the training dataset.

(1)

(2)

The first ML model applied for the data given in table 
2 is Linear regression model. In this model, the sklearn 
library was used. In order to consider intercept for this 
model, fit intercept is considered as a True in nature. 
The normalize is kept deprecated to fit the model in-
tercepted. For the faster computation, number of jobs 
is considered as a 2. The 80% of data i.e. 43 samples are 
used for the training purpose while 20% of data i.e. 11 
samples are used for the testing purpose. A machine 
learning model was developed and tested for predict-
ing the temperature of a pan and pot. The regression 
equation obtain from the model can be seen in equa-
tion 1 and 2 for the Tpn and Tpt respectively. 

Decision Tree Machine Learning algorithm also ap-
plied on the given data. The decision tree is one of the 
advanced technique of the regression model. It is node 
based algorithm. In order to apply the algorithm on 
the data, the criteria for evaluation was considered as 
a “squared error”, which helps to reduce the variance as 
a feature selection and minimize the L2 loss. The “best” 
strategy is considered for the split at node. The maxi-
mum depth of the tree is restricted to 10, in order to 
avoid overfitting of model. The minimum sample split is 
set default as 1. This all parameters are considered while 
developing decision tree algorithm. Here also, the data 
is divided as 80% for training and 20% for testing. 

A machine learning algorithm has also been applied 
to the provided data. The decision tree is one of the ad-
vanced technique of the regression model. It is node 
based algorithm. In order to apply the algorithm on 
the data, the criteria for evaluation was considered as 
a “squared error”, which helps to reduce the variance as 
a feature selection and minimize the L2 loss. The “best” 
strategy is considered for the split at node. The maxi-
mum depth of the tree is restricted to 10, in order to 
avoid overfitting of model. The minimum sample split is 
set default as 1. This all parameters are considered while 
developing decision tree algorithm. Here also, the data 
is divided as 80% for training and 20% for testing. 

The random forest is a bagging techniques. The bag-
ging techniques helps to improve the accuracy and 

overcome the problem of overfitting in the decision 
tree. The random forest regression model was applied 
on the data with spilt of 80:20 for training and testing. 
“n_estimator” is set to 100 with criterion “squared error” 
to run multiple decision trees in parallel and determine 
the final outcome. The depth of the tree was restricted to 
10 with minimum sample split 2 and minimum sample 
leaf as 1. The maximum features considered as an “auto” 
means all available features are considered for the mod-
el. In order to avoid the overfitting, pruning takes place. 
All these parameters were considered for the develop-
ment of random forest regression ML model. 

The other method to improve the performance of de-
cision tree algorithm is boosting techniques. In boosting 
techniques series approach was used. The output of one 
tree is used for the nest decision tree. One of such algo-
rithm was used for testing of data. The XGBoost algorithm 
is one of the most advance boosting algorithm. For this 
algorithm, “n_estimator” considered as 100 while criterion 
as “squared error”. The depth of the tree was restricted to 
10 with minimum sample split 2 and minimum sample 
leaf as 1. The maximum features considered as an “auto” 
means all available features are considered for the mod-
el. The learning rate as 0.1 and “n_job” as a 10 in order to 
speed up the performance of the algorithm.

An effort is now made to estimate the values of Tpn and 
Tpt for the solar kitchenware once all created ML mod-
els have been properly trained using the dataset under 
consideration. For each of these ML models, Table 2 
shows a predicted and target responses values. Plotting 
a predicted and target values for Tpn and Tpt, respectively, 
allows for a more clear understanding of the prediction 
performance of the ML models. These numbers show 
that within a ± 15% error band, all of the created ML 
models can accurately anticipate both of these answers.

As can be seen from Fig. 2, all of the ML models had 
almost excellent estimates for Tpn prediction on train-
ing data, with the majority of the data points either hug-
ging or resting upon a diagonal identity line. But, in LR 
ML model, some training points are not on the line while 
three points are beyond the ±15% error band. But in case 
of RF only 3 points are found such that they are not on line 
but are in the ±15% error band. The other two ML model 
DT and XGB are tuning perfectly with the line and almost 
all the data points are on the line. This shows that the DT 
and XGB model has good generalisation and no over-
training. Both ML model shows identical performance. 

When ML models predict Tpt, a trend comparable to 
that of Tpn is observed. The LR ML model, have quite simi-
lar prediction as seen as for Tpn. There are most of the data 
points are on the line and some are beyond the line. Out 
of some distracted data points only three data points are 
outside the error band which can be seen poor prediction 
towards the loser data points. The better prediction of Tpt 
can be seen for the RF model than the LR model. In RF no 
data points are beyond the error band. The DT and XGB 
shows the best performance model than LR and RF. Most 
of the data points of Tpt can be seen on the line.
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(a)

(b)

(c)

(d)

Fig. 3 shows the residuals, or differences between the 
goal and anticipated response values, for each of the 
created ML models. The zero line in Fig. 3 denotes zero 
prediction error, while the points above and below it 
shows underprediction (i.e., predicted value less than 
target value) and overprediction (i.e., projected value 
more than target value), respectively. This is important 
to notice. All of the ML models' test data performanc-
es—aside from LR's—are generally comparable to their 
related data performances. This suggests that the in-
struction is sufficient. Additionally, there is no discern-
ible pattern in the residuals' dispersion, which suggests 
that there is no bias.

Fig. 2. Target vs. predicted Tpn values comparison 
for (a) LR, (b) DT, (c) RF and (d) XGB

(a)

(b)

Fig 3. (a) Residuals of predicted Tpn and (b) residuals 

of predicted Tpt

Now that Figs. 2, and 3 have been closely examined, 
it is clear that the RF, DT, and XGB ML models all per-
form rather well in terms of Tpn prediction. The pre-
dicted Tpn values for each of these three ML models 
exhibit incredibly little deviations from the matching 
goal values. With minor variations of the projected Tpn 
values from the goal, the implementation of the LR ML 
model yields average prediction results. Tpt response 
is also observed in a similar manner. It is challenging 
to identify which of the produced ML models has the 
greatest prediction performance for the case under 
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consideration simply by looking at the aforementioned 
numbers. To do this, the values of four model accuracy 
metrics—MSE, RMSE, MAE, and R2—are calculated, as 
shown in Table 3. It is important to note that lower val-
ues of MSE, RMSE, and MAE and higher values of R2 are 
always preferred for any of the predictive models [42].

Table 3. Metrics representing the accuracy of the 
models for both responses

Response ML 
Model Dataset MSE RMSE MAE R2

Tpn

LR
Testing 176.89 13.30 9.98 0.96

Overall 117.13 10.82 8.51 0.94

DT
Testing 13.00 3.61 2.82 1.00

Overall 2.65 1.63 0.57 1.00

RF
Testing 26.89 5.19 4.09 0.99

Overall 10.10 3.18 1.99 1.00

XGB
Testing 13.23 3.64 2.66 1.00

Overall 2.69 1.64 0.54 1.00

Tpt

LR
Testing 128.82 11.35 8.49 0.96

Overall 85.78 9.26 7.31 0.95

DT
Testing 13.18 3.63 2.00 1.00

Overall 2.69 1.63 0.41 1.00

RF
Testing 20.90 4.57 3.56 0.99

Overall 8.89 2.98 1.86 0.99

XGB
Testing 10.04 3.17 2.48 1.00

Overall 2.05 1.43 0.51 1.00

Table 3 shows that, when it comes to Tpn, the XGB ML 
model has the best R2 values, coming in at 0.9997 on 
the training dataset. Based on the training dataset, the 
MSE, RMSE, and MAE corresponding values of 1.9423, 
1.3936, and 0.3718, respectively, further support the 
outstanding performance of the XGB ML model. How-
ever, DT has the highest R2 values at 0.9977 when tak-
ing into account the performance in relation to the 
test dataset. The minimal MSE, RMSE, and MAE values 
for the identical test data are 13, 3.605, and 2.4212, re-
spectively. Based on the entire dataset (training and 
testing), Tpn prediction shows that XGB is the best ML 
model, with the highest R2 (0.9987) and lowest MSE 
(2.6945), RMSE (1.6415), and MAE (0.5424) values. Ad-
ditionally, the LR ML model has the lowest R2 (0.9424) 
and the poorest MAE (8.5133), RMSE (10.8226), and 
MSE (117.13) values based on the entire dataset. In 
summary, the DT and RF ML models come in second 
and third place, respectively, when it comes to predict-
ing Tpn values throughout the whole dataset.

Similar findings are also observed when estimating Tpt 
values for the solar cooking tool. On the training dataset 
with the maximum R2, minimum MSE, RMSE, and MAE 
values, and maximum R2 accuracy, the XGB performs 
best. However, XGB proves to be the most accurate ML 
model when it comes to predicting Tpt values using the 
test data, with the highest R2 (0.9967) and lowest MSE 
(10.04), RMSE (3.1688), and MAE (2.4817) values. In terms 
of all model accuracy measures, XGB performs the best 
across the board for the dataset, with DT and RF ML mod-
els following closely behind. Out of all four measures, the 

LR displays the poorest results for the whole dataset. As a 
result, it is seen that LR's performance is very variable for 
both Tpn and Tpt replies. It's interesting to note that while 
it performs well on training datasets, it performs poorly 
on testing and general datasets. On the other hand, for 
the two replies that are being examined, XGB consistently 
possesses an accuracy level over the whole dataset.

5. CONCLUSION

This work develops 4 ML models—linear regression, de-
cision tree, random forest, and extreme gradient boosting 
to accurately predict solar cooking utensil temperatures. 
For the utensils temperature that is temperature of Pan, 
and temperature of pot; duration of time, solar intensity, 
type of heat transfer fluid, and mass flow rate of heat 
transfer fluid are treated as the input parameters. The pre-
diction performance of the four developed ML models is 
compared in terms of four model accuracy metrics—R2, 
mean squared error, root mean squared error, and mean 
absolute error using these experimental datasets as a ba-
sis. Based on the comprehensive comparative analysis of 
the Machine Learning models' overall performance, the 
following conclusions can be drawn: 

•	 In case of both the temperature of solar utensils, 
extreme gradient boosting emerges out as the 
best machine learning model with maximum R2 
and a minimum value of mean squared error, mean 
absolute error and root mean squared error values 
perfectly predict all of the answers that are being 
considered. 

•	 For prediction, extreme gradient boosting consis-
tently yields good results on training and testing 
datasets. 

•	 Moreover, while random forest performs excep-
tionally well in predictions on training datasets, 
its accuracy on test data is low, which causes the 
model to become over fit. 

•	 Extreme gradient boosting has a wide range of 
tuning parameters, yet it may be argued that, for 
forecasting response values of the temperature of 
utensils under consideration, it is an effective pre-
diction tool. Finding the ideal mix of those tuning 
parameters to get the highest prediction perfor-
mance out of the extreme gradient boosting ma-
chine learning model is still a difficult challenge. 

In the future, it may be possible to investigate the 
application potential of more machine learning mod-
els, such as the Adaboost regressor, support vector 
regressor, and Naïve Bias regressor, and compare how 
well they predict response values for utensil tempera-
ture. The demonstrative examples provided use tiny 
datasets, each with a mere 54 experimental observa-
tions, to validate the prediction performance of all the 
ML models. A data repository with a sizable amount of 
experimental data may be created in order to improve 
the image and be used for the training and testing of 
those ML models.
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