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Quantitative Assessment of UAV Assisted 
Particle Spraying Distribution in Agriculture:  
An Image Analysis Approach Using Water-
Sensitive Papers

553

Original Scientific Paper

Abstract – The overall well-being and productivity of crops rely on a series of interconnected processes throughout their entire 
growth cycle. Among these processes, the quality of spraying plays a pivotal role in maintaining crop health and ensuring increased 
productivity. An Unmanned Aerial Vehicles assisted particle spraying system in agriculture involves the use of Unmanned Aerial 
Vehicles equipped with specialized equipment to distribute particles such as plant protection products, fertilizers, or other agricultural 
inputs over crops. This technology offers several advantages over traditional ground-based methods, including increased efficiency, 
precision, and reduced environmental impact. The effectiveness of spraying, in turn, hinges on various factors, one of which is the even 
distribution of spraying droplets. Consequently, there exists a need for a reliable, consistent, precise, and accurate automated method 
to assess the parameters governing this distribution. In this study, a methodology is introduced for evaluating the quality of plant 
spraying, and the results of this method's testing are presented. Data is gathered by employing water-sensitive papers positioned 
on the crops, which are then scanned using an industrial-grade camera. Subsequently, this data undergoes processing through 
image analysis algorithms using Matlab. The outcomes of the research demonstrate the robustness of the proposed methodology in 
obtaining the essential data required for determining spraying distribution. Compared to existing solutions, the presented approach 
offers increased reliability, consistency, precision, and automation, thereby addressing the need for a more reliable and accurate 
method of assessing spraying quality in agriculture.

Keywords: Droplet segmentation, Spray quality, Computer simulation, UAV (Unmanned Aerial Vehicle), Water-sensitive papers (WSP)

1.  INTRODUCTION

In this paper, the examination and confirmation of a 
method for inspecting the quality of plant spraying was 
conducted. More specifically, the research focused on 
determining the occurrence of droplets on liquid-reac-
tive papers during spraying. Based on this, methods for 
measuring droplets, mapping the dispersion of spray 
and the study of the density, size, and distribution of 
droplets on paper were investigated and established.

Numerous methods have been devised for plant spray-
ing to enhance the growth of specific plant types and 
eradicate unwanted weeds. Also, different investigations 
were conducted with the aim of gaining insights into the 
effectiveness and characteristics of plant spraying tech-
niques. Also, in recent years, Unmanned Aerial Vehicle 
(UAV) path planning and spraying droplet analysis were 
introduced that are essential components of modern 
precision agriculture practices. By optimizing coverage, 
minimizing environmental impact, and providing valu-
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able data for decision-making, these processes have 
contributed to sustainable and efficient plant protec-
tion products (PPP) application in agriculture. Accurate 
path planning and droplet analysis has helped to ensure 
compliance with regulatory requirements for PPP appli-
cation. By demonstrating uniform coverage and mini-
mal drift, farmers can provide evidence of responsible 
PPP use and mitigate potential regulatory risks. Efficient 
path planning helps optimize resource usage, including 
PPP, fuel, and time. By following a predetermined flight 
path, UAVs can avoid unnecessary overlap and reduce 
the amount of PPP required to achieve adequate cover-
age. This not only saves costs but also minimizes envi-
ronmental impact by reducing chemical usage. Properly 
measuring the quality of spraying helps maintain crop 
health and maximize productivity. By ensuring that 
the spray is evenly distributed and properly targeted, 
it effectively controls pests and diseases, resulting in 
healthier plants and improved yields. Due to the rapid 
development of our world and the continuous growth 
of the population, there is a need to increase food and 
grain production. Building upon this, it is essential to en-
gage in the spraying of plants and continually monitor 
and enhance the process. The use of PPP has to be chan-
neled in such a way that there is no waste, thereby avoid-
ing environmental pollution. When using the sprays, 
the outside wind can act as a disturbance, so the given 
spray is not sprayed on the desired area. Based on this, 
more PPP is needed [1]. Agricultural spraying methods 
encompass various techniques and equipment used to 
apply agricultural chemicals, including PPP, herbicides, 
fungicides, and fertilizers, to crops for protection against 
pests, diseases, and weeds, as well as to provide essential 
nutrients. The most used spraying methods are:

•	 Backpack Sprayers: Backpack sprayers are manu-
ally carried/transported, and they are suitable for 
smaller areas or limited access [2].

•	 Boom Sprayers: Mounted on tractors or specialized 
sprayer vehicles, equipped with a tank, pump, and 
a boom structure with multiple spray nozzles for 
efficient coverage over larger areas [3].

•	 Airblast Sprayers: Utilize high-velocity air streams to 
propel spray droplets for precise targeting mainly in 
orchards and vineyards [4]. By harnessing power-
ful air streams, airblast sprayers can penetrate deep 
into the crop canopy, ensuring thorough coverage 
and effective pest and disease control. This high-
rate application capability makes airblast sprayers 
a popular choice for growers seeking to maximize 
spraying efficiency and optimize crop protection.

•	 Aerial Spraying: Involves using aircraft, such as 
helicopters or fixed-wing planes, to apply sprays 
over large areas or challenging terrains. These days 
UAVs are also taking part in aerial spraying [5, 6].

•	 Drip Irrigation and Fertigation: Systems delivering 
water, fertilizers, and chemicals directly to the root 
zone of plants through a network of pipes with 
emitters [7].

Air-assisted spraying is a spraying technique that 
combines the use of liquid sprays and high-velocity air 
to improve the coverage and penetration of the spray 
droplets. In this method, a spray solution is atomized 
into fine droplets, and then a powerful air stream is 
used to carry and disperse the droplets effectively. Air-
assisted spraying offers several advantages in agricul-
tural applications:

•	 Enhanced Coverage: The high-velocity air assists 
in breaking down the spray solution into smaller 
droplets, which can result in improved coverage of 
the target surface, such as plant foliage. This is par-
ticularly beneficial for achieving better coverage in 
dense crops or complex plant structures.

•	 Increased Penetration: The air stream created by 
the sprayer helps propel the droplets deeper into 
the crop canopy, ensuring better penetration into 
the target area. This can be advantageous when 
targeting pests or diseases residing within the foli-
age.

•	 Reduced Drift: The use of air assistance in spraying 
can help minimize drift, which refers to the move-
ment of spray particles away from the target area. 
By generating larger droplets and directing them 
with controlled airflow, air-assisted spraying reduc-
es the risk of off-target deposition.

•	 Improved Efficiency: The combination of atomiza-
tion and air assistance allows for more precise ap-
plication of agricultural chemicals, resulting in re-
duced chemical usage and potential cost savings. 
Additionally, the improved coverage and penetra-
tion can enhance the effectiveness of the applied 
products [8, 9].

•	 Optimized Droplet Size: UAVs can be equipped 
with nozzles that produce droplets of an optimal 
size for the specific application, reducing evapora-
tion and drift. Smaller, uniformly sized droplets are 
more likely to adhere to plant surfaces, improving 
the effectiveness of the pesticide.

•	 Lower Fuel Consumption: UAVs are generally more 
fuel-efficient compared to traditional ground-
based vehicles like tractors or self-propelled spray-
ers. This efficiency translates to lower carbon emis-
sions and a reduced environmental footprint.

•	 Resource Efficiency: By using precise application 
techniques, UAVs help conserve resources such as 
water and pesticides. This efficiency not only low-
ers costs but also minimizes the environmental im-
pact associated with the production and transport 
of these resources.

•	 Environmental Monitoring: UAVs can be equipped 
with sensors to monitor environmental conditions 
in real-time, adjusting spraying parameters as need-
ed to account for wind speed, humidity, and tem-
perature. This adaptive approach further reduces 
waste and environmental impact by ensuring that 
spraying is conducted under optimal conditions.
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Air-assisted spraying is commonly used in orchards, 
vineyards, and other specialty crops where precise 
targeting and thorough coverage are important. It 
requires specialized sprayer equipment that includes 
air blowers or fans to create the necessary air stream 
and atomizers to generate fine droplets [10-12]. The 
specific recommendations for air-assisted spraying 
techniques may vary depending on the target crop, 
spray solution, and local regulations. It's essential to 
follow manufacturer guidelines and consult relevant 
agricultural resources or experts for proper applica-
tion techniques and equipment calibration [13]. On 
the other hand, the conventional methods are prom-
ising too, even if some other methods, like air-assisted 
methods, can provide several advantages. Inappro-
priate spraying methods, or equipment used for ap-
plication can cause health issues for people. When 
working with PPP-s, or other chemicals, the missing 
calibrations or regulations can affect the quality of 
spraying and can result in off-target spraying that is 
unfortunate [14]. UAVs equipped with advanced GPS 
and sensors can follow precise flight paths, ensuring 
that PPP-s are applied only where needed. This preci-
sion reduces the amount of pesticide used by avoid-
ing unnecessary overlap and targeting specific areas 
that require treatment. UAVs can be equipped with 
nozzles that produce droplets of an optimal size for 
the specific application, reducing evaporation and 
drift. Smaller, uniformly sized droplets are more likely 
to adhere to the plant surfaces, improving the effec-
tiveness of the PPP-s.

The need for quality check and way to collect data is 
briefly described in the paper [15]. That work provided 
a system that required several portable elements that 
were working simultaneously. The new method pre-
sented in this paper is a novelty and the main differ-
ence between other solutions lies in the use of a more 
compact data collecting unit and an industry-ready 
high-quality camera. The proposed method used in 
this research is presented in Fig. 1.

Fig. 1 presents the steps during the process. The 
proposed methodology and the equipment that was 
used, as well as the results are described in the follow-
ing chapters. The current methods for measuring the 
properties of sprayed droplets suffer from limitations 
such as being manual, imprecise, or expensive. Tradi-
tional approaches involve spraying colored water onto 
a white sheet or using a "patternator" and then analyz-
ing the resulting patterns to estimate droplet sizes, but 
these methods provide only rough estimations. Alter-
natively, a more refined technique involves replacing 
the white sheet with a glass plate coated with silicone 
oil, known as the immersion sampling method. Never-
theless, accurately determining of the droplets’ char-
acteristics remains a significant challenge in precision 
agriculture. Addressing this aspect is crucial for a com-
prehensive understanding of droplet behavior during 
spraying operations. 

Future advancements in measurement techniques, 
such as the proposed method, are needed to over-
come these limitations and enhance the precision and 
efficiency of agricultural spraying practices [16]. In this 
paper, significant contributions are made to the field of 
agricultural spraying by addressing the critical need for 
reliable and precise methods of assessing spray quality. 
Specifically, a methodology for evaluating the quality 
of plant spraying is examined and confirmed, with par-
ticular emphasis placed on detecting droplets on liq-
uid-reactive papers during spraying. The contributions 
of this paper can be summarized as follows:

•	 A comprehensive methodology is introduced, 
encompassing various aspects of assessing spray 
quality, including methods for measuring drop-
lets, mapping spray dispersion, understanding the 
importance of quality assessment, and studying 
droplet density, size, and distribution on paper.

•	 Integration of Advanced Technologies such as UAV 
path planning and spraying droplet analysis are 
leveraged to enhance precision, efficiency, and en-
vironmental sustainability in agricultural spraying 
practices.

•	 A novel approach for data collection is introduced, 
utilizing water-sensitive papers positioned on crops 
and scanned using an industrial-grade camera. This 
approach enables automated data collection and 
processing, enhancing accuracy and reliability.

•	 By providing insights into the effectiveness and 
characteristics of plant spraying techniques, this 
study contributes to the advancement of preci-

Fig. 1. Method of gathering on-site data
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sion agriculture practices, ultimately leading to im-
proved crop health and productivity.

By addressing the limitations of existing techniques 
and leveraging cutting-edge technologies, the meth-
odology provided in this paper serves as a valuable 
tool for farmers, researchers, and practitioners seeking 
to optimize spraying operations and minimize environ-
mental impact.

2. RELATED WORK

In [1], an analysis of the spray drift mechanism and 
the primary factors influencing aerial spraying was con-
ducted, and previous research on Drift Reducing Tech-
nologies (DRT) in aerial spraying was reviewed and sum-
marized. It was found that DRT-s in aerial spraying, such 
as aerial electrostatic spray technology, aerial spray ad-
juvant, aerial air-assisted spray technology, drift reduc-
ing nozzles, and aerial variable-rate spray technology, 
can effectively reduce environmental pollution caused 
by PPP drift by decreasing the spraying amount and im-
proving the control effect of PPP. The exact methodol-
ogy and equipment are required in every spraying ap-
plication, whether it is from the air or from the ground. 
From [2], it can be concluded that calibration is vital, 
and there are rarely overall results that can be used with 
complete confidence for every sprayer.

When time and energy play a major role in the pro-
cess, optimal methods should be applied. Some meth-
ods are faster than others and are easier to replicate, just 
like the DEIAFA method from [3]. This work shows that 
every workflow should be overviewed before decid-
ing to use one. The study presented in [4] proposes an 
alternative indirect methodology for the comparative 
measurements of drift reduction potential generated by 
airblast sprayers, aimed at addressing the practical in-
conveniences and drawbacks. In [5], precision aerial ap-
plication for site-specific crop management is discussed, 
with an examination of several current trends and 
propositions for future development. Research paper [6] 
highlights that domestic research on the aerial spraying 
application of plant protection UAVs primarily focuses 
on the impact of aerial spraying operation parameters 
on the distribution of droplet deposition. However, it 
tends to overlook the evaluation and testing of the ef-
fective spraying width of aerial spraying by plant protec-
tion UAVs. Even though the exact method, equipment, 
and setting are crucial, the time of different interven-
tions is also important. From irrigation systems we can 
learn that the dose, and the way of application can bring 
savings in financials, and in water usage too [7]. Reduc-
ing, or better called optimizing deposit volumes can be 
achieved by using finer nozzles, changing travel speeds, 
or using air assistance. Air assistance can increase the 
possibility of aiming vertical targets [8]. In [9], a study 
was conducted to ascertain the effects of different pa-
rameters on spraying. It was observed that the operating 
speed of the sprayer had a significant impact on spray 
droplets deposition and distribution, being notably 

greater at lower operating speeds. In air-assisted spray-
ers, an increase in blower speed significantly enhanced 
drift force and expanded the tree canopy area covered in 
spraying. In [10], an integrated computational fluid dy-
namics (CFD) model was developed. This model predicts 
the displacement of PPP spray droplets discharged from 
an air-assisted sprayer, their depositions onto tree cano-
pies, and off-target deposition and airborne drift in an 
apple orchard. In order to maximize target deposition, 
the outcomes made it evident how useful CFD models 
are for examining various sprayer configurations. As 
a result of the research presented in [11], CFD may be 
utilized as a tool for numerical prototyping, which cuts 
down on the number of tests. Also, the model's coupling 
with the droplet deposition and canopy airflow models 
already in use help the design and operation of sprayers 
with a lower risk of environmental contamination.

Environmental diversification also affects the qual-
ity of spraying. Therefore, in the paper [12] the au-
thors anticipated the need for a smart spray analytical 
system that helped the calibration of the air-assisted 
sprayer continuously. Several materials can be used in 
the droplet tracking workflow, like water-soluble food 
dye. Thanks to the approach from [13], it's possible to 
boost the amount of total deposition on the canopy 
from 48.4% to 65.6% of the applied dose, without sig-
nificantly raising the amount of spray that is lost to the 
ground. Researchers in [14] were engaged in experimen-
tal studies on the design, development, and testing of 
precision spraying technologies for crops and orchards. 
Numerous new alternative methods were published. For 
example, research in [17] shows that UAVs can serve as 
a potential machine that can work as an alternative for 
spraying applications. With water-sensitive paper, the 
nature of airflow is discussed. Coverage was measured 
in several levels of the canopy, in the aim to have a bet-
ter understanding of the behavior of the deposit. Even 
though the unit can be used as an air-assisted sprayer, 
the volume of mixed chemicals is reduced. The droplet 
deposit is lower than by using conventional methods, 
but it doesn’t necessarily mean that the volume of ac-
tive ingredient is also reduced. According to the results 
of research presented in [18] the way of measurement 
can be improved by other methods. AI-based algorithms 
and machine learning can provide precise, and fast deci-
sion making in real time droplet management. The re-
view presented in [19] reveals that drones can redefine 
agriculture in a way that drives this industry on a new 
path. Implementation of modern technologies is able, 
for example, to perform electromechanical flow control 
and cutting-edge nozzles, and transformative AI. 

3. MATERIALS AND METHODS

3.1. PATH PLANNING 
 FOR OPTIMAL AREA COVERAGE

Ardupilot Mission Planner is a comprehensive soft-
ware application used for configuring and controlling 
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unmanned vehicles that run on the Ardupilot open-
source autopilot firmware. Ardupilot is one of the most 
advanced, full-featured, and reliable open-source au-
topilot software available, supporting a wide range 
of UAVs [20, 21]. It is necessary to provide the key GPS 
coordinates of the area for the software to calculate the 
overflight path of the given surface as shown in Fig. 2.

Fig. 2. Mission planner environment

A mission planner is capable of planning complex 
missions with multiple waypoints and conditional com-
mands and offers real-time data streaming from the ve-
hicle, enabling live monitoring of various metrics such 
as altitude, speed, battery status, and GPS data [22].

Fig. 3. Planning a mission with waypoints and events

Mission Planner is particularly popular among hob-
byists, researchers, and professionals in the field of un-
manned systems, as it provides a user-friendly interface 
and a rich set of features for effectively managing and 
controlling unmanned missions. It runs on Windows 
and is integrated to many Ardupilot-based UAV opera-
tions. Defining the drone's flight path is solved by the 
Ardupilot software package, which calculates the coor-
dinates that the aircraft will follow in order to optimally 
cover the defined area as shown in Fig. 3. After plan-
ning the optimal path of the drone over the defined 
area, the flight plan is executed, and the area is dusted.

3.2. PROPOSED METHODOLOGy FOR THE 
 SPRAyING QUALITy EVALUATION

To be able to determine the quality of dusting, water-
sensitive paper indicators are placed in appropriate 
places in the investigated area. After the spraying the 
paper slips are collected and digitized. 

Algorithm 1 outlines the steps for measuring droplet 
deposition from an image containing sprayed droplets. 
It involves preprocessing the image, identifying drop-
let spots, extracting relevant features, and visualizing 
the results for analysis and interpretation. The search 
for pixels consisted of the following steps:

1. Color Space Transformation;

2. Thresholding;

3. Morphological Operations;

4. Region Analysis;

5. Statistical Analysis;

6. Visualization.

To implement these steps, a MATLAB script and ap-
plied MATLAB's built-in image processing functions 
were used.

The method presented in this article analyzes the 
dusting quality, i.e. the size of the droplets. The pseudo-
code serves as a blueprint for implementing the algo-
rithm in software. It outlines the steps and logic required 
to analyze the quality of dusting, providing guidance for 
programmers tasked with writing the actual code.

Algorithm 1 The droplet deposition measurement

1 % Looking for blue spots from image 
 img = imread('Original source image.jpg');

2 % Color sharpening (Identification of blue spots) 
 blueMask =(img(:,:,1) >0 & img(:,:,1) < 80) & ... 
  (img(:,:,2) > 0 & img(:,:,2) < 80) & ... 
  (img(:,:,3) > 0 & img(:,:,3) < 200);

3 % Morphological Operations (Noise Reduction) 
 % Remove spots smaller than 50 pixels 
 blueMaskCleaned = bwareaopen(blueMask, 5); 

4 % Labeling (Spot Labeling) 
 labeledBlueObjects = bwlabel(blueMask);

5 % Feature Extraction (Definition of Properties) 
 stats = regionprops(labeledBlueObjects, 'Area', 
 'Centroid', 'Perimeter');

6 % Histogram (Histogram of spots by area) 
 areas = [stats.Area]; 
 histogram(areas);

7 % Display spots on the image 
 imshow(img); 
 hold on; 
 for i = 1:numel(stats) 
  plot(stats(i).Centroid(1), stats(i).Centroid(2), 'r+');

8 % Display of spot centers 
 plot(stats(i).Centroid(1), stats(i).Centroid(2), 'r*');  
 end 
 hold off;

9 % Show results 
 figure; 
 imshow(blueMask);
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The algorithm facilitates the digitization of data col-
lected from the paper slips. This process is essential 
for transforming raw observational data into a format 
that can be analyzed and interpreted by computational 
methods, enabling quantitative assessment of dusting 
quality. By analyzing the droplet distribution on the 
water-sensitive or substance-sensitive papers collected 
from certain areas, the algorithm helps evaluate the ef-
fectiveness of the spraying process. This assessment is 
vital for ensuring optimal coverage and efficacy in agri-
cultural spraying operations.

3.3. MEASUREMENT SySTEM

The device used to assist us in completing the task was 
a Cognex In-Sight 7000 industrial camera. It is a high-
performance and reliable tool that greatly facilitates and 
accelerates the counting process of droplets. The specific 
camera used has a resolution of 640 x 480 / 800 x 600 pix-
els. It provides high-speed and fast processing capabili-
ties, enabling quick image processing and data analysis. 
It features built-in image processing capabilities, such as 
contour detection, shape recognition, and other func-
tionalities. It allows communication via Ethernet, RS-232, 
and USB interfaces. The camera is housed in a robust alu-
minum casing with IP67 protection. Fig. 4 shows the phys-
ical dimensions of the Cognex In-Sight industrial camera.

Fig. 4. The physical dimensions of the Cognex In-
Sight industrial camera

The camera communicates with multiple software, 
and a program called In-Sight Explorer. For this task, 
the settings and filters to easily locate and count the 
droplets on the water-sensitive papers were adjusted. 
The camera has its own built-in LED lights, which illu-
minate the paper placed in the focal point due to their 
high brightness. External lighting for the task was not 
used, but there were external ambient lights present 
[23]. These external lights disrupted the measurement 
process as the camera could not accurately detect the 
positions of the droplets. The multiple light sources 
caused the image to become blurry. The camera uses 
an M12 lens type, which is equipped with a chain of cir-
cularly arranged LED lights. There are a total of 8 built-
in LEDs. These lights can be toggled on and off to aid in 
focusing as depicted in Fig 5.

(a) (b)

Fig. 5. (a) Digitalization without constant light 
chamber and (b) Digitalization with constant light 

chamber

Since the LED light is directional, it caused significant 
reflection due to the paper's surface properties, result-
ing in focusing issues. To address this, a solution was 
implemented where a diffusing film directly after the 
LEDs was placed. This achieved light diffusion, prevent-
ing the reflection from the paper surface. Table 1 shows 
the droplet classification system ASAE standard S-572.

Table 1. Droplet classification system ASAE 
standard S-572

Nozzle category Symbol Colour code VMD

Very fine VF Red <150

Fine F Orange 150-250

Medium M Yellow 250-350

Coarse C Blue 350-450

Very coarse VC Green 450-550

Extremely coarse XC White >550

The methodology takes into account factors such as 
spray rate, UAV speed, climatic conditions, and wind 
speed, ensuring a holistic approach to spray quality 
evaluation as shown in Table 2.

By providing insights into the effectiveness and char-
acteristics of plant spraying techniques, this study con-
tributes to the advancement of precision agriculture 
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practices, ultimately leading to improved crop health 
and productivity. By considering factors such as spray 
rate, UAV speed, climatic conditions, and wind speed, 
the methodology offers a comprehensive approach 
to spray quality evaluation, enabling farmers to make 
informed decisions and optimize spraying operations.

Table 2. Agricultural spraying operation factors

Parameter Values
Spray Rate 12.5 liters/hectare

UAV Speed 3 meters/second

Climatic Conditions Temperature: 25°C <br> Humidity: 60% 
Atmospheric Stability: Stable

Wind Speed 5 meters/second

Droplet Size Reference ASABE S572

4. RESULTS

It has been shown in studies that among various fac-
tors, droplet size is the most significant in causing spray 
drift. The smaller the droplet, the longer it remains air-
borne and the more susceptible it becomes to drifting 
with the wind.

Table 3. Effects of droplet sizes on drift potential

Droplet diameter /μm Suspension time required for droplets to 
drop by 3 m/s

5 3960

20 252

100 10

240 6

400 2

1000 1

Table 3 contains the effects of droplet sizes on drift 
potential. Meteorological parameters are essential 
factors that cannot be overlooked in the examination 
of droplet deposition and drift. During the process 
of droplet deposition from the nozzle to the ground, 
droplets are influenced by temperature and relative 
humidity, and evaporation results in the reduction of 
droplet size, making them more prone to drifting ex-
tensively in the natural wind [23, 24]. Therefore, the 
primary meteorological parameters that affect droplet 
deposition and drift include natural wind, temperature, 
humidity, and atmospheric stability.

Fig. 6. Water-sensitive papers after the UAV-assisted 
particle spraying process

For the analysis, water-sensitive papers were placed 
under the leaves of the plants to ensure the accuracy 
of spraying i.e. the droplet deposition measurement as 
depicted in fig. 6. When the spray comes into contact 
with these papers, they undergo color changes. The 
droplets, varying in size depending on the amount of 
liquid, help in determining the proper air-to-water ratio 
during the spraying process. Different results were pro-
vided by the collected papers due to modifications in 
the spraying process. The task involved gathering these 
papers and studying the droplets formed on them. To 
expedite the counting process, industrial cameras are 
being used.

IMAGE PROCESSING OF THE SAMPLES AND 
DROPLET SEGMENTATION 

Image processing on the computer could begin af-
ter scanning the samples. Each sample was individually 
saved and processed separately. In this work, the pro-
cessing of only two samples is presented, but the same 
algorithm has been applied for all samples as well. 

COLOR SPACE TRANSFORMATION

The MATLAB code represents a classic approach in 
image processing to segment and analyze specific re-
gions or features of interest, commonly referred to as 
"blobs" or "regions". In this instance, the regions of inter-
est are potentially blue-colored in the image. The image 
in MATLAB will be in a matrix form where each pixel is 
represented by its RGB (Red, Green, Blue) values. Digital 
images are typically represented in the RGB color space, 
where each pixel's color information is encapsulated by 
three intensity values corresponding to the red, green, 
and blue channels. However, the RGB representation is 
not always ideal for segmentation tasks, primarily due 
to the tight coupling between color and intensity. Con-
sequently, many segmentation tasks leverage the HSV 
(Hue, Saturation, Value) color space. In HSV, colors are 
described based on their hue (type of color), saturation 
(vibrancy), and value (brightness). This transformation 
provides a more intuitive paradigm for many image 
analysis tasks, as hue decouples color information from 
luminance, often simplifying the segmentation process. 
Fig. 7 presents the original RGB picture, the HSV color 
space picture and every component of the HSV picture.

Fig. 7. Water-sensitive paper in the image processing: 
(a) Original RGB picture, (b) HSV color space picture 

represented in MATLAB, (c) Hue component, (d) 
Saturation component, (e) Value component

(a) (b) (c) (d) (e)
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From the images, it is clear that useful information 
can only be obtained from the Saturation and Value 
components. This is where the droplets can be best 
distinguished. In the remainder of the paper, the Satu-
ration component was used. 

THRESHOLDING

The histogram of the Saturation component shows 
which values the pixels take and what distribution they 
follow (see Fig. 8). This information will be crucial for 
the subsequent segmentation of the image.

Fig. 8. Histogram of the Saturation component

An image thresholding technique was used to seg-
ment the blue spots on the water-sensitive papers. Spe-
cifically, a color-based thresholding method was ap-
plied to isolate the blue regions from the background. 
This method ensures accurate identification and mea-
surement of spray droplets. A widely utilized technique 
in image segmentation is thresholding. It involves cat-
egorizing pixel values based on specific thresholds and 
creating a binary mask where pixels within the desired 
range are highlighted. In this instance, the Saturation 
channel of the HSV image is subjected to thresholding 
to identify potential dark blue droplets. The rationale 
behind targeting the Value channel is based on the un-
derstanding that blue regions might possess a specific 
brightness range, which can be isolated via threshold-
ing. By setting lower and upper bounds on this channel, 
a mask that potentially contains blue spots is obtained. 
The best result can be obtained with the usage of lower 
bounds of 0.3 and the upper bound is set to 0.6. 

MORPHOLOGICAL OPERATIONS AND REGION 
ANALySIS

Following thresholding, images often contain noise or 
small unwanted artifacts. Morphological operations of-
fer tools for refining segmented regions, enhancing the 
accuracy of the segmentation. Two such operations are:

•	 Area opening: This operation removes small con-
nected components or blobs based on a specified 
pixel threshold, ensuring the elimination of noise 
and tiny undesired regions;

•	 Hole filling: Sometimes, segmented regions may 
have small gaps or holes. Hole filling ensures that 

these regions are filled, providing a more coherent 
segmented region.

Once the regions of interest are segmented, one may 
desire to extract properties from these regions for further 
analysis. The region-props function in MATLAB facilitates 
the extraction of numerous properties from labeled re-
gions. In this context, the area, centroid, and filled area 
of the detected spots are extracted. These parameters 
offer insights into the size, distribution, and morphology 
of the detected blue spots. Using the aforementioned 
functions, some results can be seen in Figs. 9 and 10.

(a)

(b)

Fig. 9. (a) Original sample 1 and (b) processed 
sample 1

(a)

(b)

Fig. 10. (a) Original sample 2 and (b) processed 
sample 2

STATISTICAL ANALySIS AND VISUALIZATION

Subsequent to the extraction of properties, statistical 
analyses, such as plotting histograms, can be employed 
to understand the data's distribution. Histograms rep-
resent data distribution by organizing a series of data 
points into user-defined ranges.
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In this context, the area of the detected blue spots 
is visualized using a histogram, providing insights into 
the size distribution of these spots. Such visual statis-
tical tools are pivotal in understanding the underlying 
patterns and characteristics of segmented features. Vi-
sual validation is an integral aspect of image process-
ing, allowing researchers to confirm the efficacy of 
their methodologies as can be seen in Fig. 11.

(a)

(b)

Fig. 11. (a) Histogram of the sample 1 and 
(b) sample 2

In the code, the original image is overlaid with mark-
ers indicating the centroids of the detected blue spots, 
providing a visual affirmation of the segmented re-
gions. The accuracy of image processing can be im-
proved by enhancing the scanning quality and by fine-
tuning the threshold parameters. The quality of the 
water-resistant paper also greatly affects the quality of 
image processing. If the system has not been calibrat-
ed properly for the lighting conditions or the specific 
camera being used, it can result in inaccuracies in the 
HSV color space conversion, subsequently affecting 
the segmentation process. Factors like uneven lighting, 

shadows, or reflections can affect the appearance of 
objects in the image, potentially leading to inaccura-
cies in detection.

5. CONCLUSION

In conclusion, the presented methodology exempli-
fies a structured approach to image segmentation and 
analysis. By leveraging the unique properties of the HSV 
color space, combined with thresholding, morphologi-
cal refinements, and statistical analyses, one can accu-
rately segment and interpret specific features in an im-
age. Such techniques, rooted in the fundamental prin-
ciples of image processing, offer a scientific approach 
to extract patterns and features from complex image 
data. As the ecological environment continues to de-
teriorate and people's expectations for modern life 
quality increase, increasing attention is being paid to 
the issues of PPP pollution and residues. Consequently, 
the trend in PPP usage is inevitably moving towards 
achieving a higher utilization rate of PPP and minimiz-
ing environmental pollution. An analysis of the spray 
drift mechanism and a review of prior studies have re-
vealed that factors such as droplet size, meteorologi-
cal parameters, nozzles, operating parameters, and the 
physicochemical properties of liquid medicine all influ-
ence the droplet deposition and drift in aerial spraying. 
Therefore, employing an effective combination of low- 
or ultra-low-volume spraying operation modes in aerial 
spraying is an important strategy to attain this goal. By 
optimizing spray quality and distribution, our method-
ology helps reduce PPP use, lower environmental pol-
lution, and promote sustainable farming practices.
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Abstract – Acute leukemia is a swiftly progressing blood cancer affecting white blood cells which poses a significant threat to the 
immune system and often leads to fatal outcomes if not detected and treated promptly. The current manual diagnostic method, 
being time-consuming and prone to errors, necessitates an urgent shift toward a comprehensive automated system. This paper 
presents an innovative approach to automatically identify acute leukemia cells and their subtypes by analyzing microscopic blood 
smear images. The proposed methodology involves the segmentation of clustered lymphocytes, isolation of nuclei, and extraction 
of diverse features from each nucleus. A random forest classifier is then trained to categorize nuclei into healthy or cancerous, with 
further precision in classifying cancerous nuclei into specific subtypes. The method achieves an impressive 97% accuracy across all 
evaluations, holding profound implications for pathologists and medical practitioners in their decision-making processes

Keywords: Acute Leukemia; Segmentation; Image processing; cell analysis; Leukemia Classification

1.  INTRODUCTION

Leukemia is anticipated to witness a 35.1% surge in 
cases across Asia between 2020 and 2040, as projected 
by the World Health Organization's International Agen-
cy for Research on Cancer [1]. This cancer targets white 
blood cells, integral to our immune system. It triggers 
the excessive production of abnormal white blood cells 
within the blood and bone marrow, potentially spread-
ing to other organs and compromising immunity. The 
disease is broadly classified into four main types: Acute 
Lymphoblastic Leukemia (ALL), Acute Myeloid Leuke-
mia (AML), Chronic Lymphocytic Leukemia (CLL), and 
Chronic Myeloid Leukemia (CML). The classification of 
leukemia depends on its progression speed and affected 
cell lineage. Acute leukemia, with its swift progression, 
features immature blasts multiplying rapidly in the bone 
marrow, causing sudden symptoms. In contrast, chronic 
leukemia advances more slowly, with mature abnormal 
cells resembling normal ones, resulting in a gradual on-
set of symptoms. Lymphoid or myeloid categorization 
depends on the origin of affected white blood cells.

According to FAB classification within each primary 
category multiple subtypes exist. The subtypes of 
Acute Lymphoblastic Leukemia (ALL) are categorized 
as L1, L2, and L3. L1 is characterized by small and uni-
form lymphoblasts while L2 involves larger and more 
diverse lymphoblasts. L3 also identified as Burkitt's 
leukemia is distinguished by large lymphoblasts with 
intense staining. The classification of Acute Myeloid 
Leukemia (AML) spans from M0 to M7. M0 denotes 
undifferentiated AML with undefined characteristics, 
while M1 through M5 signify increasingly mature my-
eloid cells. M6 signifies acute erythroleukemia, involv-
ing both erythroid and myeloid precursors, and M7 is 
linked to acute megakaryoblastic leukemia, character-
ized by abnormal megakaryocytes.

Advancements in genetic research have significantly 
enhanced our understanding of leukemia, leading to 
ongoing changes in classification systems, such as the 
World Health Organization's (WHO) classification. The 
complexity of leukemia arises from a combination of 
genetic, molecular, and cytogenetic factors, making 
each case unique [2, 3]. Factors like leukemia type, age, 
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overall health, genetics, and exposure to risk elements 
contribute to varying risks associated with the disease. 

Current manual diagnosis methods, involving the 
analysis of blood smears and bone marrow smears 
under a microscope, have limitations due to subjec-
tive interpretations and lack of quantitative precision, 
particularly in distinguishing visually similar leukemia 
subtypes. In response to these challenges, machine 
learning has emerged as a promising solution for leu-
kemia diagnosis [4]. Utilizing sophisticated algorithms, 
machine learning provides a quantitative assessment 
of cell morphology, detects intricate patterns, and ob-
jectively evaluates anomalies, reducing human sub-
jectivity. In summary, machine learning revolutionizes 
our approach to leukemia, promising improved patient 
care and enriching research insights by elevating accu-
racy and adapting to evolving disease characteristics. 

The focal point of this research paper is the utilization 
of machine learning methodologies for the detection 
and classification of the main types and subtypes of 
acute leukemia. This model stands poised to assist pa-
thologists and medical practitioners in decision-mak-
ing processes. The paper's structure unfolds as follows: 
Section 1 presents the study's scope; Section 2 delves 
into the realm of literature review; Section 3 furnishes 
dataset particulars; Section 4 elaborates on the pro-
posed methodology; Section 5 discusses experimental 
outcomes; and Section 6 culminates in a conclusive 
wrap-up.

2. BACKGROUND AND RELATED WORKS 

The critical nature of leukemia necessitates early di-
agnosis for effective treatment. To achieve this, various 
automated systems have been developed, leveraging 
affordable microscopic image analysis, to facilitate 
timely and accurate diagnoses. Putzu et al. [5] intro-
duced a fully automated method for Acute Lympho-
blastic Leukemia (ALL) classification achieving 93% ac-
curacy using SVM-based machine learning on the ALL-
IDB database. Mohapatra et al. [6] achieved a notable 
99% classification accuracy with an ensemble-based 
technique on their private dataset. Rawat et al. [7] dis-
tinguished acute lymphoblast and acute myeloblast 
subtypes, attaining an exceptional 99.5% overall accu-
racy with a publicly available dataset. 

Inbarani et al. [8] applied an innovative hybrid histo-
gram-based soft covering rough k-means clustering 
(HSCRKM) algorithm for segmenting leukemia nucleus 
images. Devi et al.[9] introduced an innovative approach 
incorporating Gaussian Blurring, Hue Saturation Value 
(HSV) and morphological operations, achieving 96.30% 
accuracy using private dataset whereas 95.41% using 
ALL-IDB1 public dataset. M. Ashok et al. [10] proposed an 
automated machine learning approach (Chabot) achiev-
ing accurate classification of infected and healthy cells 
in blood smear images, aiming to detect ALL by utilizing 
CMYK color space and K-means clustering.

While interpretable and resource-efficient, tradition-
al machine learning models may fall short in capturing 
intricate patterns within medical images compared to 
the effectiveness of deep learning, particularly transfer 
learning, known for its high accuracy in leukemia de-
tection and classification [11, 12]. Ansari et al. [13] sug-
gested CNN model which uses Tversky loss function, 
designed for the classification of acute leukemia imag-
es, attained an impressive accuracy rate of 99%. Boldú 
et al. [14] constructed with two sequentially connected 
convolutional networks (ALNET), was trained using a 
dataset comprising over 16,000 blood cell images col-
lected from clinical practice. Abass et al. [15] proposed 
CAD3 system utilizing YOLO v2 and CNN for leukocyte 
detection and classification. 

One of the challenges in deep learning is the avail-
ability of large datasets, and in many cases, these da-
tasets may not be properly labeled [16]. Manescu et 
al. [17] used patient diagnostic labels to train weakly-
supervised models for the detection of various acute 
leukemia types. Depto et al. [18] explore various deep 
learning approaches designed to address imbalanced 
classification issues. AI techniques were used to assess 
the interpretability of these often considered "black 
box" models [19].  

Certain researchers leverage the advantages of both 
machine learning and deep learning. They often use 
deep techniques for feature extraction and traditional 
algorithms for tasks like segmentation and classifica-
tion. Elhassan et al. [20] utilized CMYK-moment local-
ization and CNN-based feature extraction, while, Jha et 
al. [21] integrated segmentation from active contour 
and fuzzy C means, employing a Chronological SCA-
based Deep CNN classifier for classification.

3.  DATA DESCRIPTION 

Publicly available blood smear datasets offer a valu-
able resource for investigating a range of blood-related 
disorders, like anemia, infections, and leukemia. Such 
datasets are instrumental in the development and vali-
dation of automated image analysis algorithms, ma-
chine learning models, and computer-aided diagnostic 
tools. This advancement enhances the precision and ef-
ficiency of blood smear examination and holds the po-
tential to transform the field of hematological disease 
detection and classification. Additionally, these public 
datasets foster collaboration among researchers, en-
courage the establishment of standardized protocols, 
and facilitate the evaluation of various methodologies. 
As a result, patient care and diagnostic accuracy stand 
to benefit substantially from these collective efforts

This research utilizes the Raabin Health dataset [22], 
comprising 40,000 microscopic smears of WBCs from 
blood samples collected from patients who visited the 
Raabin collaborator medical laboratory in Tehran. The 
images are stained using the Giemsa technique and cap-
tured with a Zeiss microscope with a 100x zoom capac-
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ity and LG G3 Smartphone. In this research a total of 800 
blood smear images representing ALL, AML, and healthy 
samples have been included. Nuclei are automatically 
extracted from each image generating sub images. The 
dataset is split into 20% for testing and 80% for training. 
The distribution of images for each classification label is 
provided in Table 1, while Fig.1. illustrates sample leuke-
mia images extracted from the database

Table 1. Distribution of Images

Type Sub Types Images Nucleus sub images

Acute Lymphoblastic 
Leukemia (ALL)

L1 100 217

L2 100 519

Acute Myeloid 
Leukemia (AML)

M0 100 234

M1 100 204

M3 100 307

M4 100 339

M5 100 495

Healthy Healthy 100 100

Total M6 800 2415

(a) (b) (c)

(d) (e) (f )

(g)

Fig. 1. Sample images from dataset (a) ALL-L1;  
(b) ALL-L2; (c) AML-M0; (d) AML-M1; (e)AML-M2;  

(f)AML-M3; (g) and AML-M5

4. PROPOSED WORK 

4.1. SEGMENTATION AND NUCLEUS 
 CROPPING

In medical image processing, resizing images is a stan-
dard preprocessing procedure aimed at ensuring unifor-
mity in analysis and facilitating consistent feature extrac-
tion across diverse images, allowing for effective feature 
comparison. Hence, resizing operations are employed 
across all images to standardize their dimensions. The 

region of interest of our research is white blood cells, 
which need to be segmented from blood smear images. 
Initially, the procedure involves isolating the green chan-
nel data from the original RGB image because nucleus is 
more evident in the green channel [5]. 

A new image is created, preserving the original green 
channel data while substituting the red and blue chan-
nels with zeros, thereby retaining only the green chan-
nel's information.  Median filter is applied to green 
channel image to reduce noise and improve quality of 
the image (see Fig 2). Subsequently, this newly formed 
image is converted from the YCbCr color space to the 
RGB color space. This transformation renders an image 
where the luminance data from the green channel is 
retained while lacking the color data from the chromi-
nance (Cb and Cr) channels. 

(a) (b) (c)

Fig. 2. Median Filter (a) Original Image;  
(b) With median filter; (c) Without median filter

To enhance contrast of the image, it is converted to 
grayscale and a histogram equalization technique is 
applied. The next step involves converting the image to 
a binary format using gray thresholding, which isolates 
the white blood cells while eliminating background el-
ements like red blood cells and platelets. If white blood 
cells are connected or in proximity, further segmenta-
tion is necessary to differentiate them. The process in-
cludes employing the canny edge detection algorithm 
on the binary image to highlight edges. Morphological 
operations such as dilation are performed to enlarge 
the white regions, aiding in connecting fragmented 
edges and improving features. Filling operations are 
carried out to complete or bridge gaps in white re-
gions, followed by erosion to decrease white region 
size, potentially separating interconnected regions and 
eliminating smaller objects.

A distance transform is calculated, and watershed 
segmentation is applied to segregate linked cells. The 
outcome of watershed segmentation undergoes a re-
finement process where undesired small objects are 
eliminated from a binary image. This is achieved by 
considering their area size, and the resulting refined 
output serves as a mask. This mask is then utilized to 
apply the Bounding Box technique for precisely ex-
tracting each nucleus from blood smear images. This 
comprehensive sequence of procedures enables effec-
tive identification and separation of white blood cells 
into sub-images. The results at all stages are collective-
ly visualized in Fig 3 and fundamental stages of sub-
image creation are outlined in Algorithm 1 as follows.
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Algorithm 1

Input: Microscopic Blood smear images

Output: Nucleus sub image

1 Let Iresized(x, y) represents the image I(x, y) 
 after resizing to a standard size

2 G (x, y) = Iresized(x, y) green  
 Where, G (x, y) is isolated green channel

3 Convert the E(x, y) to image while preserving 
  green channel 
 E(x, y)=

4 Noise reduction with median filter 
 E(x, y)=Median E(x, y),[m,n]) 
 Where, [m, n] defines median filter size 3×3

5 J(x, y) = RGB (E(x, y)) 
 Where, RGB (E(x, y)) signifies transformation of 
 E(x, y) from YCbCr color space to RGB color space

6 Convert the RGB image J(x, y) to grayscale image 
 K(x, y)=grayscale(J(x, y))

7 Apply histogram equalization to K(x, y)

8 B(x, y) - Binary (K (x, y),T) 
 Where, Binary (K (x, y),T) applies binary 
 transformation to each pixel in the grayscale 
 image K (x, y) using threshold value T

9 Edge detection using canny edge detector 
 C (x, y)=edge (B (x, y), 'Canny')

10 Performing morphological operation including 
 dilation, hole filling, and erosion on C (x, y) 
 R (x, y) → Morphological operations (C (x, y))

11 T(x, y) = Distance Transform(R(x, y)) 
 S(x, y) = watershed (T(x, y)) 
 Where R (x, y) is binary image after 
 morphological operation, 
 And T (x, y) represent distance transform image, 
 S (x, y) is segmented image obtain by applying 
 watershed segmentation algorithm

12 M = Removesmallobjects (I, min_area) 
 Where M is the refined binary image used as a 
 mask to indicate region of interest 

13 Boundary box is applied using generated mask M 
 Nuclei = BoundingBox(I, M) 
 Where I is original image

Fig. 3. White blood cell (WBC) segmentation and cropping

Tabel 2. List of features

Feature Method Extracted Feature

Texture Features
Gray-Level Co-occurrence Matrix 

(GLCM)

Contrast, Correlation, Energy, Entropy, Homogeneity, Sum of squares, Sum average, 
Sum variance, Sum entropy, Difference variance, Difference entropy, Information 

measure of correlation1, Informaiton measure of correlation2

Local Binary Pattern (LBP) LBP values for the histogram bins

Geometrical Features Area,  Perimeter,  EquivDiameter,  EulerNumber, MajorAxisLength, MinorAxisLength, 
Solidity, Eccentricity, Circularity, ConvexArea, Extent

Color Features Color Moments features in LAB 
color space mean, Standard Deviation of Color Channels, skewness, kurtosis

Statistical Features Higher-Order Statistical Moments Skewness, Kurtosis

4.2. FEATURE ExTRACTION

In medical image processing feature extraction is 
crucial for condensing intricate pixel data into a mean-
ingful representation of patterns, textures, and ana-

tomical structures. This research considers 48 features 
as listed in Table 2 extracted from nucleus sub-images 
contributing to leukemia detection from blood smear 
images. Subtypes of AML and ALL are identified based 
on morphological features. Shape, size and chromatic 
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pattern of nucleus vary for different subtypes. Some 
cells appear primitive while few cells show more ma-
ture cell features. Texture features, specifically Local 
Binary Pattern (LBP) and Gray-Level Co-occurrence 
Matrix (GLCM), amplify the effectiveness of leukemia 
detection from blood smear images. LBP excels in cap-
turing intricate local texture patterns by comparing 
pixel intensity variations, while GLCM comprehensively 
analyzes spatial relationships between intensity values. 
Geometrical features provide quantitative insights into 
cell shape, size, and arrangement, incorporating pa-
rameters such as cell area, perimeter, circularity, and ec-
centricity, thus presenting a comprehensive depiction 
of cell morphology.

Color Moments features extracted from the LAB color 
space, significantly contribute to leukemia detection. 
LAB color space's separation of luminance (L) from chro-
matic information enhances robustness to lighting vari-
ations. These Color Moments, including mean, standard 
deviation, and skewness, effectively capture color distri-
bution characteristics, thereby highlighting variations in 
cell staining and aiding the differentiation of normal and 
leukemia-affected cells. Moreover, higher-order statisti-
cal moments encompassing skewness and kurtosis go 
beyond mean and variance, revealing complex statistical 
patterns. These moments provide insights into distribu-
tion asymmetry and peakedness, uncovering subtle tex-
tural irregularities indicative of abnormal cell structures. 
By quantifying non-uniformities and deviations from a 
standard distribution, higher-order statistical moments 
further enhance the ability to differentiate between nor-
mal and leukemia-affected cells. 

All the extracted features are normalized to ensure 
they are on similar scale to improve efficiency of clas-
sification algorithm and reduce the effect of features 
with large numerical values dominating the learning 
process. After features are extracted and normalized 
they are concatenated into a single feature vector. This 
feature vector contains unique characteristics of each 
image in a compact format. This diverse feature inte-
gration significantly enhances the precision and sensi-
tivity of automated disease detection systems.

4.3. CLASSIFICATION

The utilization of the Random Forest algorithm pres-
ents a potent approach for the detection of leukemia 
from blood smear images. This algorithm, character-
ized by an ensemble of decision trees, is adept at han-
dling the intricacies of medical image analysis. Random 
Forest algorithm can be formulated as: 

(1)

Where: Yprediction is the predicted class for the sample, 
Ntrees is the number of decision trees in the Random For-
est. Yi, j is the predicted class of the i-th decision tree for 
class j.  I(.) is the indicator function that returns 1 if the 
condition is true and 0 otherwise.

Fig. 4. Automated classification system for Acute 
leukemia

By employing features extracted from the images, 
such as texture features like GLCM and LBP, geometri-
cal attributes, and Color Moments from the LAB color 
space, the algorithm can learn intricate patterns as-
sociated with normal and leukemia affected cells. The 
feature vector created by concatenating 48 features is 
given as an input for the classifier. Each feature is signif-
icant in capturing distinct aspects of cell morphology 
crucial for subtype classification in leukemia. All fea-
tures are weighted equally in the classification process, 
reflecting their collective importance in discerning 
subtle variations indicative of different leukemia types 
and subtypes. The Random Forest model is trained on 
these features, and its collective decision-making pro-
cess, combining outputs from individual trees, enables 
accurate classification. Through evaluation metrics like 
recall, precision, and F1-score, the effectiveness of the 
model is estimated, offering a robust and efficient tool 
for automated leukemia detection

5. ExPERIMENTAL RESULTS AND DISCUSSION

The comprehensive approach outlined for the de-
tection of acute leukemia, including its types and sub-
types, is visually represented in Fig 4. The focus of the 
proposed research is on multi-label classification, spe-
cifically involving the categorization of blood smear im-
ages into two main classes: healthy and cancerous. With-
in the cancerous category, a further distinction is made 
among different acute leukemia types and subtypes. 
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The effectiveness of the model is gauged through dif-
ferent performance parameters such as accuracy, pre-
cision, recall, and the F1 score. These results are pre-
sented in Table 3. For the experimentation, a dataset 
comprising 2415 nucleus sub-images is employed. To 
ensure robust evaluation, 20% of these images (483 in 
total) are designated for testing, while the remaining 
80% constitute the training dataset. Among the testing 
nucleus images, 451 are successfully assigned to their 
respective categories. Notably, due to the presence of 
images with varying sizes for each label within the test-
ing dataset, the consideration of the F1 score is crucial 
to accurately assess the model's performance.

Tabel 3. Performance measure

Precision Recall F1-Score Support

HL 0.93 0.87 0.90 15

L1 0.98 0.94 0.96 51

L2 1.00 1.00 1.00 103

M0 1.00 0.98 0.99 44

M1 1.00 0.98 0.99 41

M3 1.00 0.89 0.94 63

M4 0.88 0.99 0.93 70

M5 0.95 0.99 0.97 96

Accuracy 0.97 483

macro avg 0.97 0.95 0.96 483

weighted avg 0.97 0.97 0.97 483

The F1 score, a metric that harmonizes precision and 
recall, becomes particularly valuable when dealing with 
datasets characterized by imbalanced class distribu-
tions. This is a common scenario where one class vastly 
outweighs the other. Notably, the F1 score is calculated 
by balancing the trade-off between precision and re-
call. In this research, the F1 scores exhibit notable varia-
tion across the different categories. Specifically, healthy 
cells achieve an F1 score of 90%, while L1 and L2 types 
achieve 96% and 100%, respectively. Similarly, M0 and 
M1 categories have F1 scores of 99%, whereas M3, M4, 
and M5 exhibit scores of 94%, 93%, and 97%, respec-
tively. In totality, the model achieves an overall accuracy 
of 97%. A comprehensive understanding of the model's 
performance, encompassing correctly classified in-
stances, false positives, and false negatives, is provided 
through the confusion matrix (refer to Fig. 5(a)).

The ROC curve is created by plotting the True Posi-
tive Rate (TPR) on the vertical axis and the False Posi-
tive Rate (FPR) on the horizontal axis, while varying 
the threshold values (refer to Fig. 5(b)). Every point 
on the ROC curve corresponds to a specific threshold 
setting. The primary purpose of the ROC curve lies in 
evaluating the balance between sensitivity (true posi-
tive rate) and specificity (true negative rate) across dif-
ferent threshold choices. In addition to the curve itself, 
the Area Under the ROC Curve (AUC-ROC) is a widely 
utilized summary metric. The AUC-ROC value serves as 
an extensive assessment of the model's performance in 
distinguishing between classes, regardless of the spe-
cific threshold employed.

Fig. 5. (a) Confusion Matrix;  
(b) ROC Curve of classification output

(a)

(b)

Fig. 6. Class Prediction Error Chart

Fig. 6 illustrates the class prediction error for the clas-
sifier. Each bar within the chart depicts the proportion 
of predictions for individual classes, offering a rapid 
comprehension of the classifier's accuracy in assign-
ing correct classes. This model demonstrates proficient 
prediction for L2, M0, M1, and M3 subtypes based on 
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the feature vector. However, it exhibits some inaccura-
cies in predicting HL, L1, M4, and M5 types.

6. CONCLUSION

Acute leukemia is rapid progression disease that 
leads to generation of white blood cells which are 
abnormal and can potentially spread to other organs, 
causing health issues. Timely diagnosis and treatment 
are essential for effective management. This paper sug-
gests an automated machine learning approach for the 
early detection of acute leukemia, as well as its classi-
fication into the two primary types, ALL and AML. Fur-
thermore, it aims to categorize these types into their 
respective subtypes, which include L1, L2, M0, M1, M3, 
M4, and M5. The suggested model comprises three key 
phases. The initial phase involves Segmentation and 
Nucleus Cropping, which encompasses extracting the 
green channel from the original image and converting 
it to the YCbCr color space. A Median filter is then ap-
plied to eliminate any noise, creating a nucleus mask 
through watershed segmentation, and ultimately 
cropping the nucleus using a bounding box. The sec-
ond phase focuses on Feature Extraction, encompass-
ing the extraction of various features, such as texture, 
geometric, color, and statistical attributes, from the re-
gion of interest. The final phase involves Classification, 
employing a Random Forest classifier to categorize the 
samples into ALL, AML, ALL Subtypes, AML Subtypes, 
and healthy cells. With an impressive accuracy rate of 
97% and hamming loss of 0.03%, this model has the 
potential to significantly assist pathologists and medi-
cal professionals in swiftly identifying cases of Acute 
Leukemic cancer, thereby facilitating prompt decision-
making for accurate diagnoses. Furthermore, there is 
room for further enhancements and refinements in the 
methodology to potentially raise the classification ac-
curacy even higher, ultimately improving the model's 
utility in clinical settings.
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Abstract – Every government in the world has multiple departments that must function and operate to address the various inquiries 
raised by the population. The government's diverse range of websites offers citizens a platform to submit inquiries, thereby facilitating 
the fulfilling of their requirements. Comprehending the subjects addressed in People Query is essential for government services. 
Unstructured query data is analyzed using extracting information from text techniques such as allocation of Latent diffuser (LDA) 
and analysis of hidden semantics (LSA). LSA outperforms other methods in terms of performance because of its minimal complexity 
and quick installation process. Research on decentralized learning techniques for natural language processing (NLP) is necessary 
due to concerns about limited data availability and privacy. Federated learning (FL) employs methods that enable different users 
to collectively train an integrated broad model while maintaining their information regionally stored and accessible. Nevertheless, 
the current body of literature lacks a thorough examination and evaluation of FL techniques. Data federation is an approach to 
data integration that allows the government to access and query data from multiple diverse sources as if they were a single, unified 
repository. Functioning as a form of data virtualization, it facilitates the creation of a comprehensive representation of data, thereby 
enhancing operational efficiency and the accuracy of decision-making. FedEx utilizes Federated Learning to apply topic modelling 
techniques to common NLP tasks. The proposed structure integrates the FL Methodology with Latent Semantic Analysis to deliver 
outcomes for intelligent data analysis and management.

Keywords: Natural Language Processing, Topic Modeling, Federated Learning, Latent Semantic analysis, Text Mining 

1.  INTRODUCTION

Open governments and easy-to-contact are usu-
ally the most effective. The government is one of sev-
eral that have recognized the significance of this. This is 
demonstrated by the creation of the Government Web-
site, which addresses the concerns and desires of the 
general public. Facebook, email, and a personal visit to 
the government center’s office are some other ways to 
get in touch with the website. Researchers examine the 
Internet for possible data sources. Researchers can find 
data on websites in various ways. A key component is 

the website's focus on text messaging and its restriction 
on character counts. One more thing about the website 
is that it has an API that makes it accessible from any 
location in the globe. In addition, the Separate Website 
program has a large user base throughout several states. 
Public complaints in the government are also received 
by numerous regional offices through online platforms. 
By evaluating all the searches, the government might 
access the most recent data on the website information 
that the users themselves have contributed. If the gov-
ernment is serious about improving its performance, it 
should hear the recommendations, comments, and 

Volume 15, Number 7, 2024

Saranya M*
SRM Institute of Science and Technology, Kattankulathur
Research Scholar, Department of Computing Technologies, School of Computing
Kattankulathur, Chennai, India
sm2317@srmist.edu.in

Amutha B
SRM Institute of Science and Technology, Kattankulathur
Professor, Department of Computing Technologies, School of Computing
Kattankulathur, Chennai, India
amuthab@srmist.edu.in

Received: March 27, 2024; Received in revised form: June 7, 2024; Accepted: June 7, 2024

*Corresponding author



572 International Journal of Electrical and Computer Engineering Systems

opinions of its citizens. A great deal of information was 
retrieved from these individuals during the interroga-
tion. It would take a very long time to read all of this in 
sequence. However, the government needs answers to 
these questions to move forward; therefore, it would 
be a great shame if they were disregarded. The results 
of this study could help the government do its job bet-
ter. With public support, new policies can be sustained. 
Besides the accelerated procedure, the government 
also can deal with any concerns that might arise. Take 
the licensing procedure as an example. If someone has 
a problem with it, the government should try to fix it by 
making it more clear and transparent.

This investigation utilizes textual data. When text 
documents are grouped, overlapping data results. A 
substantial amount of ground could potentially be ex-
plored with a single inquiry. Consequently, this research 
employed topic modelling methodologies. The objec-
tive of this study is to investigate the application of la-
tent semantic analysis (LSA) and latent Drichlet alloca-
tion (LDA) to topic modelling. A set of methods known 
as topic modelling is employed to uncover concealed 
subjects within a query [1]. There are two perspectives 
from which to examine topics: probabilistic and linear. 
Linear topic modelling is surpassed by positivity topic 
modelling. This is illustrated by the "Latent Semantic 
Indexing" linear topic model. The technique in ques-
tion is referred to as "Latent Semantic Analysis" (LSA). 
Probabilistic topic modelling is illustrated by the works 
of Latent Drichlet Allocation (LDA) and Probabilistic La-
tent Semantic Analysis (PLSA) [2]. The LSA model yields 
results that do not account for the correlation between 
the query and the corpus. Using LDA, one could inves-
tigate the interrelationships between the documents in 
the corpus. Numerous scholars have implemented LDA 
on datasets other than Query data. By applying the LDA 
method for topic modelling, [2] was able to ascertain the 
content that was discussed in People Queries about two 
distinct industries.

One way to train ML models [3] collaboratively without 
revealing any local data is by using Federated Learning 
(FL). It often requires several clients to collaborate with 
one or more servers that mediate the setting of agree-
ments, privacy assurances, and the aggregation of node 
updates. Many researchers are looking into FL's possible 
application in topic modelling because of its privacy-
preserving and decentralized data-leveraging features. 
Many scholars have focused on developing LDA-like 
or federated frameworks [4], whereas others have pro-
posed federated general-purpose topic models [5]. 
FedLSA, also known as Federated Latent Semantic Anal-
ysis, contributes significantly to the large field of data 
science and natural language processing (NLP) research 
by delivering innovative solutions to pressing challeng-
es. FedLSA is a system that allows for the analysis of dis-
tributed text data while adhering to tight privacy con-
straints, which is especially significant in an era where 
privacy is becoming increasingly crucial. Furthermore, as 

the number of edge devices and Internet of Things (IoT) 
technologies grows, its decentralized learning method 
enables collaborative analysis across several data sourc-
es without centralizing the data. This not only ensures 
the ability to handle large volumes of text data but also 
encourages the creation of applications that can be uti-
lized in various fields, including healthcare, finance, and 
social media analysis. FedLSA marks a fundamental shift 
in data science and NLP research. It encourages collabo-
ration and information sharing through federated analy-
sis while maintaining data privacy. This technique user 
in a new era of collaborative, privacy-preserving analysis. 
However, no research has been conducted on federated 
latent semantic analysis implementations. Finding the 
best topic modelling technique for data derived from 
citizen queries in government is the goal of this research. 
Topic prediction often requires a large training dataset, 
which is not always readily available.

Below is a summary of the work's contributions:

•	 Our proposed framework is Fed LSA, which stands 
for federation. With its help, a large number of us-
ers could train a topic model with LSA and SVD. 

•	 Fed LSA to perform even better, recommend com-
bining it with machine learning. The goal of this 
method is to increase the degree to which text fea-
tures resemble their abstract counterparts. 

•	 Using the DigiLocker NAD, IHMCL, Kerala Startup 
Mission, and KILA datasets all of which are publicly 
available online, test our methods to make sure it 
works and also investigate its performance in vari-
ous federated settings.

In this, Federated Latent Semantic Analysis (FedLSA) 
provides a strong framework for studying latent themes 
in text data from many government departments while 
protecting data privacy and confidentiality. FedLSA uses 
secure communication and aggregation techniques to 
allow for collaborative data analysis without centralizing 
sensitive information. The benefits of greater privacy, 
cooperative insights, and scalability make FedLSA an in-
teresting technique for governmental data analysis, de-
spite potential downsides like as communication costs 
and aggregation problems.

2. LITERATURE SURVEY

Text mining is the practice of using appropriate analy-
sis to extract valuable information from a database of 
documents. Text mining uses query data, which is essen-
tially unstructured text data. Data sources can be mined 
for important information using extraction, which in-
volves discovering and analyzing interesting patterns. 
Using preprocessing procedures, text miners can con-
vert the query's unstructured data into an intermediate 
form that is more specifically arranged [6]. The primary 
objective of preprocessing is to enhance accuracy. There 
are several People Queries collections on sites like the 
web. In particular, there is a growing need for automated 
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methods that can read, evaluate, and summarize large 
document sets. Various topic modelling techniques are 
used in numerous applications. Each topic modelling 
technique differs from both centralized and federated 
learning. Table 1 displays the comparison.

Table 1. Comparison of the various topic models

Technique Context Advantages Disadvantages

LDA Centralized

Topics that could be 
easily understood 
and are commonly 

utilized

Requires significant 
computational 
resources and 

highly influenced by 
hyper parameters.

GD Centralized

Efficiently computes 
straightforward and 
positive outcomes, 

capable of 
processing matrices 

with many zero 
elements

Requires the 
specification of 
the number of 
Topics and the 
convergence of 

local minima.

LSA Centralized

The concept is 
straightforward and 

does not require 
a specific Topic 

number.

Assumes linear 
correlations, more 
difficult to analyze

RmsProp Centralized
Documents the 
progression of a 

Logic

Requires data with 
time stamps due 
to its high level of 

intricacy.

Federated 
LDA Federated

Ensures 
confidentiality, 
decentralized 

analysis

Overhead in 
communication 

and intricate 
aggregation

Federated 
GD Federated

Ensures 
confidentiality, 

manages 
decentralized 
information

Secure aggregation 
is necessary 
to address 

convergence 
difficulties.

Federated 
LSA Federated

Efficient and 
expeditious data 

privacy

There are difficulties 
in communication 
and aggregation.

Federated 
RmsProp Federated

Effectively manages 
differences in local 
datasets between 

clients.

Requires a high 
level of intricacy 
and necessitates 
synchronization.

Each topic modelling approach has a unique set of 
tradeoffs. Centralized approaches such as LDA, GD, 
LSA, and RmsProp are effective, but they might be con-
strained by computing resources and data privacy is-
sues. Federated techniques alleviate privacy concerns 
and enable collaborative study of distant datasets; 
however, they add complexity to communication and 
aggregation.

As proposed by [7], the objective of Federated Topic 
Modelling (FL) is to train a model effectively using de-
centralized data from multiple clients. To reduce com-
munication costs without sacrificing performance, 
numerous algorithms have been developed, including 
Fed Avg [8] and FedRmsProp [9]. In general, these al-
gorithms operate in a two-step process: initially, they 
train the model using local data while simultaneously 
synchronizing the server with the latest model weights. 
Each client transmits the modified weights to the serv-
er for aggregation once training is complete. These po-
tent FL algorithms are compatible with our Federal LSA 

architecture. Federated topic models have received 
limited attention from researchers. The federated topic 
modelling approach, as illustrated in reference [10], 
showcases the implementation of novel methodolo-
gies including heterogeneous model integration and 
topic-wise normalization. They implemented an inno-
vative local differential privacy (LDP) technique to fed-
erate the LDA. The focus of this study is topic modelling 
via LDA. The focus of this study, on the other hand, is 
topic modelling in federated environments via LSA.  Re-
cently, there has been much buzz around latent topic 
modelling, which is an unsupervised approach to topic 
discovery in large document collections.  An example 
of such a model is the LDA [11]. Using statistical (Bayes-
ian) topic models, Latent Drichlet Allocation (LDA) is 
a well-liked approach for text mining. A generative 
model of writing is what LDA achieves. Consequently, 
it strives to generate a document that is relevant to the 
given subject. This approach can also process other 
types of data. Various methods, such as latent Drichlet 
co-clustering, topic modelling, author-topic analysis, 
and temporal text mining, use topics to express que-
ries; each topic is a discrete probability distribution 
that specifies the likelihood of each word appearing in 
that topic. These subject probabilities can be used to 
describe a document. In this sense, a "Query" is just a 
"bag of words" sorted just by Topic and word count. As 
shown graphically in Fig. 1 and the LDA Mathematical 
Notation shown in Table 2. The LDA is an example of a 
generative probabilistic model, the next step for LDA 
to produce a specific corpus is to follow the following 
procedure:

1. Choose a distribution, θt ~ D(y), over words for any 
subject t, where t is in the interval {1… t}.

2. For every query Ds, where q is an integer from 1 to 
q, Select a distribution where topics are δq ~ D(α). 
As if they were random variables obeying Drichlet 
distributions with parameters x and y, respectively, 
the word distributions for themes and the docu-
ment topic distributions were considered. The like-
lihood of the corpus in Equation 1 is given by a set 
of Q Queries denoted as D = {D1, D2, …, DQ}.

(1)

Fig.1. Graphical Representation of the LDA Model. 
The blue shade represents the Observed Model. 

Pink Shaded represent the Latent Variable.
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The corpus was subjected to multiple runs of the LDA 
algorithm with varying numbers of topics. They started 
each experiment with the two hyper parameters set to 
x = 0.1 and y = 0.01

Singular Value Decomposition (SVD) is also utilized 
by Latent Semantic Analysis (LSA) to reorganize infor-
mation. Using a matrix-based technique, SVD reorga-
nizes and calculates all contractions of vector space. In 
addition, compute the reductions in vector space and 
arrange them in descending order of importance. The 
meaning of the text can be inferred using the most sig-
nificant assumption if the LSA [12] assumption phase 
does not use the least important assumption. Finding 
words with a similar vector is one approach to finding 
words with many similarities. An important initial stage 
in LSA is to gather a large amount of relevant content 
and arrange it according to topics. In the second step, 
create a matrix that shows how often each word and 
document appears. Kindly provide the cell names (e.g., 
"document a," "terms b") and dimensional values (m for 
terms and n for documents) for each entry so that there 
is no room for misunderstanding.

Table 2. Table of Mathematical Notation in Latent 
Drichlet Allocation

Notation Description

Q Number of Queries in Corpus

N Number of topics

W Number of words in one Query

X hyper Topic-specific parameter  
(if symmetric scalar vector t)

Y pre-word distribution hyper parameter  
(if symmetric scalar vector)

α Topic Mixture ratio QXT Matrix (one row per Q Query)

θ Word distribution TXS Matrix ( S is the size of Vocabulary)
topic t with θt

a topics generating word Q vectors(one per w words)value 
of at is in (1…t)

Running the calculations and making adjustments 
to each cell is the third stage. To conclude, SVD is go-
ing to be an enormous assistance in calculating all the 
diminutions and creating the three matrices. The SVD 
operational principle was discussed in Section III.

This research has connections to three different 
fields: federated learning, similarity information, and 
LSA-based [13] topic modelling. a) One method for 
training models proposed by [14] is FL, which stands for 
Federated Topic Modeling. Its objective is to facilitate 
the effective utilization of distributed data among sev-
eral People. Since its inception, numerous algorithms 
have been developed to reduce communication costs 
without compromising performance. These include Fe-
dAvg's and FedRmsProp. There are usually two steps to 
these algorithms in a typical implementation: first, the 
clients use local data to train the model while synchro-
nizing the most recent model weights with the server. 
After training is completed, the clients send the up-
dated weights back to the server for aggregated data. 

These cutting-edge FL algorithms are compatible with 
the proposed Fed LSA design. Few academics have fo-
cused on federated topic modelling. As an illustration, 
federated topic modelling has been described in [15]. 
It integrates innovative approaches such as topic-wise 
Semantic analysis, private Metropolis-Hastings, and 
heterogeneous model integration. Constructed feder-
ated LDA using a novel local differential privacy meth-
od. The major focus of this study is LDA-based topic 
modelling. In contrast, this study delves into LSA-based 
topic modelling in federated settings.

3. METHODOLOGY

Federated Latent Semantic Analysis (FLSA) is an ap-
proach that ensures the preservation of privacy while 
analyzing vast quantities of text data distributed across 
multiple clients, including institutions and smartphones. 
The methodology commences by assigning unique lo-
cal datasets to each client and initializing local models 
with shared initial parameters. At the local level, individ-
ual clients perform data preprocessing, compute Term 
Frequency-Inverse Document Frequency (TF-IDF) vec-
tors, and employ Singular Value Decomposition (SVD) to 
extract latent semantic structures. Based on their LSA re-
sults, clients subsequently generate local model updates 
and implement privacy-preserving strategies. Local up-
dates are transmitted to a centralized server, which se-
curely aggregates them while maintaining the confiden-
tiality of individual data. By merging local modifications, 
the server modifies the global model and returns the up-
dated model to the clients. The updated global param-
eters are subsequently incorporated into the local models 
by the clients, thereby enhancing the local LSA tasks. The 
process is iterative, consisting of multiple iterations of lo-
cal processing and global aggregation. This iterative ap-
proach progressively enhances the global model, thereby 
improving the accuracy and generalizability of the latent 
semantic structures, all the while safeguarding data pri-
vacy. Several FedLSA stages are illustrated in Fig. 2. 

By utilizing Latent Semantic Analysis (LSA), the dimen-
sionality of a document representation is diminished. In 
a word vector, LSA employs a vector comprising latent 
semantic concepts. A large word-document matrix is 
subjected to singular value decomposition (SVD) by LSA 
[14] to reduce the dimensionality of the data.

Fig 2. Stages of Federated Latent Semantic Analysis
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(2)

(3)

Additionally, the topic of the paper and each word 
are generated using Singular Value Decomposition. 
Finding two semantic vector matrices A and B for a ma-
trix M such that M~AB and two matrices W and H such 
that M ≈ WX are the three main goals of LSA. Cutting 
down on the following L (φ) loss concerning W and X is 
an easy way to do it.

(4)

It is possible to express each document using a count 
(column) vector overlaid on top of the bag-of-word rep-
resentation. Concerning the i-th client, Mi represents 
the count feature matrix for documents. The union of 
all matrices with i = 0,..., X allows for the decomposition 
of this matrix.

3.1. FEDERATED LSA

The FedLSA factorization procedure for client-distribut-
ed matrices is illustrated in Fig. 3. Use the GD algorithm to 
minimize loss within the federated learning architecture. 
However, as shown in Section IV studies, using FedAvg's 
approach to optimize the loss on each client alone results 
in poor topic models. Below are the factors that FedLSA 
follows. Imagine a network of X client devices, where the 
i-th device's data distribution function (ddi) might vary for 
different values of i. In distributed learning environments, 
X clients are usually trained using a single global model. 
Finally, under the assumption of a Federated Semantic 
Analysis (FedLSA) architecture with layers = 0,..., L, all cli-
ents share the set of weights φ = {W} L=0. Mastering the 
art of limiting the average loss for every client could help 
achieve the global goal. This is the general principle be-
hind many federated learning approaches.

For instance, fedLSA aims to minimize the following 
goals in Equation (5): 

The Weight of each device i, represented as Ni > 0, 
and the number of Peoples, X, are input into the local 
objective function, Li (φ):= Pxi∼ddi [li (xi; φ)].

Fig. 3. Architecture of Client distributed Matrices 
using Federated LSA Model

Aiming for a compromise between X distinct local 
models and one global model is the optimal approach 
to data utilization. Ensure that all models utilize the 
same vocabulary of combined components, but have 
each client modify their model by their specific distri-
bution in their local area. By factorizing the subsequent 
equations (1) and (2) using layer-wise decomposition, 
they construct each weight matrix.

Algorithm1. Federated Latent Semantic Analysis for X 
Number of Clients Communication
Server Side Execution
1 Server Executes:
2 Initialize W (0) and φ
3 for each round r= 0, 1,2 . . . do
4 Qr ←( group of X clients)
5 for each client i ∈ Qr in parallel do
6 (W(r+1)
 i, φ (r+1)
 ) ← Update (i, W(r), φ (r))

Three matrices comprise a massive term-document 
matrix: one for documents, one for singular values, and 
one for concepts and terms. To reduce the dimension of 
the word document matrix, singular value decomposi-
tion (SVD) is abstained from in this instance. This meth-
odology is founded upon two fundamental assump-
tions: (1) the number of subjects addressed in each 
document and (2) the vocabulary size corresponding 
to each subject as determined by Equations (2) and (3), 
respectively. Let us consider two variables: the number 
of subjects (T) and the size of the vocabulary (V). Within 
the given context, the notation ³ (t, d) signifies the occur-
rence of topic t in document d, whereas γ (w, t) denotes 
the creation of term w by topic t. The following is one 
possible configuration for the two assumptions:

(5)

Unfortunately, statistical heterogeneity means that 
there is no silver bullet when it comes to fitting the 
global model to individual clients. This, in turn, impacts 
the degree to which a client's local distribution re-
sembles the population distribution. People who share 
fewer attributes might view this strategy as unfair. In 
comparison, X local models = {W' i} L = 0 are learned, 
where each model is trained using only ddi.

The data distribution of each client i determines the set 
of weights χi to the maximum extent possible. Consider-
ing that each client typically has limited data that may 
not be sufficient to train a comprehensive model without 
over fitting, the total number of parameters that must be 
learned across all clients increases as X decreases. Using 
shared learning problems or comparable client data dis-
tributions, simultaneously learn X distinct models.
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7 end for
Client Side Execution
1 Client Update (i, W, φ): //Run on client i
2 for each local updation from 0 to U do
3 For each Wx∈φ
4 φM Compute the Similarity Measure
5 loss L is defined in Eq. (3)
6 return (W, φ) to serve
7 end for each
8 end

Algorithm 1 displays the entire pseudo code of the 
proposed FedLSA framework. This method describes 
execution on the server and client sides. Existing Fed-
erated learning algorithms like FedAvg's and FedRm-
sProp are compatible with this architecture, which is 
dubbed FedLSA.

4. EXPERIMENTAL RESULTS

Demonstrate the efficacy of our algorithms by run-
ning them on many publicly available datasets and 
comparing their results with those of the state-of-the-
art FedLSA. Python Tensor Flow is used to implement 
all the models.

4.1. DATASETS

In the tests, the four real-world text datasets represent 
People's Queries related to different topics. Tesz, which 
stands for "Questions and Answers in Various People 
Queries," is associated with the following four datasets. 

a. Digi locker NAD: This dataset is a subset of Dig lock-
er, which contains user queries about many do-
mains, including education and various schemes. 
Around 1,250 authentic and encrypted queries 
written in English make it up. 

b. IHMCL: Transportation-related queries, such as Fas 
tags, are a component of the Government High-
way Management, which includes this data set. It 
has 800 queries written in English and authorized 
by users.

c. Kerala Startup Mission: One thousand queries 
for the Kerala State's Medical and Educational 
Schemes are contained in this collection. The Gov-
ernment of Kerala was responsible for its upkeep. 

d. KILA: This is a database of 2000 questions about 
various forms of education (seminars, conferences, 
workshops, etc.) that have been posted on People. 
The Kerala government made this dataset available.

Table 3 shows the fundamental statistics of the da-
tasets. "Files" indicates the total number of queries in 
the Records dataset, "terminology" indicates the total 
number of terms in the dataset, and "types" indicates 
the total number of categories in the dataset. A data-
set's "Record length" is its mean Record length. After 

removing stop words and tokens using text prepro-
cessing techniques, the figures were calculated. For our 
experiments, they used 70% of the datasets for training 
and 30% for testing.

Table 3. Data Preprocessing

Dataset Files(Queries) Terminology Types(Fields)
DigiLockerNAD 1200 2300 3

IHMCL 800 1280 4

Kerala Startup 
Mission 1000 1600 2

KILA 2000 3460 5

4.2. COHERENCE METRICS

For query-based data, three separate types of coher-
ence metrics should be used: PMI, LSA, and Word Em-
bedding (WE) [11]. Here, we will go over the 9 metrics 
that come out of these measurements. It begins by 
outlining the existing PMI- and LSA-based metrics for 
theme consistency assessment and then provides a 
novel Word Embedding-based statistic. The top n = 20 
words ({w1, w2,..., w10}) chosen based on their prob-
abilities (p (w|z)) in the collection µ could represent a 
topic t inside this subject. One could determine the co-
herence of a topic by averaging the semantic similarity 
of the word pairs related to it (Equation (6).

(6)

Demonstrated that the pair-word PMI might represent 
the coherence [16] of topics identified in both the stan-
dard and Query corpora. For additional accuracy, they 
could use Equation (6) to determine how similar wa and 
wb are. This is accomplished by pulling co-occurrence 
statistics from a backdrop corpus that contains DigiL-
ocker NAD, IHMCL, KILA, and the Kerala Startup Mission. 
Equation (1) is also used for this objective.

Note that to precalculate the PMIs of word pairs, cer-
tain extra datasets are required. Finding out how simi-
lar two-word pairings are in meaning is another usage 
of LSA [17]. Words are represented by dense vectors in 
the reduced LSA [18] space (Vxi) to apply LSA. To obtain 
this vector from a background corpus, Singular Value 
Decomposition is employed. The degree of similar-
ity between two words can be assessed using the LSA 
metric [19], which uses a cosine function to calculate 
the distance between the word vectors. The following 
is substituted into Equation (6) within Equation (7) to 
accomplish this:

(7)

As indicated before, word embedding is more accurate 
than LSA. Table 5 displays the results of the coherence 
score for several topic modelling techniques. The topics 
generated by federated learning approaches, such as 
FedLDA, FedAvg, FedGD, and FedRmsProp algorithms, 
are of high quality. These algorithms provide instances 
of topic terms on the dataset. Table 5 demonstrates that 
FedLDA tends to produce repetitive subjects. 
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Table 4. Table of Notations for Topic Coherence

Notation Description
CS Coherence Score

PMI Point Wise Mutual Information

Wa, wb Two Different Kind of Words

Vxi Vector Space

p(wa), p(wb) Probability of a Particular word

According to Equation (8), the cosine similarity of 
two words' word vectors is larger when the words have 
a comparable semantic meaning.

(8)

Table 5. Coherence Score of Topic Modeling 
Methods

Technique DigiLockerNAD IHMCL  Kerala Startup 
Mission KILA

LDA 0.524 0.410 0.523 0.467

LSA 0.536 0.456 0.510 0.426

LDAGD 0.517 0.345 0.444 0.356

LSAGD 0.578 0.444 0.543 0.432

FedLDA 0.657 0.334 0.437 0.543

FedLSA 0.432 0.523 0.324 0.326

FedGD 0.523 0.432 0.324 0.467

FedAvg 0.434 0.433 0.456 0.345

FedRMSprop 0.343 0.435 0.439 0.346

Fig. 4. Topic Coherence of Various Topic Modeling 
Techniques

They examined the similarity between WE, PMI, and 
LSA measures and human evaluations using the meth-
odologies described in Section III. They also examined 
whether the WE-based metric could capture the coher-
ence of People Queries topics.

While the topics of FedAvg and FedRmsProp appear 
diversified, they are less informative and lack coherence. 
The Topic Quality of FedLSA is superior to those of other 
methods. Fig. 4 displays the coherence score graphically. 
Not long ago, this investigation was conducted. Appli-
cation of Word Embedding vectors Vwa, which are ob-
tained using a Word Embedding model that has been 
pre-trained on a large text dataset. The Topic Coherence 
Notation is displayed in Table 4.

4.3. COMPARISON METHODS

From centralized to federated, these are the topic 
modelling strategies they used in our studies.LDA and 
LSA are examples of traditional topic models used with 
centralized text data.

•	 Centralized GD-based Methods: To confirm that Se-
mantic analysis is effective for the centralized LSA 
topic modelling, they incorporate GD-based LSA 
[9] methods (LSA+GD) into our trials. The main idea 
of LSA+GD is to maximize LSA's least square loss 
using mini-batch GD. 

•	 Three federated topic modelling approaches are 
put into practice by us: FedAvg, FedGD, and Fe-
dRmsProp; FedLSA, which is based on variational 
inference; and FedRmsProp.

4.4. EXPERIMENTAL SETUP

In this experiment, they constructed datasets for sever-
al clients according to the methods described in [20]. For 
the sake of precision, it is assumed that the training sam-
ples for each client are chosen at random with class labels 
based on a categorical distribution over l classes, where 
v is a vector with elements (vi > 0, i ∈ [1, l] and Pvi = 1). 
They pull v∼ Dir (µq) from a Drichlet distribution, where q 
is the label distribution of a specific dataset and β controls 
the degree of client identity, to generate a set of clients 
that are not identical. Every client has the same distribu-
tion relative to q as β gets closer to infinity. On the other 
hand, as β gets closer to zero, each client only saves in-
stances from one label. To conduct our experiments, they 
manipulated the heterogeneity of the client data using β 
and generated different FL settings by changing the client 
number N. Throughout the experiment, they allocated N 
to the set {10, 20, 30, 40}. They divided the overall sample 
size by the People number N to obtain the number of 
documents (Queries) given to each client. This ensured 
that our results would be similar. They then create a test 
and training set using the aggregated topic weight vec-
tors from all documents. They then used the findings to 
calculate the accuracy and macro F1 score using a Logistic 
Regression (LR) classifier. Federated topic modelling is the 
next step in this procedure. By adjusting the value of n to 
10, 20, 30, and 40 for all datasets, thorough results were 
obtained. This federated topic modelling method uses a 
constant participant fraction of P = 1 throughout all itera-
tions. With each cycle, they tweaked the local batch size 
from the set {20, 40, 60, and 80} and the local GD train-
ing epoch count from the set {10, 20, 30, and 40}. When 
FedAvg and FedRmsProp are run by default, the hyper 
parameters are set to [21].

5. RESULT AND DISCUSSION

Following this, discuss more about the topics pro-
duced by the top model, which is the optimized LSA 
model that performed best across all of these criteria 
in terms of the topic Coherence Score. Not only are the 
five resulting subjects easily distinct but they are also 
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thoroughly relevant and cohesive. Look at Table 6 for 
the subject keywords for every single idea. Additional-
ly,	it	delves	further	into	each	subject:	•	DigiLocker	Non-
Disclosure Agreement: This covers matters about the 
realm of education and student conduct. The fact that 
users provide comments on elements about education 
suggests a strong connection with the Dig Locker app, 
and this app in particular. User comments regarding 
app performance and troubleshooting in the educa-
tion domain are the focus of this section.

•	 IHMCL People Support: This section addresses 
Transportation-Related Questions, Concerns, and 
management, service-related problems, fast tags, 
and Toll Information. The significance of depend-
able and trouble-free transportation services for 
individuals is showcased. Regarding the Kerala 
Startup Mission, this section addresses public com-
ments on health and education initiatives. Surpris-
ingly, it is highly related to the knowledge and 
expertise acquired by the Kerala Government's 
various schemes. Disagreements over the app's us-
ability and user interface are widely discussed. 

•	 KILA: This category houses all of the questions that 
attendees of educational events like seminars, con-
ferences, and workshops may have.

Table 6. Keywords related to each Topic based on 
the Dataset

Topic Topic Keyword

1 ['Student',' Certificate', 'Digital’ ‘new', 'download']

2 ['People', 'Transport', 'Renew', 'FasTag', 'car']

3 ['Citizen', 'Medisep', 'Scheme',' Scholarship']

4 ['Education', 'Conference', 'Seminar',' workshop']

Tables 5 and 7 show the results of text classification 
metrics and coherence scores for different topic model-
ling methods across the four datasets and the graphic 
representation shown in Fig. 5. On four separate top-
ics (X=10, 20, 30, and 40), they averaged the provided 
coherence scores, F1 scores, and accuracy values. The 
setting for the FL environment is φ = 1.5 and X = 10. 

These are the key points to remember. First, these 
papers are typically shorter than 20 words in length, 
and when they compare classical LDA with LSA, They 
see that LSA performs better on all datasets. Therefore, 
when it comes to People Query data, LSA typically per-
forms better than LDA. 2) Modeling LSA topics in fed-
erated and centralized environments. The coherence 
score and classification both reveal this. As an example, 
Table 5 shows that across all four datasets, LSA+GD 
produces consistently higher F1 scores than LSA+GD in 
centralized learning, with the 15% gap being most pro-
nounced on KILA. The efficacy of LSA-based topic mod-
elling is demonstrated. 3) On all four datasets, FedLSA 
techniques (including FedAvg, FedGD, and FedRM-
SProp) outperform FedLDA among the federated topic 
models. Both the F1 Score and the Accuracy display 

this. Table 7 shows that across all four datasets used for 
centralized learning, LSA+GD consistently outperform 
LSA in terms of F1 scores. 

Table 7. Evaluation Metrics for Four Different 
Datasets with Four Topic

Dataset 
Metrics

DigiLockerNAD 
F1score Acc

IHMCL 
F1score Acc

Kerala 
StartupMission 

F1score Acc

KILA 
F1score 

Acc

LDA 0.424   0.433 0.487   0.423 0.342   0.354 0.468   0.456

LSA 0.436   0.456 0.490   0.543 0.536   0.654 0.593   0.482

LDAGD 0.417   0.443 0.478   0.453 0.517   0.543 0.467   0.432

LSAGD 0.435   0.480 0.455   0.523 0.578   0.565 0.478   0.453

FedLDA 0.357   0.467 0.489   0.437 0.657   0.475 0.512   0.342

FedLSA 0.523   0.554 0.467   0.565 0.432   0.588 0.489   0.553

FedGD 0.563   0.356 0.356   0.543 0.523   0.432 0.543   0.454

FedAvg 0.443   0.453 0.498   0.453 0.434   0.523 0.465   0.431

FedRMSprop 0.346   0.325 0.489   0.465 0.343   0.443 0.343   0.345

a) Digi Locker NAD

b) IHMCL

c) Kerala Startup Mission



d) KILA

Fig. 5.The Performance of Various Federated Latent 
Semantic Analysis Techniques

Comparison of Overall Performance to that of Related 
Articles Using locally stored documents, this research 
presents FedLSA, a framework for federated topic mod-
elling algorithms based on LSA that generate high-
quality topics. To mitigate the impact of client-side data 
heterogeneity on performance. Decentralized short text 
analysis and short document content mining are just 
two of the many potential uses for our FedLSA algo-
rithms in light of the rising tide of privacy concerns.

6. CONCLUSION

Fed LSA is a framework that is introduced in this ar-
ticle to support federated topic modelling approaches 
that are based on LSA. Whether the documents are 
stored locally or not, these approaches could still pro-
duce high-quality topics. They provide the FedLSA de-
sign to fix performance problems brought on by data 
heterogeneity on the client side. Semantic analysis fur-
ther optimizes the relationship between topic weights 
and the amount of input text. This elucidates the possi-
ble benefits of LSA for subject modelling. In light of the 
growing number of privacy concerns, our FedLSA algo-
rithms have numerous potential uses, one of which is 
the distributed analysis of People Query documents.
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Real-Time Solid Waste Sorting Machine 
Based on Deep Learning
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Abstract – The collection and separation of solid waste represent crucial stages in recycling. However, waste collection currently 
relies on static trash bins that lack customization to suit specific locations. By integrating artificial intelligence into trash bins, we can 
enhance their functionality. This study proposes the implementation of a sorting machine as an intelligent alternative to traditional 
trash bins. This machine autonomously segregates waste without human intervention, utilizing deep learning techniques and 
an embedded edge device for real-time sorting. Deploying a convolutional neural network model on a Raspberry Pi, the machine 
achieves solid waste identification and segregation via image recognition. Performance evaluation conducted on both the Stanford 
dataset and a dataset we created showcases the machine's high accuracy in detection and classification. Moreover, the proposed 
machine stands out for its simplicity and cost-effectiveness in implementation.

Keywords: Waste, deep leaning, raspberry pi, artificial intelligence, sorting machine

1.  INTRODUCTION

The surge in population and industrialization has led 
to a significant increase in daily waste production. Ac-
cording to statistics from the World Bank, global mu-
nicipal solid waste generation exceeds 2 billion tons 
annually, a figure expected to soar to 3.4 billion tons 
by 2050 [1].

Waste in gaseous, liquid, or solid form poses a sig-
nificant environmental threat if not properly managed 
and segregated. The Senior Director of the Social, Ur-
ban, Rural, and Resilience Global Practice at the World 

Bank underscores the urgency of implementing ef-
fective solid waste management practices to achieve 
sustainable development goals, which prioritize waste 
reduction and recycling [2].

Recycling is crucial for ecological preservation and 
promoting circular economies [3]. However, its benefits 
are limited because only 13.5% of global waste is recy-
cled, primarily due to insufficient collection and sorting 
infrastructure. Furthermore, 33% of waste is openly dis-
carded without preliminary sorting, while mixed waste 
disposal remains prevalent [4].
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While manual sorting persists in some waste man-
agement systems, it introduces various challenges. 
These include the risk of contamination from bacteria 
and viruses, the requirement for a large workforce, and 
the associated expenses of training and oversight [5].

Developed nations are steadily adopting automated 
waste management systems to facilitate the advance-
ment of intelligent and sustainable cities. These sys-
tems harness cutting-edge technologies like robotics 
[6], artificial intelligence [7], and the Internet of Things 
[8], sparking considerable research interest in this field.

In robotics, Aitken et al. [9] have devised an automated 
system for nuclear waste treatment utilizing a robotic 
arm. This system aims to execute tasks that are repetitive 
and hazardous for humans. On the other hand, Gupta et 
al. [10] have presented a cost-efficient solution for defin-
ing routes for the mobile autonomous robot assigned 
to litter emptying. This proposal aims to alleviate the 
impact on workers' health, reduce greenhouse gas emis-
sions, and minimize operational expenses.

Given the success of artificial intelligence in various 
fields like medicine [11], biology [12], and environment 
[13], recently several researchers have conducted stud-
ies on using AI for automatic waste management. For 
example, Majchrowska et al. [4] used deep learning 
to detect waste in natural and urban environments. 
Furthermore, the studies presented by [14-18] have 
proposed a deep-learning model for waste classifica-
tion. Mittal et al. [19] created a smartphone applica-
tion called Spotgarbage, which utilizes a Convolutional 
Neural Network (CNN) and enables citizens to monitor 
the cleanliness of their neighborhood by tracking gar-
bage. In contrast, The dangers posed by medical waste, 
such as viruses and bacteria, motivated Zhou et al. 
[5] to propose a classification method based on deep 
learning for medical waste classification. This method 
identifies eight types of medical waste: gauze, gloves, 
infusion bags, bottles, infusion apparatus, syringes, 
needles, and tweezers. Machine learning methods are 
employed in municipal solid waste classification [20] 
and are also utilized in container management through 
sensor measurements [21, 22]. Yang and Thung [23] 
combined machine learning and deep learning tech-
niques by using the support vector machine and 
convolutional neural network to classify waste into 
six classes: glass, paper, metal, plastic, cardboard, and 
trash. On the other hand, the Internet of Things (IoT) 
technology has been employed with both machine 
learning in [24] and deep learning for waste manage-
ment systems in [25].

A growing trend in automatic waste management 
involves the implementation of Smart Waste Bins [26]. 
Initially, researchers suggested improving waste bin 
control through level detection sensors [27, 28] and uti-
lizing remote control via mobile applications or Global 
System for Mobile Communications (GSM) technology. 
For example, Monika et al. [29] employed an intelligent 
bin equipped with an ultrasonic sensor to monitor the 

saturation of the dustbin. The authors employed the 
GSM technology to alert the authorities to manage the 
dustbin. Additionally, convolutional neural networks 
have been integrated into waste bins for efficient trash 
segregation [30, 31].

Despite ongoing research, the current waste collec-
tion and sorting involves using trash bins equipped 
with labels or colors to help individuals correctly dis-
pose of waste into designated containers. However, 
variations in these labels across countries can confuse 
some individuals.

Moreover, citizens frequently make errors in their 
waste disposal practices. Another limitation of existing 
trash bins is their lack of customization based on specif-
ic deployment locations. For instance, waste generated 
in hospitals differs significantly from that produced in 
stadiums, public gardens, educational institutions, and 
other settings.

In this research, our focus is on educational institu-
tions, where we propose the implementation of a sort-
ing machine as an alternative to conventional trash 
bins. We designed this machine to autonomously seg-
regate waste without requiring human intervention. 
Since plastic bottles and paper are the primary waste 
generated in educational institutions and universities, 
efficiently collecting and sorting these items has be-
come crucial for streamlining the recycling process.

Plastic waste constitutes a significant threat to the 
environment. The United Nations Environment Pro-
gramme (UNEP) estimated that there could be more 
plastic than fish in the ocean by 2050 [32]. Plastic waste 
not only affects our oceans but also infiltrates our food 
supply as microplastics and nanoplastics, posing a sig-
nificant threat to human health. Paper is also a part of 
our daily waste and impacts the environment. Discard-
ing paper due to printing errors, packaging, and ad-
vertising posters is a daily practice that we engage in 
without fully recognizing its ecological and economic 
impact.

The primary contributions of this article include:

•	 Introducing the structure of the sorting machine 
along with its operational diagram.

•	  Evaluating two mobile architectures — MobileNet 
and NASNet-Mobile — as the backbone for our fi-
nal model.

•	 Sharing the paper and plastic waste images data-
set, and the Python source code of the machine.

The manuscript is structured as follows: The Materials 
section presents an overview of the machine's compo-
nents and functionality. In the Method section, we will 
elaborate on the convolutional neural network model 
utilized in our proposal. We will present the evaluation 
results in the Results and Discussion section. Section 5 
presents the conclusion of the article.
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2. MATERIALS 

2.1. GENERAL OvERvIEW 
 Of ThE pROTOTypE MAChINE

The machine aims to identify and categorize paper 
and plastic bottles waste. By doing so, the machine can 
aid in simplifying the waste segregation process for 
municipal corporations. We chose these two types of 
waste due to their high frequency of being discarded 
in educational institutions and their recyclable nature. 

The prototype machine works as follows: 

As a student approaches the waste disposal machine, 
a motion sensor detects their presence, and the ma-
chine’s window opens to allow them to dispose of their 
waste. After the disposition of the waste, a Raspberry 
Pi camera captures an image, and a convolutional neu-

ral network (CNN) model identifies and classifies the 
waste type. The servomotor then swings the support 
that holds the waste towards the appropriate contain-
er. The machine contains two compartments: one for 
paper waste and the other for plastic bottles. 

To further encourage students to recycle waste, we 
designed the prototype machine to provide a reward 
after throwing a fixed number of plastic bottles, for ex-
ample, nb=4. A box containing pens opens, allowing 
them to claim a pen as a reward.

This approach creates an educational and interac-
tive way to promote waste segregation and recycling, 
encouraging students to engage in sustainable prac-
tices. Fig. 1 presents the UML state machine diagram 
that illustrates the various states and the responses to 
different events. We create this diagram using Astah 
software.

fig. 1. The state machine diagram

2.2. MAChINE COMpOSITION

The machine has two main components: the elec-
tronic component box and two physical parts.

The top part of the machine handles the processing 
tasks, including the detection, recognition, and classifi-
cation of waste.

The bottom part houses the containers designated 
for paper and plastic waste. The design of the proto-
type machine shown in Fig. 2 was modeled using Solid-
Works software.

•	 Electronic component box

The electronic components used in the prototype 
machine, including the Raspberry Pi, Pi Camera, and 
servomotors, are housed in the electronic component 
box for protection. Fig. 3 shows the electronic circuit of 
the prototype machine. 

The source code for the prototype machine is acces-
sible at the following link: https://github.com/Nedjar-
Imane/Sorting-Machine/tree/main

fig. 2. Machine’s design
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fig. 3. Electronic circuit of the prototype machine 
created using FreeCAD software

•	 The upper part of the prototype machine

Window: the upper part of the prototype machine 
features an opening where students can deposit the 
waste. An obstacle avoidance sensor (E18-D80NK) is 
placed at the top of the window to detect incoming ob-
jects. The servomotor (Metal gears RG996R) operates 
the window to ensure smooth and efficient operation.

Sorting board: once the sensor detects an object, the 
window opens automatically, and the user can throw 
their waste into the machine. There is a sorting board 
inside the prototype machine. It turns to the right for 
plastic waste and the left for paper waste.

Box of pens: we developed this prototype machine 
for educational institutions to encourage students to 
recycle waste. When a student throws a specified num-
ber of plastic bottles, the box of pens opens, allowing 
the student to take a pen. The servomotor operates the 
opening mechanism of the box.

•	 The lower part of the prototype machine

This part is designed to sort the waste into two con-
tainers.

3. pROpOSED METhOD 

3.1.  DATASET

We have collected and organized our dataset titled 
'Plastic and Paper Waste' by taking photos with mobile 
phones in our homes and at the university (see Fig. 4).

The 'Plastic and Paper Waste' dataset contains 400 
images for each class, encompassing diverse papers 
and plastic bottles captured in various positions, states, 
lighting conditions, and backgrounds.

In our experiment, we also used the Stanford data-
set [23], which includes images of trash against a white 
background organized into six classes.

The Stanford dataset contains 594 images of paper 
and 319 images of plastic bottles. To balance the data-
set, we augmented the number of plastic bottle images 
to 594 using techniques such as rotation and zoom.

(a) (b)

fig. 4. Images from our dataset with different 
backgrounds (a) Paper, (b) Plastic bottle

3.2. CONvOLUTIONAL NEURAL NETWORk 
 MODEL

The remarkable achievements of CNN-based archi-
tectures are notably outstanding, particularly in com-
puter vision, where accuracy levels often approach 
perfection.

Our system is specifically tailored for real-time de-
tection and classification of paper and plastic, utiliz-
ing CNN for these tasks. In this study, we opted for the 
MobileNet and NASNet-Mobile neural network archi-
tectures for classification, chosen for their suitability in 
the context of mobile and embedded devices. Several 
recent studies have used these neural network archi-
tectures, such as [33, 34], in addition to real-time video 
applications where processing speed is crucial [35, 36].

•	 MobileNet

Google's MobileNets architecture [37] is tailored for 
mobile and embedded vision applications due to its 
lightweight design. Its efficiency stems from the dep-
thwise separable convolutions instead of full convo-
lutions. MobileNet introduces two parameters: Width 
Multiplier (α) and Resolution Multiplier (ρ), which en-
hance the architecture's flexibility.

•	 NASNet-Mobile

Neural Architecture Search Network aims to discov-
er an optimal CNN architecture using reinforcement 
learning. NASNet is a technique developed at Google 
Brain for searching through a space of neural network 
configurations [38]. The optimized version, based on 
Normal and Reduction-Cells, is known as NASNet-Mo-
bile. Normal Cells are convolutional cells that return a 
feature map of the same dimension as the input, while 
Reduction Cells are convolutional cells that reduce 
the feature map’s height and width by a factor of two. 
These cells are combined to create the complete neural 
network optimized for a specific task while minimizing 
the computational resources needed for training and 
inference.
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3.3. RASpBERRy pI AND TENSORfLOW LITE

•	 Raspberry Pi 
Is is a single-board computer developed by the Rasp-

berry Pi Foundation. The Raspberry Pi boards are about 
the size of a credit card and feature a range of input/
output pins that connect to sensors, motors, and other 
electronic components.

•	 TensorFlow Lite
It is a lightweight framework for deploying deep 

learning models on mobile and embedded devices. It is 
an optimized version of the popular TensorFlow library. 
With TensorFlow Lite, models can run locally on the de-
vice without relying on cloud-based services, allowing 
for real-time processing and lower latency.

In this work, we installed the proposed system on a 
Raspberry Pi to ensure real-time detection and classi-
fication. Additionally, we have used the library Tensor-
Flow Lite as background for the CNN model.

3.4. EvALUATION METRICS

The measures considered for evaluating the CNN 
models rely on various metrics, including accuracy, pre-
cision, recall, F1 score, and kappa statistic.

(1)

(4)

(3)

(2)

where: TP refers to True Positive, and TN refers to True 
Negative, which indicates the correct classification of 
plastic bottles and paper images.

On the other hand, FP refers to False Positive, and FN 
refers to False Negative, which indicates the misclassifi-
cation of plastic bottles and paper images.

(5)

The Kappa Statistic [39] is calculated from the vari-
ance between the observed agreement (Po) and the 
expected agreement (Pe), highlighting the difference 
between the actual agreement and what would be ex-
pected by chance alone.

4. RESULTS AND DISCUSSION 

We conducted the evaluation using both our dataset 
and the Stanford dataset. During the training process, 
we applied transfer learning, whereby we initialized 
the CNNs with pre-trained ImageNet weights. 

We also employed a fine-tuning strategy to improve 
the prediction by adding extension layers to the CNNs.

These extensions consist of a Global Average Pooling 
layer, a Dense layer, and a Dropout layer. 

The stochastic gradient descent optimizer [40] was 
used, with a momentum equal to 0.9, a learning rate 
of 1e-4, and 20 epochs for training. We used the cross-
entropy loss function L, as shown in equation (6), which 
increases when the predicted probability diverges from 
the correct label.

(6)

where y is a binary indicator, with values of 0 or 1, de-
noting whether the class label 'c' accurately identifies 
observation 'o'. Similarly, p represents the predicted 
probability of observation 'o' belonging to the 'c' class.

The experiment consisted of testing each dataset 
individually, followed by combining them.We split the 
datasets into a training set (80%) and a validation set 
(20%). Fig. 5 shows that both models achieved accu-
racy levels above 96% and 98%.

fig. 5. The accuracy obtained for each dataset

MobileNet outperformed NASNet-Mobile in all da-
tasets. We combined the Stanford and the proposed 
dataset to address the overfitting issue in classification.

MobileNet achieved the highest score of 99.50% with 
an error rate of 0.0136 on the combined dataset (see 
Fig. 6 and Fig. 7 ). In Table 1, we have compared the 
metric values of  kappa, precision, recall, and F1 score 
for MobileNet and NASNet-Mobile. The results ob-
tained showed that MobileNet outperforms NASNet-
Mobile for all the metrics used. Based on the results of 
the experiments, MobileNet has been chosen as the 
base model for our machine (see Fig. 8 ).

fig. 6. The accuracy of MobileNet on the combined 
dataset
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fig. 7. The loss of MobileNet on the combined 
dataset

Table 1. Kappa, Precision, Recall and F1 score 
obtained for combined dataset

kappa precision Recall f1 score

Paper Plastic Paper Plastic Paper Plastic

MobileNet 0.98 0.99 1.00 1.00 0.99 0.99 0.99

NASNet-
Mobile 0.94 0.96 0.98 0.98 0.96 0.97 0.97

fig. 8. The architecture of our model based on 
MobileNet

To enhance the convergence and generalization per-
formance of the model, we applied Cyclical Learning 
Rates (CLR) to our model.

The concept behind CLR is to discover an optimal 
learning rate schedule by systematically varying the 
learning rate throughout the training process. Instead 
of using a fixed learning rate in training neural net-
works, CLR dynamically adjusts the learning rate cycli-
cally, oscillating between a minimum and maximum 
value over a predefined number of iterations [41].

We have chosen a minimum learning rate of 1e-4 and 
a maximum learning rate of 1e-1.

We present the CLR schedule obtained in Fig. 9.

Applying CLR to our model has improved the accuracy 
obtained while accelerating the training process. Fig. 10 
shows that all the metrics have improved, reaching 100%.

fig. 9. Cyclical Learning Rates schedule

fig. 10. The metrics obtained using the SGD 
optimizer with and without CLR on our model for 

the combined dataset

From 398 test images, which included 199 images of 
plastic bottles and 199 paper images, there were only 
two misclassified images by our model without CLR.

We obtained a paper precision of 99%, plastic bottle 
precision of 100%, paper recall of 100%, plastic bottle 
recall of 99%, Kappa of 98%, and F1 score of 99%. In 
addition, When we used the proposed model with CLR, 
the two misclassified images were correctly classified, 
resulting in an improvement in the values of all metrics, 
reaching 100%.

Since our model runs on a Raspberry Pi, balancing per-
formance and computation time was crucial. To achieve 
this, we opted for TensorFlow Lite instead of TensorFlow.
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In real-time, the Raspberry Pi camera captures an im-
age of the waste when the student deposits it into the 
prototype machine. The proposed model then classifies 
the waste based on the image, and finally, the prototype 
machine directs the waste to the appropriate container.

Several researchers have focused on developing 
models for waste recognition, including medical waste 
[5], construction and demolition waste [42], and mu-
nicipal solid waste [14-18]. 

In this work, we propose both the model for recog-
nition and classification and a prototype machine to 
make the idea more practical and feasible.

4.1. fUTURE pERSpECTIvE

Our idea is to enhance the existing trash bins with 
intelligent machines capable of detecting, recognizing, 
and sorting waste. 

The proposed machine has been designed initially 
for educational institutions, but its application is not 
limited to them; it can also adapted for use in public 
spaces and even in houses. For this purpose, certain 
modifications need to be made to the machine’s sys-
tem and mechanism.

The machine system must identify and classify other 
types of waste, such as glass, metal, organic waste, food 
scraps, and non-recyclable waste. The machine can be 
customized for the place where it will be used. For exam-
ple, if we want to use the machine in healthcare facilities, 
biomedical waste generated, such as needles, syringes, 
and other medical equipment, must be included.

In our proposed prototype machine the sorting 
board moves the waste to the appropriate container. 
In cases where there are more than two types of waste, 
the machine needs to have a rotation mechanism that 
allows the containers to rotate, allowing the sorting 
board to direct the waste into the correct container.

5. CONCLUSION

Intelligent waste management is considered a viable 
solution for achieving sustainable development goals. In 
this study, we introduce the design of a real-time sorting 
prototype machine that leverages artificial intelligence 
for effective solid waste collection and separation.

The machine comprises physical components for 
waste sorting and a software component for identi-
fication and classification. The physical components 
incorporate an object detection sensor (E18-D80NK), 
servomotors (Metal Gears RG996R) for movement, and 
a Raspberry Pi for real-time detection and classification. 
To identify and classify waste, we tested two baseline 
models, namely MobileNet and NASNet-Mobile, on 
both the Stanford dataset and our proposed data-
set. The final model chosen was based on MobileNet, 
achieving an accuracy of 99.50% without employing a 
cyclical learning rate and 100% when we used it.

To pave the way for potential improvements and 
industrial realization, we have made the machine's 
source code readily accessible.

Data Availability Statement

The dataset titled 'Plastic and Paper Waste' is avail-
able on GitHub at: https://github.com/Nedjar-Imane/
Sorting-Machine/tree/main/Datasets 
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Improving Spatio-Temporal Topic Modeling 
with Swarm Intelligence: A Study on 
TripAdvisor Forum of Morocco
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Abstract – This study introduces innovative methodologies for spatiotemporal topic modeling applied to the TripAdvisor forum 
of Morocco, leveraging the diverse and geographically tagged user-generated content. We develop and evaluate two schemas 
integrating Latent Dirichlet Allocation (LDA) with advanced clustering techniques, including a hybrid K-Means algorithm that 
incorporates Genetic Algorithms and the Artificial Bee Colony method. The first schema independently processes user threads, 
publication times, and locations using LDA, followed by clustering, while the second schema combines these dimensions into a 
unified vector for holistic LDA application, facilitating direct comparisons of clustering efficacy. Our findings demonstrate that swarm 
intelligence significantly boosts clustering performance, especially for larger clusters, and enhances the visualization of complex data 
relationships. These insights offer actionable intelligence for tourism stakeholders and underscore the practical benefits of advanced 
computational techniques in harnessing user-generated content for strategic decision-making.

Keywords: topic modeling, latent Dirichlet allocation, artificial bee colony, genetic algorithms, k-means

1.  INTRODUCTION

The digital era has catalyzed an unprecedented ex-
pansion of online content, transforming forums into 
invaluable repositories of user-generated data. Among 
these, TripAdvisor stands out as a premier global travel 
platform, amassing a vast array of reviews, discussions, 
and user interactions that are rich in spatial and tem-
poral diversity. This platform provides a unique win-
dow into user experiences, offering insights across a 
spectrum from travel advice to detailed service reviews 
[1]. The Moroccan TripAdvisor forum, in particular, en-
capsulates a vivid tableau of the region's cultural, eco-
nomic, and touristic pulse. However, the complexity 

and volume of this data pose significant analytical chal-
lenges, underscoring the necessity for sophisticated 
analytical methodologies. In the realm of text analysis, 
Topic Modeling, particularly through the use of Latent 
Dirichlet Allocation (LDA), has proven to be a power-
ful tool for uncovering latent thematic patterns within 
large text corpora. The integration of spatial and tem-
poral data into topic modeling further enhances our 
ability to perform dynamic, context-aware analyses—
aptly termed Spatio-Temporal Topic Modeling. This ap-
proach finds applicability in a myriad of fields such as 
urban planning, epidemiology, and notably, tourism, 
where understanding spatial and temporal variations is 
crucial. Recent studies underscore the growing sophis-
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tication in spatio-temporal topic modeling across vari-
ous domains, affirming the relevance of our proposed 
methodologies for the TripAdvisor forum of Morocco. 
Liu et al. (2015) demonstrated the potential of spatio-
temporal topic models to analyze social media check-
in data, revealing user movements and interests that 
parallel the tourist behaviors observable in TripAdvisor 
reviews [2]. Similarly, Min et al. (2014) explored multi-
modal spatiotemporal themes in landmark studies, a 
concept that can be adapted to identify and analyze 
thematic patterns in reviews related to specific tourist 
landmarks [3]. Luna and Genton (2005) offered a predic-
tive model approach for handling spatially sparse but 
temporally rich data, an approach that could enhance 
the understanding of spatial and temporal dynamics 
in TripAdvisor forum data [4]. Additionally, the work by 
Chen et al. (2019) on local topic detection using spatio-
temporal social media data provides a valuable frame-
work for extracting localized insights from geographi-
cally tagged discussions on TripAdvisor [5]. Finally, the 
methodology proposed by Zhao et al. (2016) for effi-
ciently mining topics from spatio-temporal documents 
could directly inform our approaches to managing the 
complex dataset derived from the TripAdvisor forum 
[6]. Collectively, these studies not only validate the 
necessity of advanced modeling techniques but also 
enhance the robustness of our research design, aim-
ing to uncover rich, actionable insights into the tour-
ism dynamics depicted in user-generated content. This 
study introduces two innovative schemas for applying 
Spatio-Temporal Topic Modeling to the TripAdvisor 
forum of Morocco. These schemas aim to synergisti-
cally combine text, temporal, and spatial data using 
advanced methodologies including LDA, vectorization, 
autoencoding, and a novel hybrid K-Means clustering 
approach that integrates the capabilities of Genetic 
Algorithms and the Artificial Bee Colony method. The 
objective is to evaluate these schemas' effectiveness in 
generating discernible, meaningful topics and improv-
ing clustering performance for large, complex datasets.  

2. LITERATURE REVIEW

This paper builds upon a rich body of work in the 
field of spatio-temporal Topic Modeling. It is, therefore, 
imperative to discuss and understand the relevant re-
search landscape. This section presents a review of the 
pertinent literature, tracing the development of key 
concepts, identifying the primary methodologies em-
ployed, and highlighting significant findings and their 
implications. It also identifies gaps in the existing re-
search, underscoring the contribution of our study to 
the field of spatio-temporal Topic Modeling. Research-
ers introduced a comprehensive framework for manag-
ing, processing, analyzing, and detecting trending top-
ics in streaming data coming from Twitter [7]. Their uti-
lization of a hybrid model selector and their application 
of deep learning and transfer learning techniques for 
classifying health-related tweets are noteworthy. The 
paper presents a methodical approach to topic detec-

tion, focused on processing data with sentence granu-
larity, pertinent to the nature of Twitter messages. It 
engages a variety of techniques including Latent Se-
mantic Analysis (LSA), Latent Dirichlet Allocation (LDA), 
LDA-MALLET, and Biterm Topic Modeling to assess the 
effectiveness of the proposed framework. These mod-
els are used for data dimensionality reduction, cluster-
ing of documents, and in-depth analysis of short mes-
sages, respectively. Our work parallels this research, 
particularly in its emphasis on the spatio-temporal 
aspects of topic modeling. However, our approach is 
uniquely applied to the domain of tourism, focusing 
on user-generated content from TripAdvisor in the 
context of Morocco, rather than health-related Twitter 
data. Like the study above, our research also grapples 
with the complexities of conflicting data from differ-
ent locations and times. We also share a commitment 
to cleaning and preprocessing data to enhance quality. 
In addition, both studies underline the importance of 
visualization to understand the topics' dynamics. A pa-
per presents an innovative two-stage system to detect 
and track events from tweets [8]. By integrating Latent 
Dirichlet Allocation (LDA) and a density-contour-based 
spatio-temporal clustering approach, it manages to 
create a comprehensive framework for tracking events 
on Twitter, where events are identified as topics in 
tweets. The event identification process involves par-
titioning the geo-tagged tweet stream into temporal 
windows and running an LDA-based topic discovery 
step. Subsequently, each tweet is assigned an event 
label, and density-contour-based spatio-temporal clus-
tering is employed to identify event clusters. Our study 
resonates with this approach as we also employ LDA for 
topic modeling in our Schema I. However, in Schema II, 
we diverge by using swarm intelligence algorithms to 
form a combined context content vector, hence track-
ing the dynamic spatiotemporal trends in a more nu-
anced way. The paper also introduces a novel method-
ology for ensuring topic continuity through calculating 
KL-divergences between topics, and a density-contour 
clustering approach for establishing spatio-temporal 
continuity. These methodologies bear similarities with 
our temporal and spatial correlation strategies in the 
dynamic clustering process. Their work, like ours, em-
phasizes the significance of spatio-temporal analysis in 
understanding the dynamics of topic trends, thereby 
contributing to the broader field of spatio-temporal 
topic modeling. However, their focus on tracking 
events in Twitter using density-contour-based cluster-
ing, while ours focuses on swarm intelligence, high-
lights different approaches to the similar challenge of 
tracking dynamic trends. A novel approach to topic 
modeling has been presented by authors who devel-
oped a multi-objective optimization algorithm based 
on the swarm intelligence of a bee colony, known as 
the Multi-Objective Artificial Bee Colony (MOABC) [9]. 
This method aims to enhance the performance of topic 
modeling, an area of text analysis that extracts under-
lying topics from document collections. Traditionally, 
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Latent Dirichlet Allocation (LDA) has been the most 
recognized method for topic modeling. LDA models 
each document as a probabilistic distribution over la-
tent topics, considering a multinomial distribution for 
the document and the topics, each generated from a 
Dirichlet distribution with specific parameters. How-
ever, the authors argue that there is room for signifi-
cant improvements in LDA's performance. To address 
this, the MOABC algorithm has been introduced. The 
methodology of the MOABC algorithm incorporates 
several steps: initializing the set of non-dominated so-
lutions, assigning solutions to each bee, executing the 
main loop of the algorithm, generating modified solu-
tions, replacing original solutions if the modified ones 
are better, sorting solutions by ranking and crowding, 
and updating the set of non-dominated solutions un-
til a maximum number of cycles are reached. This ap-
proach essentially considers multiple objectives such 
as coherence, coverage, and perplexity, and each solu-
tion represents a set of topics along with their respec-
tive weights. The results from the experiments con-
ducted on the Reuters-21578 and TagMyNews datasets 
indicated that the MOABC approach provides relevant 
improvements with respect to both LDA and the Multi-
Objective Evolutionary Algorithm based on Decom-
position (MOEA/D) [10]. Therefore, the study provided 
substantial evidence supporting the exploitation of 
the multi-criteria nature of topic modeling with multi-
objective optimization approaches, which marks an 
important development in the field of topic modeling. 
A review highlights the applicability of transformers 
for modeling long-range dependencies across various 
domains, including NLP [11]. The paper discusses how 
transformers, which have been successful in NLP, can 
be adapted for spatio-temporal modeling in different 
modalities, offering insights that could be applied to 
spatio-temporal topic modeling in textual data analy-
sis. A work extends traditional language modeling to 
include spatiotemporal conditions, providing a novel 
approach for modeling text associated with specific 
times and places. It aims to capture the neighborhood, 
periodicity, and hierarchy within spatio-temporal text 
data, offering insights that are directly applicable to 
understanding and modeling the dynamics of user-
generated content on platforms like TripAdvisor, par-
ticularly in how text is generated in response to spatial 
and temporal contexts. The study develops neural net-
work models for language modeling conditioned on 
spatio-temporal variables [12].

3. METHOD

3.1. DATASET

The dataset used for this study is a result of web 
scraping from the TripAdvisor forum in Morocco. It con-
sists of a total of 29,733 posts, spanning a significant 
period of more than 15 years from December 2007 to 
March 2023. Such a wide time frame presents an excel-
lent opportunity for longitudinal study of trends, and 

the transformation of topics over time, thereby adding 
a temporal layer to our analysis. Each entry in the da-
taset includes the post content, the username of the 
post's author, their location, and the date of the post. 
The post content is used as the main body of text for 
topic modeling, and it provides a rich source of diverse 
perspectives and experiences shared by the forum us-
ers. The username of the post's author adds an element 
of personalization, potentially allowing for the explora-
tion of user-specific topics or trends. The location infor-
mation of the authors brings a unique perspective to 
our study. It allows us to understand the geographical 
distribution of the authors and to assess any potential 
influences of the authors' home locations on the topics 
discussed, thereby adding a spatial dimension to our 
analysis. The date of each post, indicating when the 
content was shared, is key for the temporal aspect in 
LDA. This information helps us understand how top-
ics and discussions have evolved over time and could 
reveal temporal trends or patterns in the data. Collec-
tively, this dataset offers a wealth of information for 
conducting a comprehensive spatio-temporal topic 
modeling study. Its size and depth make it suitable for 
testing and validating our proposed schemas, while its 
diversity ensures that the findings of our research are 
representative and applicable to a wide range of situa-
tions in the realm of tourism [13].

3.2. A MULTI-LAyERED AppLICATION OF LDA 
 AND SWARM-ENHANCED CLUSTERING 

In the first schema of our methodology (Fig. 1.), we 
approach the spatio-temporal topic modeling task 
through a sequential and layered implementation of 
Latent Dirichlet Allocation (LDA), followed by the in-
dependent application of two different swarm intelli-
gence algorithms for clustering.

Stage 1: LDA Implementation:

•	 Textual LDA: The first stage of this schema involves 
applying LDA to user threads, with each thread treat-
ed as a separate document. By applying LDA, we ex-
tract the underlying topics or themes from the text 
content, each represented by a set of topic probabili-
ties. This allows us to understand the main themes 
and topics discussed in the user threads, providing a 
detailed thematic analysis of the text data. 

•	 Temporal LDA: Next, we apply LDA to the time of 
publication of each thread, treating each timestamp 
as a temporal document. This allows us to uncover 
temporal themes, potentially revealing patterns or 
trends in discussions over time. By analyzing the 
distribution of topics over time, we can identify how 
certain topics gain or lose prominence, reflecting 
temporal dynamics in user discussions.

•	 Spatial LDA: The third application of LDA is per-
formed on the author’s location data associated 
with each post. This step uncovers spatial themes, 
indicative of geographically influenced discussions 
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or trends. By examining how topics vary across dif-
ferent geographical locations, we can gain insights 
into region-specific interests and trends.

Each of these applications of LDA produces a topic 
distribution for each document (thread). These distri-
butions are then vectorized to create a unified repre-
sentation of the textual, temporal, and spatial themes 
for each thread. This unified representation is crucial 
for capturing the multifaceted nature of the data, inte-
grating text, time, and location into a comprehensive 
feature set [14]. 

Stage 2: Autoencoder Processing

The resulting vectors from the LDA stages serve as 
input to an autoencoder. Autoencoders are neural 
networks trained to recreate their input data, thereby 
learning compressed, meaningful representations of 
the input data in their hidden layers. The autoencoder 
learns to encode the high-dimensional input vectors 
into a lower-dimensional space, capturing the most sa-
lient features of the data. This compressed representa-
tion is then decoded back to reconstruct the original 
input, ensuring that the encoded features retain the 
essential information from the original vectors [14].

Stage 3: Swarm-Enhanced Clustering

Finally, the output from the autoencoder is subject-
ed to clustering. We independently apply two different 
swarm intelligence algorithms—Genetic Algorithms 
[15] and Artificial Bee Colony [16] —to benchmark 
their performance in identifying and forming distinct 
clusters. These algorithms enhance the capability of 
traditional K-Means clustering by leveraging their re-
spective exploratory capabilities.

•	 Genetic Algorithm (GA): This algorithm optimizes 
the clustering process by iteratively improving the 
cluster centroids based on selection, mutation, and 
crossover processes. The GA starts by vectorizing top-
ics and defining K-Means and GA parameters. It then 
generates a random initial population and iteratively 
improves it based on the silhouette coefficient until 
the optimal population is found. This evolutionary 
approach ensures robust exploration of the solution 
space, enhancing the clustering quality [15].

•	 Artificial Bee Colony (ABC): This algorithm mimics 
the foraging behavior of bees to find the optimal 
clustering by exploring and exploiting the solution 
space effectively. The ABC initializes by vectoriz-
ing topics and defining ABC setup parameters. It 
generates a random population and updates em-
ployed onlooker, and scout bees iteratively based 
on the silhouette coefficient until the optimal 
population is reached. This bio-inspired approach 
balances exploration and exploitation, leading to 
effective clustering outcomes [16].

By integrating LDA with swarm intelligence algo-
rithms, our schema (Fig. 1.) represents an integrated, 
layered approach to topic modeling. Text, time, and lo-

cation are independently analyzed but ultimately uni-
fied to inform a clustering process optimized through 
the independent application of swarm intelligence al-
gorithms. This comprehensive approach not only cap-
tures the multi-dimensional nature of the data but also 
leverages advanced clustering techniques to produce 
meaningful and well-defined topic clusters.

3.3. A UNIFIED LDA AppROACH WITH 
 BENCHMARkING OF SWARM-ENHANCED 
 CLUSTERING TECHNIqUES

In the second schema of our methodology (Fig. 2), 
we address the spatio-temporal topic modeling task 
through a unified implementation of Latent Dirichlet 
Allocation (LDA), followed by the independent appli-
cation of two different swarm intelligence algorithms 
for clustering. Unlike the first schema, where text, time, 
and location were independently analyzed, the sec-
ond schema commences with the concatenation of 
these elements into a single vector for each document 
(thread). Each element (text of the post, location of the 
user, and time of publication) is treated as part of a uni-
fied, comprehensive document. This approach allows 
us to maintain the contextual linkages between these 
elements, fostering an integrated analysis that inher-
ently reflects their interconnections [17].

Stage 1: Data Concatenation

Each element—text of the post, location of the user, 
and time of publication—is treated as part of a unified, 
comprehensive document. This approach allows us to 
maintain the contextual linkages between these ele-
ments, fostering an integrated analysis that inherently 
reflects their interconnections. By concatenating the 
text posts, timestamps, and location data into a single 
vector, we create a multifaceted representation of each 
document.

Stage 2: LDA on Concatenated Features

Upon constructing these comprehensive vectors, 
LDA is applied to extract topics. Given the incorpora-
tion of textual, temporal, and spatial elements in each 
vector, the derived topics are inherently spatio-tem-
poral, reflecting themes that capture the interplay be-
tween the content of discussions, when they occurred, 
and where the participants were located. This unified 
application of LDA allows for a holistic analysis, where 
the interconnectedness of the different data aspects is 
preserved and leveraged.

Stage 3: Autoencoder Processing

The resulting topic distributions from the LDA stage 
serve as input to an autoencoder. Autoencoders are 
neural networks designed to learn efficient codings of 
the input data, providing compressed, meaningful rep-
resentations that retain essential information. This step 
further refines the representation of the spatio-temporal 
topics, ensuring that the most salient features are cap-
tured and utilized in the subsequent clustering process.
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Stage 4: Swarm-Enhanced Clustering

After topic extraction and autoencoder processing, 
we employ the K-Means clustering algorithm to group 
these topics. To assess the performance of different op-
timization strategies for this clustering process, we inde-
pendently apply two swarm intelligence algorithms—
Genetic Algorithms [15] and Artificial Bee Colony [16]. 
Each of these algorithms is benchmarked against stan-
dard K-Means clustering, evaluating their respective ca-
pabilities to form distinct and meaningful clusters.

By unifying the analysis of text, time, and location, 
and benchmarking different swarm-enhanced cluster-
ing techniques, the second schema (Schema II) offers 
an integrated approach to spatio-temporal topic mod-
eling. 

It provides valuable comparative insights into the 
effectiveness of different clustering strategies, demon-
strating the benefits of combining LDA with advanced 
swarm intelligence algorithms for comprehensive and 
meaningful topic extraction and clustering.

Fig. 1. MultLayered LDA approach with swarm intelligence clustering
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Fig. 2. Unified LDA approach with swarm intelligence clustering

4. RESULTS AND DISCUSSION

4.1. RESULTS 

In this study, we conducted a comprehensive com-
parison of two different methods applied for Spatio-
Temporal Topic Modeling, namely, Latent Dirichlet Al-
location (LDA) and a hybrid approach that combines 
K-Means with Swarm Intelligence algorithms. These 
methods were applied to data derived from TripAdvi-
sor, divided into three vectors: posts, the time of posts, 
and the location of the post's author. The performance 
of both methods was evaluated through several met-
rics, leading to compelling findings. The results from 
the two schemas provide interesting insights into the 
performance of different approaches to Spatio-Tem-
poral Topic Modeling. Various metrics, including Co-
herence [18], Perplexity [19], and Topic Diversity [20] 
are used respectively for evaluating topic quality, and 
Silhouette Score [21], Davies-Bouldin Score [22], and 
Calinkski-Harabasz Score [23] to evaluate clustering 
performance. The various scores on the tables serve 
as metrics for the quality and performance of the ap-

plied Spatio-Temporal Topic Modeling approach. For 
all K-Means setups (i.e. Traditional K-Means and Swarm 
Intelligence K-Means), we set K to predict 20 clusters. 
The table below shows K-Means clustering with a loop 
over gamma values.

Table 1. K-Means clustering scores on Gamma 
values evaluation

Gamma 
Values

Silhouette 
Score

Davies-Bouldin 
Index

Calinski-
Harabasz Index

5 0.08 2.52 1445

10 0.23 1.54 4428

15 0.25 1.45 5023

20 0.26 1.20 4872

25 0.26 1.23 4834

30 0.25 1.46 4893

35 0.25 1.29 4915

40 0.26 1.45 4953

45 0.25 1.21 4949

50 0.25 1.46 4965

In Fig. 1., the Silhouette score, which provides a 
measure of how similar an object is to its own cluster 



597Volume 15, Number 7, 2024

compared to other clusters, improves as the gamma 
value increases, with the highest score being 0.26 at a 
gamma value of 20. The Davies-Bouldin Score, indica-
tive of intra-cluster similarity, decreases as the gamma 
value increases, suggesting that a higher gamma value 
results in more distinct clusters. Similarly, the Calinkski-
Harabasz Score, indicative of the degree of separation 
between clusters, increased as the gamma value in-
creased, suggesting more well-separated clusters with 
an increased gamma value.

Table 2. Multi-layered LDA topics quality

Model Coherence perplexity Topic Diversity
LDA for posts 0.53 -7.79 0.70

LDA over time 0.52 -7.64 0.68

LDA using author’s 
location 0.51 -8.08 0.71

Examining the second table, we can see the perfor-
mance of the LDA models for posts, LDA over time, 
and LDA using the author's location. The coherence 
score indicates that the topics generated were relevant 
and meaningful. This is particularly noticeable in the 
weighted LDA for posts, where the coherence score 
was the highest at 0.53. The Perplexity scores suggest a 
reasonable predictive performance of the models, with 
LDA using the author's location having the lowest Per-
plexity score of -8.08, indicating a better model. Lastly, 
the Topic Diversity values suggest a good spread of 
words across the identified topics, with LDA using the 
author's location demonstrating the highest Topic Di-
versity at 0.71. This suggests that this model was more 
successful in ensuring a broader range of topics.

Models

Metrics K-Means
K-Means 
– Genetic 

Algorithms

K-Means – 
Artificial Bee 

Colony

Silhouette Score 0.26 0.26 0.35

Davies-Bouldin 
Index 1.20 1.24 0.81

Calinski-Harabasz 
index 4872 5047 44495

Table 3. Multi-layered LDA clustering scores

In examining the Silhouette Score, both the K-Means 
and Genetic Algorithms - K-Means methods achieved an 
identical value of 0.26, indicating a satisfactory degree 
of cluster compactness and separation, albeit not excep-
tional. In stark contrast, the application of the Artificial 
Bee Colony - K-Means approach demonstrated a sub-
stantial improvement, with a Silhouette Score of 0.35, 
reflecting superior cluster cohesion and separation. Fur-
ther evaluation using the Davies-Bouldin Score showed 
a slight increase from 1.20 for K-Means to 1.24 when Ge-
netic Algorithms were integrated, representing a mod-
erate degree of cluster separation. However, the applica-
tion of the Artificial Bee Colony - K-Means algorithm re-
sulted in a score of 0.81, markedly lower than the afore-
mentioned methods, signifying the provision of more 

distinct and well-separated clusters. With regard to the 
Calinski-Harabasz Score, the K-Means method yielded a 
score of 4872, experiencing a marginal improvement to 
5047 when Genetic Algorithms were incorporated. Yet, 
when contrasted with these results, the Artificial Bee 
Colony - K-Means approach far surpassed both with a re-
markable score of 44495. This substantial enhancement 
signifies that this method generates clusters that are not 
only denser but also more clearly separated. 

These results suggest that using weighted LDA with 
optimized gamma values in Spatio-Temporal Topic 
Modeling can lead to significant improvements in topic 
relevance, predictability, and diversity in the tourism in-
dustry [24], which can be beneficial for gaining insights 
and trends from user-generated content. The following 
plots show the UMap projection of the predicted clus-
ters using the swarm intelligence approaches:

Fig. 3. MultiLayered LDA – Genetic Algorithms 
K-Means UMAP Projection

Fig. 4. MultiLayered LDA – Artificial Bee Colony 
K-Means UMAP Projection

The UMAP projection of the twenty predicted clus-
ters offers illuminating insights into the relationships 
and dependencies within and across clusters. Particu-
larly, the Artificial Bee Colony - K-Means (ABC-K-Means) 
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model (Fig. 4.) demonstrates a significant degree of 
interrelatedness and dependence among clusters. The 
proximity of some clusters and the absence of discern-
ible boundaries in others suggest possible correlations 
and mutual influences between the topics within these 
groups. This pattern of clustering indicates that the 
ABC-K-Means model is adept at recognizing and incor-
porating the inherent relationships and dependencies 
in the data, thereby producing clusters that capture 
the multidimensional structure of the dataset. In con-
trast, the Genetic Algorithms - K-Means model (Fig. 
3.) reveals a notably different pattern. The clusters in 
this projection appear to be more dispersed and inde-
pendent, with clear demarcations separating the indi-
vidual clusters. This spread signifies a higher degree of 
randomness in the distribution of topics across clusters 
[25]. The lack of apparent relationships or dependen-
cies between clusters may suggest that this model 
tends to view each topic as an independent entity, 
leading to a more scattered and separated clustering 
[26]. It is therefore inferred that the Genetic Algorithms 
- K-Means model may be more suitable for datasets 
where topics are distinct and unrelated.

The following section presents an in-depth analysis 
and interpretation of the outcomes derived from the 
second method implemented in this study. The discus-
sion that follows examines the effectiveness and the 
distinctiveness of this approach, drawing upon vari-
ous evaluation metrics to assess the quality, coherence, 
and diversity of the generated topics

Table 4. Unified LDA topics quality

Model Coherence perplexity Topic Diversity
LDA for concatened 

features  
(Posts + Timestamps + 

Locations)

0.48 -7.49 0.49

In Method II, the LDA model's performance, in terms 
of Coherence and Perplexity scores, is slightly less op-
timal compared to Method I, with scores of 0.48 and 
-7.49, respectively. However, the Topic Diversity score is 
closely aligned with that of Method I, implying a robust 
distribution of words across the identified topics.

Table 5. Unified LDA clustering scores

Models

Metrics K-Means
K-Means 
– Genetic 

Algorithms

K-Means – 
Artificial Bee 

Colony

Silhouette Score 0.25 0.78 0.72

Davies-Bouldin Index 1.27 0.6 0.61

Calinski-Harabasz 
index 5286 133744 122475

Traditional clustering methodologies like K-Means 
attain a marginally lower Silhouette Score of 0.25 com-
pared to Method I. However, the incorporation of Ge-
netic Algorithms and Artificial Bee Colony techniques 
substantially amplifies these scores, signaling the for-

mation of better-defined and distinct clusters. Signifi-
cantly, the Genetic Algorithms strategy achieved the 
highest Calinski-Harabasz Score, indicative of highly 
dense and well-separated clusters. To summarize, while 
both methods showcase impressive performances, 
their approaches to handling data diverge. Method I, 
deploying separate LDAs, presents slightly superior 
coherence and lower perplexity but lags in clustering 
metric performance. In contrast, Method II, despite 
demonstrating lower coherence and increased per-
plexity, stands out significantly in terms of its ability 
to form clusters, particularly when swarm intelligence 
algorithms are applied. The UMAP projections of the 
three clustering methodologies - K-Means, Genetic 
Algorithms-KMeans (GA-K-Means), and Artificial Bee 
Colony-K-Means (ABC-K-Means) - provide a visual in-
sight into their effectiveness in data segregation. These 
projections, presented below, highlight the discernible 
differences between the approaches.

Fig. 5. Unified LDA –K-Means UMAP Projection

For the K-Means method (Fig. 5.), the clusters appear 
to be dispersed seemingly at random, with overlap-
ping boundaries that suggest a lack of strong relation-
ships between clusters.

Fig. 6. Unified LDA – Genetic Algorithms K-Means 
UMAP Projection
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In contrast, the UMAP projection for the GA-K-Means 
(Fig. 6.) method shows distinct clusters, suggesting a 
more structured segregation of data.

Fig. 7. Unified LDA – Artificial Bee Colony K-Means 
UMAP Projection

The ABC-K-Means method's projection (Fig. 7.)  reveals 
a striking feature: a substantial cluster comprising a large 
number of samples, clearly differentiated from the re-
maining clusters. This dominant cluster's presence sug-
gests potential relationships or dependencies between 
this prominent cluster and the other smaller clusters. 

In the dynamic domain of the tourism industry, un-
derstanding the patterns and themes in tourists' dis-
cussions can provide crucial insights for decision-mak-
ers [27]. Word Cloud visualizations offer a potent tool to 
discern these patterns by prominently displaying the 
dominant terms within a text corpus. When applied to 
the clusters identified in our study, Word Clouds [28] 
can reveal the principal themes of each cluster, allow-
ing us to ascertain the primary topics of discussion, 
temporal trends, and geographic references. 

Considering the volume of data and the constraints 
of space in a research paper, presenting all 20 clusters 
for each methodology might not be feasible. Instead, a 
representative selection that conveys the distinctness 
and thematic richness of these clusters can effectively 
serve the same purpose.

Fig. 8. WordCloud of Unified LDA-Swarm 
Intelligence (Cluster 4, Cluster 0)

For instance, consider the two representative clus-
ters visualized above (Fig. 8.). They provide a snapshot 
of how each cluster encapsulates a theme interlacing 
location, time, and related discussions. Despite being 
just a fraction of the total clusters, these examples suf-
ficiently showcase how each cluster signifies a unique 
theme, thereby illustrating the capabilities of this spa-
tiotemporal topic modeling approach.

4.2. DISCUSSION 

Our findings make a substantial contribution to the 
burgeoning field of Spatio-Temporal Topic Modeling, 
particularly demonstrating the strengths and potenti-
alities of our two proposed schemas in efficiently ex-
tracting pertinent information from an extensive cor-
pus of user-generated content. Each schema boasts 
unique attributes and yields notable advancements 
within this domain. When evaluated through the lens 
of our findings, Schema I, which independently applies 
LDA to the text, time, and location, produces compara-
tively higher Coherence scores. This indicates that the 
topics discerned through this method are not only 
more pertinent but also imbued with deeper mean-
ing. This outcome resonates with prior research that 
accentuates the pivotal role of context in comprehend-
ing user-generated content [29]. Nonetheless, the en-
hanced clustering scores that emerge when Genetic 
Algorithms and Artificial Bee Colony are integrated 
underscore the value of utilizing swarm intelligence 
algorithms to navigate large data clusters. In contrast, 
(Fig. 2.), despite a slightly lower coherence and higher 
perplexity, delivers outstanding results in forming dis-
tinct and homogenous clusters. The algorithm's pro-
ficiency is particularly noticeable when swarm intelli-
gence methodologies are incorporated. This indicates 
that a comprehensive overview of the generated top-
ics can be obtained when context, in terms of location 
and time, is amalgamated with text into a single vector, 
leading to better-separated and more homogeneous 
clusters [30]. These findings have practical implications 
that stretch beyond the sphere of academic interest, 
specifically, within the tourism sector, ascertaining pat-



terns and trends in tourist behaviors and preferences 
is pivotal for strategic decision-making. Our models 
are engineered to extrapolate nuanced insights from 
the enormous and continually expanding corpus of 
user-generated content available on platforms such as 
TripAdvisor. In the context of Morocco's tourism sec-
tor, the Schema II model demonstrated substantial 
relevance. The word maps generated from this model 
gave a comprehensive overview of the discussion 
trends, incorporating time and location variables. The 
visually displayed results illustrate the relational dy-
namics within the tourism sector. The insights drawn 
from these maps can be leveraged by Moroccan tour-
ism authorities to understand the temporal and spatial 
patterns of discussions and to strategize their services 
accordingly. The results of our research contribute to 
the expanding body of literature exploring advanced 
methodologies for topic modeling and clustering. The 
study underscores the significance of innovative meth-
ods in analyzing user-generated content and the po-
tential of these approaches in extracting actionable 
insights across various sectors, including tourism. 

5. CONCLUSION

In conclusion, our study introduces two novel sche-
mas for Spatio-Temporal Topic Modeling using data 
from TripAdvisor's Morocco forum. We found distinct 
advantages in each schema, providing key insights into 
topic modeling. Schema I, which applies Latent Dirich-
let Allocation (LDA) independently to text, time, and lo-
cation, offered more coherent and predictable topics. 
Schema II, which integrates context and content into 
one vector, excelled in forming distinct clusters, espe-
cially with swarm intelligence algorithms like Genetic 
Algorithms. 

These findings bear significant implications for tour-
ism, enabling decision-makers to identify trends, en-
hance services, and create strategic plans based on 
tourist behavior. However, we acknowledge our study's 
limitations, including a reliance on TripAdvisor data 
and a fixed temporal scope (2007-2023). Future re-
search will seek to integrate more data sources, apply 
advanced topic modeling techniques, and expand the 
temporal range to validate our schemas further. 
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TelMedAI: A Framework for Patient Speech 
Recognition and Conversion into Desired 
Language Towards Telemedicine System
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Abstract – Telemedicine is the practice of technology-enabled remote communication between patient and doctor. This 
phenomenon in healthcare has the potential to make services affordable and save time and money. Besides telemedicine allows 
care givers and family members to join conversations with doctors. Indian government initiated the National Telemedicine Network 
(NTN) to serve remote areas in healthcare by integrating existing healthcare facilities.Literature has revealed that existing works lack 
in an integrated approach for patient speech translation in language-independent fashion and automatic detection of disease and 
symptoms based on speech.There is a need for an automated system using Artificial Intelligence (AI) to recognize patient's speech and 
identify symptoms based on given audio description. We proposed a framework known as TelMedAI which is designed to recognize 
patient speech to comprehend disease symptoms besides converting the speech text into desired language. The framework is useful 
for realizing a telemedicine system. Speech to Speech (STS) module takes the patient's audio content into English audio. STS module 
exploits the Bi-LSTM model with an encoder, decoder and attention mechanism for translation. Then Google Speech API is used to 
convert English audio into English text. Then the framework exploits Natural Language Processing (NLP) to improve the quality of 
text. Afterwards, the disease and symptoms miner module eventually recognizes a list of diseases and corresponding symptoms. We 
proposed an algorithm known as Learning based Disease and Symptom Recognition from Patient Speech (LbDSRPS). This algorithm 
has the functionality to develop TelMedAI which helps doctors in telemedicine. Our empirical study has revealed that TelMedAI 
takes technology-driven telemedicine research forward significantly. The highest accuracy achieved by the proposed framework is 
68.13% which is much better than the baseline LSTM model used for voice translation.

Keywords: Telemedicine System, Patient Speech Recognition, Deep Learning, Artificial Intelligence, Multi-Lingual Text Conversion

1.  INTRODUCTION

Research on the realization of telemedicine systems 
with technology-enhanced approaches is most rel-
evant in the contemporary world. The recent COVID-19 
pandemic has emphasized the importance of tele-
medicine. Telemedicine is the system which enables 
people of all walks of life to gain access to healthcare 
services just by making a phone call. This phenom-

enon has many significant advantages such as saving 
time, effort, and money besides getting medical advice 
without time and geographical restrictions. In order to 
develop a telemedicine system, it is important to have 
efficient translation services. The rationale behind this 
is that the patient may speak any language and doctor 
needs to understand what the patient says while doctor 
does not know the language of the patient. Therefore, 
telemedicine has many implementation challenges as 
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explored in [1]. Nevertheless, there has been research 
endeavours to realize technology-driven telemedicine 
systems as found in the literature. 

Machine learning models are explored in [2] and [3] 
towards understanding patient diseases and symptoms 
based on the description given by persons. Speech rec-
ognition research carried out as found in [4-8] provide 
the basis for understanding the importance of patient 
speech recognition in telemedicine besides how the 
existing methods could achieve it. Voice recognition 
in an IoT-integrated home automation system is inves-
tigated in [9] while a similar kind of approach is used 
in [10] as part of remote patient monitoring. Research-
ers explored telemedicine with novel technologies as 
discussed in [1, 11-13]. The realization of telemedicine 
has many challenges as discussed in [11]. One signifi-
cant challenge is the voice-to-voice conversion from 
source to target language. Artificial intelligence and its 
usage in telemedicine is studied in [12]. Though there 
are innovative technologies, it is observed in [1] that 
telemedicine implementation is still challenging due 
to several complexities involved. Patient engagement 
early and disease diagnosis through the telemedicine 
system is investigated in [14]. From the literature, it is 
found that there is need for a system that can trans-
late patient voices into English and mine diseases and 
symptoms to help doctors realise a telemedicine sys-
tem. Towards this end, we proposed an AI enabled sys-
tem for patient speech translation into desired target 
language and analyse patient's health symptoms and 
diseases. The novelty of the proposed system is it is de-
signed to be language-independent and helps in ana-
lysing and identifying patient's disease and symptoms 
to assist doctors. The proposed system plays crucial 
role in realizing a technology-driven telemedicine sys-
tem. Our contributions to this paper are as follows. We 
proposed a framework known as TelMedAI which is 
designed to recognize patient speech to comprehend 
disease symptoms besides converting the speech text 
into desired language and recognize the patient's dis-
ease and symptoms to develop the telemedicine sys-
tem. We proposed an algorithm known as learning-
based Disease and Symptom Recognition from Patient 
Speech (LbDSRPS) to developTelMedAI which helps 
doctors in telemedicine. We built an application for 
evaluating TelMedAI and the underlying algorithm. 
The utility of bi-LSTM model used in the STS module is 
evaluated and the results are compared with baseline 
LSTM model.The remainder of the paper is structured 
as follows. Section 2 reviews the literature on existing 
research efforts using machine learning in the field of 
telemedicine. Section 3 presents the proposed frame-
work along with its modus operandi in detail. Section 
4 presents experimental results while section 5 con-
cludes our work and provide limitations of the current 
work and directions for future research. 

2. RELATED WORK 

This section reviews the literature on existing re-
search endeavours on the usage of techniques towards 
telemedicine. Zahia et al. [2] opines that pressure inju-
ries burden healthcare systems. Non-invasive imaging, 
including Deep Learning, aids accurate assessment, 
but limited data hinders progress. Their investigation 
has revealed the need for non-invasive healthcare ser-
vices that could be beneficial to general public. Dargan 
et al. [3] explored deep learning to show versatility and 
progress across various fields. Challenges include op-
timizing hierarchies and maintaining databases. The 
insights of their research reveal that deep learning 
models are very useful in computer vision applications. 
Stanovov et al. [4] proposed a cloud-based speech-
controlled wheelchair system, emphasizing the ben-
efits of multiple cloud speech recognition APIs for ac-
curacy. Recognition of speech could help in solving 
many real world problems such as directing navigation 
of a wheel chair. Sescleiferet al. [5] focused on online 
crowdsourcing which aids in efficient and effective per-
ceptual speech assessments, particularly beneficial for 
cleft palate surgeries.Speech perception plays crucial 
role in certain applications such as telemedicine where 
patient's speech needs to be understood accurately. 
Ivan et al. [9]. An IoT-enabled voice recognition system 
is explored. Kho et al. [11] observed that telemedicine 
faces implementation challenges due to inadequate 
attention to change management. A process-oriented 
approach is recommended. From their work is under-
stood that there are gaps in existing telemedicine sys-
tems. One such gap is lack of usage of AI. Olivia et al. 
[12] investigated on advancements in digital technolo-
gies that offer transformative potential for ophthalmol-
ogy, notably amid the COVID-19 pandemic, yet chal-
lenges persist. In their research, there is inference that 
improving end-to-end communications in healthcare 
considering every possibility helps in developing more 
robust applications. Spachos et al. [15] observed that 
the pandemic spurred changes in interactions with ob-
jects. Voice-activated IoT devices have healthcare po-
tential, yet security concerns persist. Voice based com-
munications in telemedicine system needs technology 
adoption to leverage seamless telemedicine services.

Lesso et al. [16] opined that telehealth in respira-
tory care lacks efficient cough detection. Proposed 
Hu moments-based system offers high sensitivity and 
specificity. However, it is observed that there is need 
for enhancing the system to have generalized system 
for all kinds of diseases. Erdene et al. [17] observed 
that mobile health technologies aid in early stroke de-
tection through continuous monitoring with diverse 
sensor-equipped devices. Such systems are useful for 
alerting people of health issues. However, the avail-
ability of telemedicine can expect possibilities in ren-
dering healthcare services. Jamshidiet et al. [18] stated 
that COVID-19's global impact necessitates AI-driven 
solutions for diagnosis and treatment acceleration, in-
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tegrating varied data sources for effective platforms. 
Covid pandemic also necessitated and reinforced the 
need for technology driven approach where people 
can have health services over phone. Panganibanet et 
al. [19] a deep learning model is evaluated for diagnosis 
of a patient's disease.Since deep learning models are 
found good at learning audio signals, using them in de-
velopment of a telemedicine system could have a posi-
tive impact. Wang et al. [20] observed that COVID-19 
intensified the role of robotics in healthcare. Despite 
advancements, challenges like cost and accessibility 
persist. Such challenges can be overcome with an ef-
ficient telemedicine system for some of the health is-
sues. Dharmale et al. [21] exploited phonetic system in 
healthcare industry for leveraging speech recognition 
system. Choutri et al. [22] focused on human-drone in-
teraction where speech is recognized of multiple lan-
guages. Kerwagen et al. [23] investigated on diagnostic 
management along with speech recognition and us-
ability in healthcare. Shindel et al. [24] studied health-
care applications integrated with blockchain technol-
ogy. Javaid et al. [25] explored machine learning and its 
utility in healthcare domain besides providing valuable 
insights. From the literature, it is found that there is a 
need for a system that can translate patient voice into 

English and mine diseases and symptoms for helping 
doctors realise a telemedicine system. 

3. PROPOSED FRAMEWORK  

We proposed a framework known as TelMedAI 
which is designed to recognize patient speech to com-
prehend disease symptoms besides converting the 
speech text into desired language. The framework is 
useful for realizing a telemedicine system. Overview 
of TelMedAI is shown in Fig.1. The source speaker (pa-
tient) may speak over the telephone in any language. If 
that language is not English, the proposed framework 
helps in converting a voice in different language to a 
voice in English. This conversion is known as Speech 
to Speech (STS) conversion. The STS module in the 
proposed system exploits the deep learning model 
LSTM for converting patient speech (voice) into Eng-
lish (voice). Fig. 2 illustrates how the STS conversion 
module does it. Once the patient's voice is converted 
to voice in English, it is one of the outcomes of the sys-
tem which can be listened by the doctor directly. Fur-
ther TelMedAI has provision for converting speech in 
English to English text. This conversion is carried out by 
speech to text conversion module of the framework.

Fig. 1. Overview of the proposed framework known as TelMedAI useful for telemedicine

Text in English is another desired output useful to 
doctor in the telemedicine system. Afterwards, the text 
in English is subjected to pre-processing using NLP fol-
lowed by text mining to discover disease and symptoms 
found in the patient's speech. The rationale and moti-
vation behind three outcomes in doctor’s dashboard is 
that it will enable doctor to revisit and correlate findings. 
Therefore, the third outcome of the system useful for 
doctor is the identified disease and its symptoms. Since 
voice input is translated into English, only textual data 
is analysed for identification of disease and symptoms. 
The STS conversion module makes use of bi-directional 

LSTM used as an encoder and decoder network. We pre-
ferred the LSTM model as order of the inputs and out-
puts is important. In other words, LSTM is well known for 
its ability to function in the temporal domain. Using the 
Fourier transform, the given patient's voice is converted 
to a Mel spectrogram of speech in the original language. 
This high level representation of the patient's voice is 
given to the Bi-LSTM model to convert data into linear 
spectrograms of speech in English (the target language). 
The spectrogram of speech of English is subjected to 
Griffin Lim Vocoder to convert the high-level representa-
tion to target voice file.
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Fig. 2. Functional flow of STS conversion module

Once the source voice is converted to the target 
voice file, speech to text conversion module comes into 
picture. This module makes use of Google Speech API 
to translate voice in English to text in English. Before 

elaborating further process involved in the TelMedAI, 
we describe the encoder and decoder functionality in-
volved in the STS conversion module. The basic encod-
er and decoder functionality of LSTM is shown in Fig. 3.

Fig. 3. LSTM based encoder and decoder network

The encoder is made up of three recurrent LSTM units 
while the decoder is made up of two recurrent LSTM units. 
Each unit acts on the given input and propagates output 
to the next LSTM unit. The encoder computes hidden 
states as expressed in Eq. 1 where ht denotes hidden state 
in given time step, W refers to weight matrix.

(1)

It involves the multiplication of weights associated 
with the previous hidden state and the input vector. 

Concerning decoder, computation of the hidden state 
is done as expressed in Eq. 2 where ht denotes hidden 
state in given time step, W refers to weight matrix.

(2)

Computation of final output in the absence of any 
activation function is carried out as expressed in Eq. 
3 where y refers to output, W indicates weight matrix 
and t refers to given time step.

(3)
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It reflects output in the form of a multiplication ma-
trix derived from a weight matrix associated with hid-
den vector in the given time step. An important con-
sideration is the attention mechanism which has the 
potential to improve the network as it lies between 
encoder and decoder. The attention mechanism gets 
rid of any possible misalignment between the encoder 
and decoder. The Bi-LSTM-based block box shown in 
Fig. 2 plays an important role in converting patient's 
voice from one language to another language (STS). 
This process is further elaborated as illustrated in Fig. 4. 
Stacking LSTM units is done to develop the encoder 

which produces outputs form Mel spectrograms of the 
patient's voice in native language. Then the output is 
concatenated. Afterwards, an attention mechanism is 
used to optimize outcomes to be given to the decoder 
in order to avoid error. Then a stacked LSTM unit is used 
as decoder followed by a dense layer and Griffin Lim 
Vocoder to generate Mel spectrograms of target lan-
guage. Here Griffin Lim Vocoder algorithm is used to 
generate target spectrograms. The attention mecha-
nism used in the proposed system is multi-head atten-
tion as it is run many times instead of computing atten-
tion once.

Fig. 4. Technical details of the pipeline involved in the STS module

The dense layer involved in the network is itself a 
well-connected neural network. It is used to generate 
outcomes as expressed in Eq. 4.

Output= activation (d ot(input, kernel)+bias) (4)

It makes use of weight kernel matrix and input ten-
sor to have a dot product which is nothing but second 
LSTM unit's output in the decoder of the network. Here 
the bias is optional and set to zero. MSE is used as a 
loss function to minimize error in computations. We 
also used Adam optimizer to improve accuracy of the 
model. Now let us get back to the framework TelMe-
dAI presented in Fig. 1. After converting from English 
speech to text using Google Speech API, the resultant 
text is subjected to NLP for pre-processing. It is used 
to get rid of meaningless words in the speech. After-
wards, the disease and symptom miner is responsible 
for discovering disease (s) and corresponding symp-
toms. This module provides the desired convenience 
to doctors as it provides list of candidate diseases and 
corresponding symptoms. Our implementation of the 
disease and symptom miner module is influenced by 
the work of [21] where more technical information 
about how the diseases and the symptoms are identi-
fied from text in English. As presented in Algorithm 1, it 
takes patient speech as input. It is the voice of patient 
describing about his/her disease to seek doctor's ad-
vice through telemedicine system. After completion of 

the processing, the proposed algorithm results in three 
outputs that are useful to doctor in disease diagnosis 
and treatment. They are known as translated English 
voice files, English text and recognized disease and 
symptoms. The given patient voice is used to generate 
a Mel spectrogram. This is the high-level representa-
tion of patient's voice information sent to doctor. Then 
the algorithm makes use of Bi-LSTM with encoder, de-
coder along with attention mechanism to convert Mel 
spectrogram of source language voice into the Mel 
spectrogram of target language that is English.

Algorithm 1: Learning based disease and symptom 
recognition from patient speech

Algorithm: Learning-based Disease and Symptom 
Recognition from Patient Speech 

Input

Patient speech (voice file)ov

Outputs

Translated English voice file tv
English text tt
recognized disease and symptoms R 

1. Begin 

2. SGenerateMelSpectogram(ov)

3. Build Bi-LSTM model m
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4. Compile the model m
5. TGenerateTargetMelSpectogram(m, S)
6. tvGenerateEnglishVoiceFile 
 (T, Griffin Lim Vocoder algorithm)
7. ttGoogleSpeechAPI(tv)
8. tt’NLPTechniques()
9. RDiseaseAndSymptomMiner(tt’)
10. Display tv
11. Display tt
12. Display R13.
13. End

The target Mel spectrogram is given to the Griffin Lim 
Vocoder algorithm which generates English voice file. 
This process is known as STS (speech to speech) conver-
sion. Once STS is completed, its resultant English voice 
file is converted to English text using Google Speech 
API. The resultant English text contains information 
provided by the patient to doctor but translated to 
English. This text is subjected to NLP techniques such 
as stop word removal, stemming and lemmatization to 
improve quality of the text. Afterwards, the disease and 
symptoms miner module is used to discover disease 
and corresponding symptoms from English text.

4. EXPERIMENTAL RESULTS

We implemented our framework TelMedAI using Py-
thon language, machine learning library and Google 
Speech API. This section presents experimental results 
in terms of patient voice converting to Mel spectro-
grams or source and target (English) languages. It also 
provides the accuracy of deep learning model pro-
posed in this paper and compare the same with base-
line LSTM model. Fig. 5 presents Mel spectrogram in 
source and target languages.

(a)

(b)

Fig. 5. Mel Spectrograms (a) for English sentence 
“I am suffering from fever” and (b) equivalent in 

Swedish

Patient's speech saying "Jag harbour" in Swedish lan-
guage is converted to source language Mel Spectro-
gram and target language (English) Mel Spectrogram. 
English equivalent of the patient's speech is "I am suf-
fering from fever".

(a)

(b)
Fig. 6. Performance in terms of (a) error and (b) 
accuracy  of the Bi-LSTM with attention in the 

proposed system 

The model performance in terms of error and accuracy 
is visualized against number of epochs as shown in Fig. 
6. It is the result of Bi-LSTM with attention in the pro-
posed system. Table 1 shows performance comparison.

Table 1. Shows performance comparison

Model Accuracy
Baseline LSTM 62.24

Bi-LSTM with Attention (proposed system) 68.13

Accuracy of the Bi-LSTM model with the attention 
mechanism used in the proposed framework is com-
pared with that of a baseline LSTM model.

Fig. 7. Performance comparison between the 
proposed and existing models
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Performance of the deep learning model used in the 
proposed system (Bi-LSTM with attention) is compared 
with the baseline LSTM model, as shown in Fig. 7, in 
terms of accuracy in translating the patient's source 
language voice to English voice. The proposed model 
in the paper outperformed the baseline model. High-
est accuracy achieved by the proposed framework is 
68.13%. Considering the difficulty in STS conversion, 
this accuracy is significant. However, the proposed sys-
tem has several limitations that need to be overcome in 
future. First, it is implemented as a preliminary system 
and it is no way perfect to be used in a telemedicine 
system without further improvement. Second, the pro-
posed system is yet a laboratory study which takes pre-
recorded patient voice as input. However, it needs to 
be improved to consider live voice of patients. Third, as 
of now, the system is yet to be integrated with a tele-
phone line to capture patient's voice and evaluate the 
functionality. Fourth, the proposed system has to be 
improved further to deploy in a healthcare unit where 
doctors can take patient calls to understand their 
health issues, diagnose and give treatment. 

5. CONCLUSION AND FUTURE WORK 

In this paper, we proposed a framework known as 
TelMedAI which is designed to recognize patient 
speech to comprehend disease symptoms besides 
converting the speech text into desired language. The 
framework is useful for realizing a telemedicine system. 
Speech to Speech (STS) module takes patient's audio 
content into English audio. STS module exploits the 
Bi-LSTM model with encoder, decoder and attention 
mechanism for translation. The deep learning model is 
used to convert source language Mel Spectrogram into 
English Mel Spectrogram. The target Mel spectrogram is 
given to Griffin Lim Vocoder algorithm which generates 
English voice file. Then Google Speech API is used to 
convert English audio into English text. Then the frame-
work exploits Natural Language Processing (NLP) to im-
prove quality of text. Afterwards disease and symptoms 
miner module eventually recognizes a list of diseases 
and corresponding symptoms. We proposed an algo-
rithm known as Learning based Disease and Symptom 
Recognition from Patient Speech (LbDSRPS). This algo-
rithm has the functionality to develop TelMedAI which 
helps doctors in telemedicine.

Our empirical study has revealed that TelMedAI takes 
technology-driven telemedicine research forward sig-
nificantly. As of now, our system is tested with patients’ 
voice files. However, to develop a complete telemedi-
cine system, there is need for much work to be one. In 
future, we intend to improve our system in two phases. 
In the first phase, we evaluate it with live patient’s voice 
and in the second phase we deploy it in a healthcare 
unit for live testing and further improvement. Improv-
ing accuracy is also to be considered in future. 
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Abstract – Antenna array diagnosis is an important operation in communication systems, whenever element (s) failure in the 
array that worsening the projected radiation pattern occur. There are various diagnostic techniques found in literature that employ 
compressive sensing. Conversely, the techniques are based on easy formulation of array factor with no incorporation of mutual 
coupling existing between the radiators. This article shows how this deficiency lead to defective and bad diagnosis when there is 
presence of mutual coupling using port-level coupling matrix and average embedded antenna pattern. Furthermore, the element 
excitations are optimized to reduce the effect of mutual coherence of system measurement matrix, causing reduced measurements 
required for effective fault detection. Numerical simulation and experimental results demonstrate how the incorporation of mutual 
coupling generates an adequate and reliable array diagnosis, which are not found in literature. For instance, when fault number is set 
at 5, and SNR equals 10 dB, the smallest measurements needed for the diagnosis, which is the most effective diagnosis, are achieved 
when the optimized excitations are used. In conclusion, the implementation of the developed framework using measurement probe 
in space, shows enough results towards the practical deployment for antenna systems in wireless communication system.

Keywords: Antenna arrays, array signal processing, array diagnosis, optimization techniques, SNR, mutual coupling

1.  INTRODUCTION

Antenna array diagnosis is an important research 
topic that finds application in civilian and military. Pres-
ent and upcoming technology use larger number of el-
ements in the active arrays. For instance, large number 
of elements is employed in massive MIMO (multiple in-
put multiple output), full MIMO systems, and telecom-
munication devices that employ sophisticated arrays.  
Hence, the demand for a reliable antenna array diagno-
sis is an inevitable task to rectify the distorted radiation 
characteristics because of element (s) failure [1-6]. In 
addition, fault diagnosis is important in 5G wireless sys-
tems, where a very large number of elements are need-
ed to satisfy the required reconfigurability and high ra-

diation behaviour [2]. However, the more the number 
of elements in beamforming configuration, the more 
the probability of failed element (s). Therefore, an effec-
tive and highly reliable fault diagnosis method remains 
important, because replacement operation and manu-
al dismantling take a lot of time, costly, and not feasible 
in satellite communications [2, 4]. Compressive sensing 
(CS) technique has been adapted to fault diagnosis in 
antenna arrays, because the number of failed radiators 
is assumed and always smaller than the total number 
of radiators in the antenna array. 

Some array diagnosis algorithms, such as the back-
ward transformation method (BTM) [5] and matrix 
method (MM) [6], efficiently identify the locations 
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and excitations of faulty elements using discrete Fou-
rier transform (DFT) and matrix inversion techniques, 
respectively. However, these approaches are highly 
susceptible to noise and require a minimum number 
of sampling points. Specifically, for MM, the sampling 
points should equal or exceed the number of elements 
in the array to prevent ill-conditioned matrices during 
solving. Additionally, diagnostic methods employing 
intelligent optimization algorithms, such as genetic al-
gorithms [7] and artificial neural networks [8], are com-
putationally intensive.

Hence, the primary challenge in array diagnosis cur-
rently revolves around selecting an appropriate meth-
od to swiftly identify the faulty elements within the 
array. Additionally, this solution must exhibit low sen-
sitivity to noise and provide flexibility in the number 
of sampling points utilized. The matrix pencil method 
(MPM) was originally introduced for estimating the pa-
rameters of complex exponential and attenuation ex-
ponential signals [8, 9]. However, a drawback of MPM 
is its limitation in handling the continuous distribution 
of synthesised element locations [7-10], rendering it 
unsuitable for array synthesis featuring elements posi-
tioned at fixed grid coordinates.

Furthermore, there are different array diagnostic 
methods that employed CS [3], [8-18], even with vali-
dation with experiments [18]. The array diagnosis is 
demonstrated in most approaches in literature em-
ploying recovery sparse solution from small number of 
measurements to show the situation (healthy of faulty) 
of elements. Some methods advised array diagnosis 
employing measured data taken from a point with dif-
ferent excitations [18], [19]. Conversely, each technique 
uses easy array factor dependent far-field model. Sim-
plicity is offered, but non-ideal negligibility is conten-
tious towards array diagnosis in practical sense, specifi-
cally when inter-element spacing is in smaller. Some re-
cent literature modelled multipath channel to the fixed 
probe when there are faults [20], [21], but there is no 
work, to the best of authors’ knowledge, that considers 
the mutual coupling (MC) impacts [22] in fault identifi-
cation with the employment of a fixed receiver probe 
for measurements.

This article demonstrates why MC should be consid-
ered in fault diagnosis, and if not accounted for causes 
poor diagnosis. It is demonstrated how the proposed 
fault diagnosis method that employs a fixed probe and 
excitations optimization achieves optimal performance 
simply even while MC is considered. Furthermore, nu-
merical experiment is demonstrated and the results in-
volved AEAP (average embedded antenna pattern) and 
PLCM (port-level coupling matrix) methods; implying 
the proposed method provides effective and reliable 
array diagnosis. In addition, two MC modeling meth-
ods are presented in this article, they can be applied 
based on array patterns and available data about the 
antenna array to the user.

2.   SySTEM MODEl

This section provides the analysis of the faulty array 
at far-field, and the proposed fault detection approach.

2.1. FAUlTy ANTENNA ARRAy AT FAR FIElD

The Based on the linearity feature of Maxwell’s equa-
tions; that EM field originated from antenna array is for-
mulated as a linear excitations juxtaposition of elements 
in the array, E(r)=∑N

j=1 αj (r)yj, here, E(r) denotes the EM 
wave at point r , while yj are the excitations, αj (r) are the 
resulted combination of the coefficients that consist 
the information regarding the EM surrounding of the 
array element and the measurement setup, N is the 
number of elements in the array. Since the aim of this 
article is to conduct fault diagnosis with inter-element 
MC, then the computational steps that provide the sys-
tem model can be outlined as follows.

2.1.1. How is the Element’ Fault Modeled?

On this issue, the excitation yj is replaced by yj δj, δj∈C 
show the state of fault of the element. For instance, 
δj=1 means there is no fault, while δj=0 means a de-
ceased element.

2.1.2. MC Modeling

In simple term, if coupling is neglected (from element 
pattern isolation technique), αj is made up of parame-
ters that determine the gain of the element, and phase 
due to distance between the measurement point and 
location of the element. Conversely, if the αj parame-
ters are calculated using active element patterns [23], 
then the effects of MC are incorporated fully compared 
to the N full wave EM simulations of all measurement. 
Many more techniques are found in literature, which 
is involve AEAP [24] and PLCM methods [25-29]. Then, 
the measured field is expressed as [12]

(1)

while the parameter expression of αj is a function of the 
particular model employed for MC impacts.

2.2. PROPOSED FAUlT DETECTION 
 TECHNIqUE

By critical examination of Eq. (1), it can be observed 
that for a fixed measurement location, the αj parame-
ters are unchanged, hence the ‘r’ argument is dropped. 
Consequently, a M measurements vector is built, x ̃, and 
by relation to the excitation, we have x̃=∑N

i=1 yi
(i) αi δi, 

where yi
(i) represents element i excitation for measure-

ment j, which formulate the following model [12]

(2)
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where y(j) ∈ C1×N has the excitations of the element for the 
jth measurement, leading to total excitation matrix, Y ∈ 
CM×N, and δ∈CN×1 denotes the vector of the state of fault. 

Generally, in fault diagnosis, it is usually assumed that 
reference measurements, such as x(R), are accessible for 
a particular state of elements, δ(R), which corresponds to 
array without fault. Another assumption here is the spar-
sity of the number of failed radiators as to the reference, 
so, following the formulation of vector from the differen-
tial measurement, x=x(R)-x̃, the resulting problem requir-
ing solution for the diagnosis of faults becomes [12]

(3)

μ is a term that shares proportionality to standard de-
viation of the measurement noise.

The sparse recovery requires that D (sensing matrix) 
exhibits low mutual coherence [27, 28]. For mutual co-
herence, we optimized the excitation matrix Y via the 
approximation of a Grassmannian matrix by alternat-
ing method [27], which exhibits performance improve-
ment in comparison to randomized Y [29]. D is a diago-
nal matrix that multiplies Y, the mutual coherence of 
matrix D equals that of the Y, hence the optimization 
of the mutual coherence heedless to the kind of MC 
model employed. The main knowledge acquired is 
the constancy of the linear coupled forward model for 
various excitations. Note, this is impossible for multiple 
points measurements. Using the standard techniques 
to transform the unconstrained nonconvex optimiza-
tion problem [15, 16, 30] we have [12]

(4)

γ is the hyperparameter (empirical). The problem is 
resolved via the iterative reweighted l1 minimization 
[30-37] implemented using alternating direction meth-
od of multipliers (ADMM) [38].

3.  NUMERICAl SIMUlATIONS, RESUlTS, AND 
DISCUSSION 

This section demonstrate and verifies the effective-
ness of the proposed diagnosis method. 100 elements 
constituted of WR90 open-ended waveguide array 
working at 27 GHz as depicted in Fig. 1 [5]. The radia-
tion characteristics at no fault at ϕ=00 is given in Fig. 
2. The array aperture size is 24.88 𝗑 12.18 mm2 and the 
spacing between elements in both x and y axis is λ and 
0.5λ, respectively. The Ansys HFSS v.19 software was 
used for the simulations. 

Fig. 1. Open ended waveguide array used for 
diagnostic demonstration [5].

Fig. 2. Simulated radiation pattern of antenna array 
without element failure at principal plane ϕ=00[5].

The waveguide is excited using a 50 Ω generator im-
pedance and designed on the substrate ASTRA MT77 
with relative permittivity εr = 3 and loss factor tan δ = 
0.0017 to have an impedance of 50 Ω. Also, the physi-
cal overlapping of elements at smaller value spacing 
between elements, such as d=0.45λ, and broadband 
radiation pattern used in wireless networks is ensured.

Next is to present the results of the diagnosis using 
the complex E-field (Ey) measured data obtained at 
fixed point via excitations optimization. The measure-
ments of field of the faulty and healthy arrays (i.e. the 
forward models of αj in Eqn. (1)) of isolated pattern 
method (using the array factor method [33]), average 
embedded pattern method (using Eqn. (11) of [23]), 
and coupling matrix method (using Eqn. (A9) of [25]) 
were simulated using Matlab Antenna Toolbox. It is im-
portant to state that the MC model employed in this 
article is not restricted, any MC model can be employed 
by appropriate computation of αj based on the pro-
posed scheme (as in Eqn.) (2).

The point of measurement is fixed at a spherical an-
gular point (θ0, ϕ0)=(0,0), r=1000λ (in z-direction). Using 
these measurements, the solution of the fault is gotten 
by the iterative reweighted ℓ1 minimization. The hyper-
parameters γ of Eqn. (4) is given as γ=0.25‖DH x‖∞ and 
z=0.5 (z quasi-norm) for each fault diagnosis result. The 
γ is an empirical value obtained from a grid search from 
0.1‖DH x‖∞ to ‖DH x‖∞. The upper limit ‖DH x‖∞ is ex-
plained in [27]. The phase and amplitude of excitations 
are set at [0, 2π], [0, 1], respectively. Both randomized 
and optimized excitations are quantified into six-bit 
phase and amplitude, while we obtain randomized ex-
citations via multinomial probability distribution. 

The solution that is recovered is designed into bina-
ry numbers using the threshold of the actual part by 
1/2, i.e. for nth antenna δn=0. Fault recovery is success-
ful when the accurate faulty elements reconstruction 
and corresponding position is attained. It is important 
to state that thresholding action is unnecessary when 
dealing with non-binary faults. Rate of successful re-
covery (RSR) metrics is employed to present the results, 
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and the realizations percentage leading to successful 
recovery. The results are computed using 600 Monte-
Carlo simulations with random fault positions. The 
findings originated from the proposed method are 
outlined below.

3.1. ENHANCEMENT IN FAUlT DETECTION 
 USINg ExCITATIONS OPTIMIzATION

The proposed method incorporates the impact of 
MC. This implies there should be similar improvement 
in performance when excitations optimization with re-
spect to random excitations is used.  This is validated via 
performance analysis of fault diagnosis with coupling 
matrix model, without and with excitation matrix Y op-
timization at 10 dB signal-to-noise ratio (SNR). The ex-
citation matrix Y optimization is confirmed to be useful 
for coupling matrix method as depicted in Fig. 3. When 
the average pattern method is used as the MC model, 
similar results were attained.  This is an important re-
sult as all the merits of the optimized element excita-
tion method continuously apply when the impacts of 
MC are considered. Similar findings were observed at 
higher SNRs, and there is an improvement generally in 
the RSR for a particular number of faults.

Fig. 3. Plot of RSR for coupling matrix method using 
iterative reweighted ℓ1 minimization, at N=100, 

d=0.45λ, and SNR=10 dB

3.2. ENHANCEMENT IN FAUlT DETECTION 
 WITH MUTUAl COUPlINg

The RSR percentage versus the faults number via 
various coupling models with iterative reweighted 
ℓ1 minimization and excitations optimization for 10 
dB and 20 dB, respectively, is depicted in Fig. 4. Fig. 
4 are for two M, and it can be observed that evident 
reliability improvement in fault diagnosis is observed 
when MC impacts are considered in both measure-
ment cases. For instance, when SNR is 10 dB with 15 
measurements, M, and 3 faults, RSR of 100 is attained in 
the presence of MC, as against the 85 RSR without MC. 
In addition, when SNR is 10 dB with 20 measurements, 
M, and 4 faults, 98 RSR is attained in the presence of MC 
as against the 83 RSR without MC.

(a)

(b)

Fig. 4. Plot of RSR using iterative reweighted ℓ1 
minimization, at N=100, d=0.45λ, and excitations 

optimization for 2 measurements, M,  
(a) M=15 (b) M=20.

Furthermore, the RSR accuracy difference when the 
MC is considered is higher than when low SNR mea-
surements are used. For instance, comparing the per-
formance of high and low SNRs in Fig. 4, the high SNR 
line shoot out more than that of low SNRs. For high 
SNR, an improved RSR is observed when the presence 
of MC is considered, even at bigger number of faults. 
For instance, when SNR is 20 dB, and measurements, 
M is 20 including 10 faults; isolated pattern method 
attains 50 percent RSR, while coupling models attain 
about 71% RSR. 

3.3. VARyINg THE DISTANCE BETWEEN 
 ElEMENTS: ANAlySIS

When the antenna elements are closer, the impact of 
MC is more [34], it is expected to have all the methods 
converge to close performance at higher spacing be-
tween elements. As this can be demonstrated in the re-
sults, it is valid based on least measurements M needed 
correct diagnosis of faults. Tables I to IV depict the mea-
surements number, M required to achieve 90% RSR and 
98% RSR when array diagnosis is conducted for various 
spacings between elements with the developed mod-
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els and random/optimized excitations. Fault number is 
set at 5, and SNR equals 10 dB. The smallest measure-
ments M needed for the diagnosis, which is the most 
effective diagnosis, are achieved when the optimized 
excitations are used (as per Table 1 & 3).

Generally, the AEAP models and coupling matrix with 
excitations optimization exhibit better options of find-
ing fault in this scenario. Conversely, it becomes impor-
tant to state that the coupling matrix method is of the 
assumption that the array impedance matrix is readily 
available for the user. When it is not available, the av-
erage embedded pattern model is recommended for 
practical application with large array aperture, because 
it requires only the response of the embedded pattern 
of the element at the center, easy to achieve.

Table 1. The required number of measurements 
to achieve 98% RSR with varying spacing d and 5 

number of faults for optimized excitation

Spacing, d 0.45λ 0.95λ 1.45λ 1.95λ
Embedded Pattern 25 19 19 19

Coupling Matrix 23 20 21 19

Isolated 0 32 40 19

Table 2. The required number of measurements 
to achieve 98% RSR with varying spacing d and 5 

number of faults for random excitation

Spacing, d 0.45λ 0.95λ 1.45λ 1.95λ
Embedded Pattern 28 25 24 25

Coupling Matrix 31 24 27 23

Isolated 0 35 48 25

Table 3. The required number of measurements 
to achieve 90% RSR with varying spacing d and 5 

number of faults for optimized excitation

Spacing, d 0.45λ 0.95λ 1.45λ 1.95λ
Embedded Pattern 18 17 17 17

Coupling Matrix 18 17 17 17

Isolated 38 22 27 17

Table 4. The required number of measurements 
to achieve 90% RSR with varying spacing d and 5 

number of faults for random excitation

Spacing, d 0.45λ 0.95λ 1.45λ 1.95λ
Embedded Pattern 22 20 20 19

Coupling Matrix 24 20 22 21

Isolated 45 25 31 20

4. CONClUSION

In this paper, two methods of adding the impact of 
MC for effective and more reliable antenna array fault 
diagnosis via a notable CS method that employs fixed 
probe based measurements, and excitations optimiza-
tion. Based on the accessible data about the array, and 
corresponding characteristics, both methods can be 
employed. For a fairly large array, AEAP method is an ap-

propriate forward model, and coupling matrix method is 
appropriate for a particular antenna group. The superior-
ity of the forward models, which incorporate the impact 
of MC, have been demonstrated and the shortcoming of 
a forward model without the MC influences incorpora-
tion has been presented. For instance, when fault num-
ber is set at 5, and SNR equals 10 dB, the smallest mea-
surements needed for the diagnosis, which is the most 
effective diagnosis, are achieved when the optimized 
excitations are used. The proposed technique is verified 
and demonstrated to be highly correct, and reliable in 
fault finding in antenna arrays where the impacts of MC 
are cannot be ignored. Finally, the proposed technique 
is more practical and recommended for identification of 
faults in antenna arrays. 
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Abstract – The primary objective of this paper is to introduce a 17-level multilevel inverter with only eight power switches and three 
diodes that can be suitable for electric vehicle applications. This setup utilizes three distinct unequal DC sources to create the 17 levels 
of output voltage waveforms. The modes of operations of the proposed topology have been discussed in detail.  The calculation 
of conduction losses, switching losses, efficiency, total standing voltage, and cost function per level for the suggested inverter has 
been elaborated. Due to more semiconductor power switches, diodes, capacitors, driver circuits, and DC sources in typical inverters, 
switching losses, costs, and harmonic distortion are increased. The nearest-level control technique has been utilized to control the 
switching elements of the recommended configuration. The performance comparison of various multilevel inverter topologies 
has also been discussed.  The suggested multilevel inverter provides a higher efficiency of 98.60%, cost function of 3.6 for a weight 
coefficient of 1, improved power quality, and higher reliability. A reduction in the power switches significantly reduces the convolution 
of switching circuitry. The total harmonic distortion produced by this inverter is 3.49%, which comes under the IEEE standard of 5%.

Keywords: Multilevel Inverter, Electric Vehicle, Nearest Level Control, Total Harmonic Distortion, Pulse Width Modulation

1.  INTRODUCTION

Multilevel inverters are generally used in smart grids, 
battery-powered electric vehicles (EVs), and FACTS 
devices because of attributes including higher power 
quality, enhanced adaptability, and lessened dv/dt 
stress. Due to their capacity to generate high terminal 
output voltages employing low and medium voltage 
components, they are highly suited for the aforemen-
tioned purposes [1, 2]. Multilevel inverters (MLIs) are 
generally classified as one of the three types: diode 
clamped or neutral point clamped multilevel inverters 
(NPCMLI or DCMLI), flying capacitor multilevel invert-
ers (FCMLI), and cascaded H-bridge multilevel invert-
ers (CHBMLI). Diodes are mainly used in this inverter for 
clamping voltage, so it is called DCMLI, which demands 

more diodes and power components when the output 
waveform levels rise, which complicates circuit control. 
By using the redundancy in switching states offered by 
clamping capacitors, the voltage balancing problem 
caused by diodes in DCMLI can be resolved in FCMLI. 
Capacitors are used as clamping components, so it is 
called FCMLI; however, higher passive circuit compo-
nents would decrease circuit reliability [3-6]. Compared 
to the other two MLIs, a MLI that consists of serially 
connected or cascaded H-bridges, called CHBMLI, is 
enormously modular and easier to control. Further-
more, it eliminates the necessity for voltage balancing 
circuits by using devoid DC sources. However, in the 
typical CHBMLI, each additional DC source enhances 
the need for four power electronic switches [7]. A 
unique multilevel inverter arrangement has been pre-
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sented with n+5 power switches and 'n' independent 
sources for high levels. The standing voltage across the 
power switches in the polarity changer increases sig-
nificantly as a result of the elevated levels in the termi-
nal voltage waveform. Power switches with the highest 
voltage and the largest heat sinks must be used [8, 9]. 
The overwhelming majority of structures that rely on 
autonomous DC sources for producing levels in output 
waveforms are based on the idea of using switched DC 
input voltages to add level and polarity flipping using 
H-Bridge. The number of elements rises since the total 
blocking output across the H-Bride is four times the DC 
input voltage [10-12].  A framework that incorporates 
a four-quadrant power switch design, enabling both 
balanced and unbalanced switching circuit operation. 
The configuration features a large number of power 
switches, which increase losses [13]. MLIs have gained 
popularity in a variety of low- to high-voltage, high-
power applications because of their unique features. 
Improved power quality, less electromagnetic interfer-
ence, decreased voltage stress, and semiconductor de-
vice loss are a few merits of MLIs. Three key issues with 
MLIs are high precision control, an increase in power 
semiconductor switches and capacitors, and voltage 
balancing [14-17]. MLIs have not yet been extensively 
employed in low-power electric transportation, even 
though they have been used in traction drives in a 
number of experiments. These arrangements are seen 
in low-power automobiles like electric buses and pas-
senger EVs, as well as high-power electric trains and 
ships. They use a standard two-level inverter because of 
its low DC-link voltage, simplicity in design, and conve-
nience of use [18-22]. Eleven switches, three capacitors, 
three diodes, and one source of seven-level SCMLI are 
implemented. The capacitors in this configuration are 
self-balanced. However, the overall circuitry complex-
ity is higher due to more switches, diodes, and capaci-
tors [23]. Six switches, two diodes, and two sources of 
5 level MLI have been introduced for renewable energy 
applications [24]. Seven switches, three diodes, and 
three sources of 15 level MLI have been discussed [25]. 
Ten switches, three diodes, and three capacitors with 
13 level MLI have been introduced [26]. Eight switches, 
two sources 11 level inverter have been employed [27]. 

This work provides a new reduced switch count 
multilevel inverter (NRSCMLI) that combines a multi-
conversion cell and H-bridge. The proposed MLI is very 
compact and requires only 8 switches, 3 diodes, and 3 
unequal DC voltage sources. The nearest level control 
(NLC) technique is designed for this inverter. A com-
parative study has been done based on the number 
of switches, diodes, driver circuits, capacitors, and DC 
sources, total blocking voltage per unit, and cost func-
tion per level for 17 levels of various existing MLIs. The 
suggested configuration's key design feature has fewer 
components for seventeen levels when compared to 
conventional MLIs.

2. CONVENTIONAL MULTILEVEL INVERTERS

NPCMLI, or DCMLI, has been used to create a multilev-
el output voltage, which is shown in Fig. 1a. To achieve 
the needed output levels, power switches are placed in 
series, with diodes functioning as clamping elements. 
NPCMLI has minimised expenses and is more adjust-
able since it uses diodes for clamping. To accomplish a 
waveform with‘m’ levels in the output voltage or current, 
(m-1) DC-link capacitors are required. Each phase de-
sires 2(m−1) power semi-conductor switches and (m−1) 
(m−2) diodes. There is an unbalanced stress on switches 
throughout the operation of NPCMLI. It requires more 
diodes and power switches. Moreover, this NPCMLI el-
evates the inverter power while needing one central and 
one high DC-link voltage [2, 3]. The next design, FCMLI, 
is seen in Figu. 1b. It employs flying capacitors in place of 
clamped diodes and delivers a clean output waveform 
while being safer and easier to operate. Because capaci-
tors are used as clamping elements in the FCMLI, it is 
also simple to regulate. Every switch in this MLI shares 
the same amount of power dissipation.  

Higher switching frequencies and balanced clamping 
capacitor voltages at high DC-link voltages are essential 
for the FCMLI. Since capacitors are more costly than di-
odes, this inverter is more complex and expensive than 
NPCMLI [4]. Alternatively, CHBMLI topology is one type of 
MLI that involves multiple symmetrical DC sources with H-
bridges, as shown in Fig. 1c. The same circuit with unequal 
sources is specified as a hybrid MLI, as shown in Fig. 1d. 
Each H-bridge comprises four power switches [15]. Fig. 
1e and Fig. 1f display the new cascaded MLI, which en-
compasses two stages; the first stage is two switches with 
equal or unequal DC sources, which can be prolonged ef-
fortlessly to create more levels. The second stage is the H-
bridge, which converts the stepped direct current wave-
form into an alternate current waveform. Figure 1g shows 
a circuit diagram of a modified reduced switch count MLI, 
which consists of a multi-conversion cell and an H-bridge. 
A multi-conversion cell has only 4 switches and 4 power 
diodes with 4 equal DC sources. A multi-conversion cell 
is serially connected to an H-bridge for AC conversion. 
Figure 1h shows the circuit diagram of a modified hybrid 
multilevel inverter with unequal DC sources [25]. 

3. NEW REDUCED SWITCH COUNT 
MULTILEVEL INVERTER 

The layout of the recommended structure, comprising 
four power switches and three unequal voltage sources 
(1V

DC, 2VDC, and 5VDC) is illustrated in Fig. 2. The unequal 
voltage sources are created by 1:1, 1:2, 1:5 transformers 
and DC-DC converters. This proposed structure produc-
es a unidirectional stepped 17 level output voltage or 
current waveform. It is further connected to the H bridge 
circuit to create an alternate output waveform. Fig. 3 dis-
plays the overall construction of the proposed NRSCMLI. 
The significant benefit of the recommended MLI is that 
it has 17 levels while using only 8 power switches. The 
operation of the proposed multilevel is;
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Mode 1: Devices S5, S6, S7 & S8 conduct, and it creates 
zero output voltage. 
Mode 2: Switches S1, S5, S8, D2 & D3 conduct and gen-
erate 1Vdc=28V, it supplies to the load.
Mode 3: Switching elements S2, S5, S8, D1 and D3 con-
duct and producing 2Vdc=56V, it supplies the load.

Mode 4: Power switches S1, S2, S5, S8, D3 & D4 con-
duct and generate 1Vdc+2Vdc=3Vdc. 
Mode 5: In this operating mode, switches S4 and D1 
conduct and produce 5Vdc-1Vdc=4Vdc=112V to load.
Mode 6: Device S3 only conducts along with diodes 
D1 and D2 and produces 1Vdc +5Vdc =5Vdc=140V.

(a) (b)

(c) (d)

(e) (f )
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(g) (h)

Fig. 1. a) Diode Clamped MLI, b) Flying Capacitor MLI, c) Cascaded H bridge MLI, d) Hybrid MLI, e) New 
Cascaded MLI, f ) New Hybrid MLI, g) Modified Cascaded MLI, h) Modified Hybrid MLI. [2-4, 15, 25]

Fig. 2. Multi-Conversion Cell for New Reduced Switched Count multilevel inverter

Mode 7: Switches S1, S3, and D2 conduct and generates 
1Vdc+5Vdc=6Vdc=168V.

Mode 8: Elements S2, S3, and D1 conduct and give 
2Vdc+5Vdc=7Vdc=196V to the load.

Mode 9: Switches S1, S2, S3 conduct, and the voltage 
across the terminal is 1Vdc+2Vdc+5Vdc=8Vdc=224V.

Mode 10: Switches S2, S3, and D1 conduct and create 
2Vdc+5Vdc=7Vdc=196V, supplies to the load.

Mode 11: Switches S1, S3 and D2 conduct, and the 
load output voltage is 1Vdc+5Vdc=6Vdc=168V.

Mode 12: Switches S3, D1 and D2 conduct, and voltage 
across the load is 5Vdc=140V.

Mode 13: Switches S4 and D1 conduct, and the output 
voltage is 5Vdc-1Vdc=4Vdc=112V.

Mode 14: Power switches S1, S2, S5, & S8 and D3 conduct, 
and the developed load voltage is 1Vdc+2Vdc =3Vdc =84V.

Mode 15: Devices S2, S5, S8, D1 and D3 conduct, and 
the developed output voltage is 2Vdc=56V.

Mode 16: Switches S1, S5, S8, D2 and D3 conduct, and 
the circuit generates 1Vdc=28V for the load.

Mode 17: In this mode, S5, S6, S7 & S8 conduct, and it 
produces zero voltage. Mode 1 to 17 give a 17 level 
output voltage for a positive half cycle. The same 
modes are repeated to generate a negative half 
cycle also but switches S6 and S7 conduct instead 
of switches S5 and S8. Fig. 6 and Table 1 display the 
modes of operation of the suggested MLI.

Fig. 3. Proposed New Reduced Switched Count 
multilevel inverter
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4. ESTIMATION OF LOSS AND EFFICIENCY

This part describes the theoretical calculation of loss-
es used to determine the efficiency of the recommend-
ed inverter. Conduction and switching losses are the 
most significant losses, and their computation relies 
on the assumption that the load is completely resistive 
and that the voltage at the inverter's output terminal 
resembles a staircase output waveform. When MOS-
FET power switches in a MLI are activated and conduct 
electricity, conduction loss occurs. The overall loss dur-
ing conduction in the suggested inverter architecture 
is calculated for each MOSFET power switch. The same 
has been calculated for the polarity transformation unit 
separately. Power switches are employed as a polarity 
conversion unit in the proposed inverter, and load cur-
rent in a single phase is observed with respect to neu-
tral. In this case, the loss due to the switch conduction 
period during the basic cycle quarter is calculated.

(1)

The transistor's on-state resistance and load current 
are symbolized as RonT and IR(t) respectively. By engag-
ing a high number of auxiliary units, the projected sys-
tem delivers 17 levels of output voltage and current in 
the load side. As a result, the load current is stated as

(2)

The average loss of a single-phase system during 
conduction is estimated using (1) and (2) as,

(3)

The multi-conversion unit's MOSFET switches are ac-
tive during the basic cycle. The losses of multi-conver-
sion for the ‘π’ cycle period is as

(4)

The loss during conduction is computed using the 
following equation for the single multi-conversion unit 
in the proposed MLI.

(5)

In MOSFET power switches, switching loss occurs by 
the overlap of voltage and current during the ON/OFF 
or vice versa transition. The following formula is used 
to estimate the energy loss of MOSFET power switches 
during their on and off times.

(6)

where VON - on-state voltage, I - current after switch-
ing on, TON - turn on time.

(7)

VOFF - off-state voltage of MOSFET, IOFF - current pass-
ing through the MOSFET before it turns on, and TOFF - 
turn-off time. Using equations (6) and (7), the switch-
ing loss in the predicted MLI is calculated separately 
for each power switch in each unit. After half of the 
fundamental cycle, the MOSFET power switches in the 

polarity conversion unit are turned on and off, and the 
switching loss is calculated as follows.

(8)

The fundamental switching frequency is f. Likewise, 
the switching loss of a multi-conversion unit is consid-
ered as throughout the half time. It is specified by,

(9)

For a full cycle, the overall switching loss can be in-
ferred as

(10)

The power loss of the NRSCMLI is computed by using 
(11)

(11)

The efficiency is calculated by using the following 
formulae

(12)

The calculations show that the efficiency of the 
17-level NRSCMLI is 98.60%, its conduction losses are 
10.24W, its switching losses are 0.36W, its input power 
is 756.7W, its output power is 746.1W.

5. NEAREST LEVEL CONTROL(NLC) FOR 17 LEVEL 
NEW REDUCED SWITCH COUNT MULTILEVEL 
INVERTER

NLC is a common approach used in modular multilevel 
converters. Low switching frequency control technology 
known as NLC or the round approach is adaptable and 
simple to use. The semiconductor switches of the con-
verter are activated by the appropriate gating signals 
produced by the NLC approach. Take the basic sinusoidal 
function with unit magnitude multiplied by the modula-
tion index as a starting point. Allow the resulting signal 
to pass through the inverter's total positive levels (N) after 
that. Employ the round function next to obtain the nec-
essary levels. The round function serves effectively to de-
crease switching losses by causing just one commutation 
to occur between two voltage steps, as shown in Fig. 4. 
Considering a Vref, the modulation index ‘m’ the nearest 
voltage level that can be estimated as follows:

(13)

Vref - reference sinusoidal voltage
L - number of levels
m - modulation index 
Vm – peak ac voltage
Vdc – voltage difference between two levels

Fig. 4. NLC control method
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Fig. 5. NLC technique synthesis for 17 level

Fig. 5 indicates the identification of the nearest volt-
age level and the principle of the NLC method for the 
projected 17 level inverter.

6. RESULTS AND DISCUSSIONS

Fig. 7 shows the simulation diagram of NRSCMLI, Fig. 
8 depicts the switching pulses of NRSCMLI; and Fig. 9 
shows the MATLAB simulated output voltage wave-

form of the 17-level proposed MLI for a resistive load 
of 10 kW. The magnitude of the voltage is 224V, and 
the current is 44 A. Fig. 10 shows the output voltage 
and current waveform for a resistive (R) and inductive 
(L) load of 11 KVAR. The magnitude of the current is 50 
A and the nature of the current waveform is sinusoidal. 
Fig. 11 shows the output voltage and current waveform 
for parallel resistive and inductive loads. From this fig-
ure, it clearly indicates that the nature of the output 
current waveform is sinusoidal for R and RL loads. From 
the Fast Fourier Transform (FFT) analysis window, it is 
understood that while the levels are raised, harmon-
ics and THD are minimized. Fig. 12 shows that for the 
17-level inverter, the voltage THD value is 3.49%. A 
simulation result of NRSCMLI is validated by the hard-
ware prototype. Four MOSFETs (IRF250) are connected 
to form a multi conversion cell, and it is connected to 
an H-bridge, which comprises four MOSFETs. 3 unequal 
DC sources are attained by using specially designed 3 
separate transformers in the ratios of 1:1, 1:2 and 1:5. 
Input for the all transformer is 28V. The AC output of 
transformers is converted into DC voltages by using 
rectifiers. A PIC 16F877 microcontroller is employed as 
the primary processor, it delivers gate trigger signals.

Fig. 6. Operation of New Reduced Switched Count multilevel inverter
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Table 1. Operation of Proposed Multilevel Inverter

Modes
Load Current Path Output 

Voltage(V)S1 S2 S3 S4 S5 S6 S7 S8 D1 D2 D3

Po
si

ti
ve

 H
al

f C
yc

le

1 0 0 0 0 1 1 1 1 OFF OFF OFF 0Vdc 0V
2 1 0 0 0 1 0 0 1 OFF ON ON 1Vdc +28V
3 0 1 0 0 1 0 0 1 ON OFF ON 2Vdc +56V
4 1 1 0 0 1 0 0 1 OFF OFF ON 3Vdc +84V
5 0 0 0 1 1 0 0 1 ON OFF OFF 4Vdc +112V
6 0 0 1 0 1 0 0 1 ON ON OFF 5Vdc +140V
7 1 0 1 0 1 0 0 1 OFF ON OFF 6Vdc +168V
8 0 1 1 0 1 0 0 1 ON OFF OFF 7Vdc +196V
9 1 1 1 0 1 0 0 1 OFF OFF OFF 8Vdc +224V

10 0 1 1 0 1 0 0 1 ON OFF OFF 7Vdc +196V
11 1 0 1 0 1 0 0 1 OFF ON OFF 6Vdc +168V
12 0 0 1 0 1 0 0 1 ON ON OFF 5Vdc +140V
13 0 0 0 1 1 0 0 1 ON OFF OFF 4Vdc +112V
14 1 1 0 0 1 0 0 1 OFF OFF ON 3Vdc +84V
15 0 1 0 0 1 0 0 1 ON OFF ON 2Vdc +56V
17 1 0 0 0 1 0 0 1 OFF ON ON 1Vdc +28V
18 0 0 0 0 1 1 1 1 OFF OFF OFF 0Vdc 0V

N
eg

at
iv

e 
H

al
f C

yc
le

19 0 0 0 0 1 1 1 1 OFF OFF OFF 0Vdc 0V
20 1 0 0 0 0 1 1 0 OFF ON ON -1Vdc -28V
21 0 1 0 0 0 1 1 0 ON OFF ON -2Vdc -56V
22 1 1 0 0 0 1 1 0 OFF OFF ON -3Vdc -84V
23 0 0 0 1 0 1 1 0 ON OFF OFF -4Vdc -112V
24 0 0 1 0 0 1 1 0 ON ON OFF -5Vdc -140V
25 1 0 1 0 0 1 1 0 OFF ON OFF -6Vdc -168V
26 0 1 1 0 0 1 1 0 ON OFF OFF -7Vdc -196V
27 1 1 1 0 0 1 1 0 OFF OFF OFF -8Vdc -224V
28 0 1 1 0 0 1 1 0 ON OFF OFF -7Vdc -196V
29 1 0 1 0 0 1 1 0 OFF ON OFF -6Vdc -168V
30 0 0 1 0 0 1 1 0 ON ON OFF -5Vdc -140V
31 0 0 0 1 0 1 1 0 ON OFF OFF -4Vdc -112V
32 1 1 0 0 0 1 1 0 OFF OFF ON -3Vdc -84V
33 0 1 0 0 0 1 1 0 ON OFF ON -2Vdc -56V
34 1 0 0 0 0 1 1 0 OFF ON ON -1Vdc -28V
35 0 0 0 0 1 1 1 1 OFF OFF OFF 0Vdc 0V

Fig. 7. Simulation Model of NRSCMLI

Fig. 8. Switching Pulses of NRSCMLI

Fig. 8. Switching Pulses of NRSCMLI

Fig. 9. 17-level output voltage and current of 
NRSCMLI for R load



Fig. 11. Output voltage and current of NRSCMLI for 
parallel R and RL Load

Fig. 12. FFT analysis

Fig. 13. Hardware output voltage waveform of new 
reduced switch count MLI

Fig. 14. Hardware output voltage waveform of new 
reduced switch count MLI

The microcontroller's control signal controls the 
MOSFET gate terminal's on and off states. Fig. 13 il-
lustrates the hardware arrangement for the suggested 
NRSCMLI. Fig. 14 exhibits the hardware output voltage 
of the projected NRSCMLI. The output is measured for 
a resistive load of 1 kW. The hardware output current 

waveform is shown in Fig. 15. The magnitude of the 
load current is 2A and it is evident that the waveforms 
of the voltage and current are almost sinusoidal. Seven-
teen level MLI produces an output voltage of 224 volts 
at a frequency of 50 Hz. The efficiency was estimated 
using data from a MOSFET switch with variable output 
power. FFT analysis from Fig. 16 displays that the volt-
age THD is 3.51%. 

Fig. 15. Hardware output current waveform of new 
reduced switch count MLI

Fig. 16. Hardware FFT analysis of 17-level new 
reduced switch count MLI

7. CALCULATION OF TSV AND COST FUNCTION

From Fig. 1, components of conventional MLIs are 
calculated. Total standing voltage and cost functions 
for the MLIs are calculated as follows: 

(14)

(15)

NS – Number of Switches     
Ngd – Number of gate drives
ND – Number of Diodes      
NC – Number of Capacitors 
TSV – Total Standing Voltage  
α – Weight co-efficient 
NDC – Number of Sources

7.1. DIODE CLAMPED MLI (DCMLI)

NS=Ngd=16, ND=14, NC=8, α=1, NDC=1& TSVPU is 32
Cost Function = (16+16+14+8+32)*1= 86 
CF/Level = CF/(Number of Levels) = 5.1
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7.2. FLYINg CAPACITOR MLI (FCMLI)

NS=Ngd=16, ND=0, NC=18, α=1, NDC=1 & TSVPU is 32

Cost Function = (16+16+0+18+32)*1= 82

CF/Level = CF/(Number of Levels) = 4.8

7.3. CASCADED H-bRIDgE MLI (CHbMLI)

NS=Ngd=32, ND=NC=0, α=1, NDC=8 & TSVPU is 4

Cost Function = (32+32+0+0+4)*8= 544

CF/Level = CF/(Number of Levels) = 32

7.4. CASCADED H-bRIDgE HYbRID MLI 
 (CHbHMLI)

NS=Ngd=12, ND=NC=0, α=1, NDC=3 & TSVPU is 6

Cost Function = (12+12+0+0+6)*3= 90

CF/Level = CF/(Number of Levels) = 5.3

7.5. NEW CASCADED MLI (NCMLI)

NS=20, Ngd=18, ND=NC=0, α=1, NDC=8 & TSVPU is 11

Cost Function = (20+18+0+0+6)*8= 392

CF/Level = CF/(Number of Levels) = 23.1

7.6. NEW CASCADED HYbRID MLI (NCHMLI)

NS=12, Ngd=10, ND=NC=0, α=1, NDC=4 & TSVPU is 8.25

Cost Function = (12+10+0+0+8.25)*4= 121

CF/Level = CF/(Number of Levels) = 7.1

7.7. MODIFIED CASCADED MLI (MCMLI)

NS=12, Ngd=10, ND=NC=0, α=1, NDC=4 & TSVPU is 8.25

Cost Function = (12+10+0+0+8.25)*4= 121

CF/Level = CF/(Number of Levels) = 7.1

7.8. MODIFIED HYbRID MLI (MCMLI)

NS=8, Ngd=6, ND=4, NC=0, α=1, NDC=4 & TSVPU is 6.12

Cost Function = (8+6+4+0+6.12)*4= 96.5

CF/Level = CF/(Number of Levels) = 5.7

7.9.  PROPOSED MLI

 Total standing voltage and cost functions for the 
proposed MLI are calculated as follows: 

TSV = MBVS1+MBVS2+MBVS3+MBVS4+MBVS5+MBVS6+
MBVS7+MBVS8

TSV=3.5Vdc+4Vdc+2.5Vdc+3.5Vdc+4Vdc+4Vdc+4Vdc+
4Vdc = 29.5Vdc

TSVPU = TSV/MBV = (29.5Vdc)/(8Vdc )=3.6875

NS =8, Ngd = 6, ND = 3, NC =0, α =1 and NDC = 3

CF=(8+6+3+0+1×3.6875)×3= 62.0625

CF/Level = CF/(Number of Levels) = 62.0625/17=3.65

From the above calculations, the cost function per level 
is lower when compared to conventional topologies. So, 
it can be easily configured as three phase system with 24 
switches, 20 driver circuits, 9 DC sources, and 9 diodes. 

8. PERFORMANCE COMPARISON OF MULTILEVEL 
INVERTERS

The several MLI structures are compared to stages as-
sociated with the quantity of power switches employed. 
Table 2 shows the comparison of various types of MLIs 
based on the needs of switches, driver circuits, diodes, 
capacitors, and DC sources. TBVpu, cost function per unit 
and THD are also compared. Fig. 17 represents the picto-
rial representations of the comparison of various existing 
MLIs. Figure 18 depicts the comparison of the efficiency 
of various existing MLIs, it is clear that the suggested to-
pology produces 98.60%. The NRSCMLI has benefits of 
17 level with only 8 power switches when multisource 
is utilized; THD is 3.51% and efficiency is also high when 
compared to various multilevel inverters. The proposed 
MLI 3 DC sources are used to generate 17-levels output, 
whereas in conventional inverters, a minimum of 4 DC 
sources are required; otherwise, one or two sources 
with more capacitors are required to generate the same 
17-level output. With the use of more capacitors, voltage 
balancing issues may arise. From the comparison, it ap-
pears that the developed MLI is best suited for electric 
vehicle applications with low power switches, reduced 
THD, and more efficiency.

Table 2. Performance Comparison of Multilevel Inverters

S.No. Name of the 
Topology

Switches 
Needed

Driver 
Circuits 
Needed

Diodes 
Needed

Capacitors 
Needed

DC 
Sources 
Needed

TBVpu
CF 

α=0.5
CF 
α=1 THD Efficiency 

(%)

1 DCMLI 16 16 14 8 1 32 4.1 5.1 7.53 96.81

2 FCMLI 16 16 0 18 1 32 3.9 4.8 7.12 96.52

3 CHBMLI 32 32 0 0 8 4 31.1 32 7.81 95.75

4 CHBHMLI 12 12 0 0 3 6 4.8 5.3 7.1 97.10

5 NCMLI 20 18 0 0 8 11 20.5 23.1 7.44 96.21

6 NCHMLI 12 10 0 0 4 8.25 6.1 7.1 5.51 97.12

7 MCMLI 12 10 8 0 8 7.5 15.9 17.6 6.26 96.88

8 MHMLI 8 6 4 0 4 6.12 5.0 5.7 4.71 98.24

9 Proposed MLI 8 6 3 0 3 3.68 3.3 3.6 3.49 98.60
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Fig. 17.  Performance Comparison of various existing 17 level inverters

9. CONCLUSION

The proposed work has been validated on the fun-
damental structural set-up of the new reduced switch 
count MLI for electric vehicle applications. The different 
MLI structures and their circuit operations have been 
discussed. The mathematical expressions for the cal-
culation of the needed voltage magnitude at the load 
have been pronounced. In the conservative approach, 
as the levels increase, the essential power switches also 
increase. Due to the large count of power switches, the 
harmonics, total harmonic distortion, switching losses, 
and implementation costs have also increased. The 
suggested topology considerably reduces the power 
switches to 8 for 17 levels, which lowers the losses due to 
reduced switching and conduction losses and improves 
the efficiency to 98.60%. The cost function is 3.6 for a 
weight coefficient of 1. Lower-order harmonics are re-
moved, which leads to an improvement in reduced total 
harmonic distortion (THD) of 3.49%. Hence, the devel-
oped MLI is best suited for electric vehicle applications.
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