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Energy Efficiency of the Passive Hybrid Battery 
Supercapacitor System: An Analytical Approach

719

Original Scientific Paper

Abstract – Under dynamic load, passive hybrid battery supercapacitor systems (HBSSs) have numerous advantages compared to 
stand-alone battery systems (SABS). The highlighted benefits include a lower voltage drop at the HBSS terminals, lower current and 
thermal stress on the battery, and higher energy efficiency. A novel set of analytical expressions is introduced for the analysis of energy 
efficiency of the passive HBSS in relation to the SABS. Using these expressions, energy efficiency of the passive HBSS was analyzed for 
different dynamic load parameters. Compared to existing approaches, the proposed approach that uses the introduced analytical 
expressions provides a better insight into the impact of battery and supercapacitor parameters on the energy efficiency of the passive 
HBSS in relation to the SABS. Additionally, the proposed approach is suitable for quick determination of HBSS behavior and energy 
efficiency under dynamic load. This contributes to the advancement of the sizing of HBSS components and optimization practices, 
ultimately leading to improved energy use. The analysis showed that in cases where the dynamic component of the load current is a 
very small part of the total load current, or slowly varying load currents, the passive HBSS in relation to the SABS has no advantages 
in terms of energy efficiency. The analysis showed that the HBSS is more suitable than the SABS in applications where the dynamic 
component of the load current is significant. The findings also indicate that there is an interval of the battery and supercapacitor 
parameters which is optimal for the sizing of the passive HBSS from a techno-economic aspect.

Keywords: analytical, battery, dynamic, energy efficiency, hybrid battery supercapacitor system, supercapacitor

1.  INTRODUCTION

From the perspective of energy efficiency, energy 
sources such as photovoltaics (PV), batteries, wind tur-
bines, diesel generators, supercapacitors, etc. have sig-
nificantly different energy efficiency for dynamic and 
static loads. In general, system losses are higher with 

dynamic loads compared to static loads. Additionally, 
when supplying dynamic loads, energy sources experi-
ence increased current and thermal stresses and higher 
voltage drops. By hybridizing different energy sources, 
the desired characteristics of individual energy sources 
can be exploited in certain applications [1-3]. By apply-
ing optimization techniques, adequate power manage-
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ment, the optimal configuration of such systems, dy-
namics and energy flows can be achieved [3, 4]. It is also 
possible to reduce current and thermal stresses of com-
ponents within hybrid systems as well as voltage drops 
at the terminals of the hybrid system. One such hybrid 
system, the so-called passive hybrid battery and super-
capacitor system, is described in detail in this paper. 

As energy storage devices, batteries [5, 6] and su-
percapacitors (SCs) [7-12] are particularly suitable for 
static and dynamic loads, respectively. Despite the fact 
that supercapacitors are suitable for dynamic loads, 
they have low gravimetric density of stored energy 
compared to batteries (Fig. 1, a compilation from [13-
15]). As energy storage devices, supercapacitors have 
approximately ten times higher gravimetric power 
density but ten times lower gravimetric energy den-
sity compared to batteries. By hybridizing these into 

a single energy storage system, the benefits of each 
component can be utilized. Such systems in which bat-
teries and supercapacitors are hybridized are called 
battery-supercapacitor hybrid energy storage systems 
(HESS) (Fig. 2. A compilation from [16-22]). From a to-
pological perspective, the simplest form of such an en-
ergy storage system is called a passive hybrid battery 
supercapacitor system (a passive HBSS), or a passive 
hybrid battery-supercapacitor energy storage systems 
(a passive HESS). 

The basic difference between passive HBSS and all 
other HBSS topologies is that all other HBSS topologies 
use power electronics circuits to control energy flows. 
The use of power electronics circuits, such as bidirec-
tional DC/DC converters, enables better adaptation 
and optimization of energy flows in variable operating 
conditions. 

Fig. 1. Ragone plot with charge/discharge time for arbitrarily selected energy storage technologies

Fig. 2. Common classification of hybrid battery supercapacitor topologies
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In a passive H BSS, the battery and the supercapaci-
tor are connected in parallel, i.e. to common DC buses 
(Fig. 3. A compilation from [16-22]).

Fig. 3. Passive hybrid battery-supercapacitor 
topology

Compared to a stand-alone battery energy storage 
system, a hybrid battery supercapacitor system, or a 
“stand-alone battery system” (SABS), has several promi-
nent advantages: 

•	 Reduced battery current: In case of dynamic loads, 
the load current in the HBSS is distributed between 
HBSS components, i.e. between the battery and 
the supercapacitor. Therefore, the battery current 
inside the HBSS is reduced in comparison to the 
SABS [13, 23-28].

•	 Reduced battery temperature and thermal stress: 
Joule heating of the battery changes with the 
square of the current flowing through the battery. 
The released heat in the battery raises the temper-
ature of the battery. Under dynamic load, during a 
significant increase in current, due to the fact that 
the released heat changes with the square of the 
current flowing through the battery, there is a sud-
den change in the temperature of the battery. Both 
a significant increase and a sudden change in bat-
tery temperature cause thermal stress on the bat-
tery. Thermal stress degrades battery performance 
and contributes to reduced battery lifespan. Given 
that the battery current inside the HBSS is reduced 
compared to the SABS, the temperature and ther-
mal stress of the battery inside the HBSS are also 
reduced compared to the SABS [27-30].

•	 Increased energy efficiency and energy absorption: 
Regarding energy efficiency, the HBSS has higher 
energy efficiency under dynamic load compared to 
the SABS [13, 31, 32]. Furthermore, in relation to the 
stand-alone battery, the HBSS has an increased abili-
ty to absorb the energy delivered by the load during 
braking of the electric motor drive (recuperation).

•	 Less pronounced voltage sags: During sudden in-
creases in load currents, the voltage at common DC 
buses, i.e. at the hybrid battery supercapacitor system 
terminals, experiences significantly less pronounced 
voltage sags compared to the SABS [13, 15, 28, 32].

•	 This paper focuses on energy efficiency, specifi-
cally analyzing the energy efficiency of the passive 
HBSS using analytical expressions. For this pur-
pose, analytical expressions will be derived that 
enable analysis of the energy efficiency of the pas-
sive HBSS. First, the derivation of expressions for 
voltages and currents during dynamic loading of 
the passive HBSS will be presented. Using the ob-
tained analytical expressions, the derivation of the 
expressions for losses in the HBSS will be presented 
for the scenario in which the load is dynamic. Then, 
the losses in the HBSS will be compared with the 
losses that would occur in a SABS under the same 
dynamic load. The energy efficiency of the passive 
HBSS was also analyzed for different parameters of 
the dynamic load. The contributions and findings 
of this paper can be summarized as follows:

•	 A novel set of analytical expressions is introduced 
for the analysis of the energy efficiency of the pas-
sive HBSS in relation to the SABS.

•	 Derived expressions are expressed through two 
additional parameters (K and k) that are related to 
the HBSS circuit parameters. This resulted in a form 
of equations that is suitable for rapid identification 
of the influence of HBSS parameters on current and 
voltage conditions and energy efficiency under dy-
namic load.

•	 By providing insights into the influence of HBSS 
parameters on current and voltage conditions and 
energy efficiency under dynamic load, this paper 
contributes to the advancement of sizing the HBSS 
components and optimization practices, ultimate-
ly leading to improved energy use.

•	 The proposed approach to analyzing the energy ef-
ficiency of the HBSS using the introduced analyti-
cal expressions resulted in the finding that there is 
an interval of the parameter k which is optimal for 
sizing the HBSS from a techno-economic aspect.

2. PASSIVE HBSS MODEL

In order for the derivation of analytical expressions 
to be possible, the HBSS model should be reduced to 
only necessary circuit elements. If the consideration 
is limited to very specific conditions under which the 
passive HBSS operates, then a straightforward model 
can effectively represent both the passive HBSS and 
the load. Such approach is often used in the perfor-
mance analysis of hybrid battery supercapacitor sys-
tems [14, 22-24, 26, 27, 31-34]. We have already em-
ployed this approach in [28], and the same model will 
be utilized in this paper. For the purpose of presen-
tation consistency, the main steps in modeling and 
derivation of analytical expressions are repeated from 
[28]. After repeating the steps from [28] in obtain-
ing the analytical expressions for the HBSS currents, 
a derivation of analytical expressions is given for the 
energy efficiency specific to this paper.
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Assuming that the analysis is carried out in a time 
interval during which the battery has not discharged 
significantly, the electromotive force of the battery (de-
noted by E), i.e. the open circuit voltage of the battery, 
can be considered constant. 

Additionally, the battery equivalent series resistance 
(RB) can be considered constant and equal for both bat-
tery charging and discharging processes. According to 
the above, the battery can be modeled as a real voltage 
source (Fig. 4 [13, 15, 22, 28]). Given that phenomena 
such as self-discharge and dielectric absorption are not 
expressed during the fast charge and discharge of a su-
percapacitor, the supercapacitor can be represented by 
a series connection of the SC capacitance (C) and the 
equivalent series resistance of the supercapacitor (RC) 
(Fig. 4 [13, 15, 22, 28]). 

According to the previously adopted models for bat-
tery and supercapacitor, the passive HBSS behaves as 

(1)

where u(t-kT) and u(t-Tp-kT) are Heaviside unit step 
functions, I0 is the amplitude of the constant part of 
the load, Ip is the amplitude of rectangular pulses, Tp is 
the duration of rectangular pulses, and T is the period 
of the waveform.

a first-order system during transients. Consequently, it 
has already been established that the transient will be 
described by a first-order differential equation. To fur-
ther simplify the model of the entire system, it is essen-
tial to select an appropriate load model. 

For this purpose, the dynamic load can be modeled 
with a current sink. The load current should have such a 
waveform that encompasses both steady and dynamic 
load time intervals. This can be achieved by represent-
ing the load current as a periodic pulse train that also 
contains a constant part (Fig. 5 [13, 15, 28]):

Fig. 4. Passive HBSS modeled as a first-order circuit

Fig. 5. Load current and relevant quantities

3. MATHEMATICAL DESCRIPTION OF 
TRANSIENTS

Based on the previously presented HBSS and the load 
model, the procedure used to obtain analytical expres-
sions for battery and supercapacitor currents during 
transients will be described in this section.

 According to Fig. 4, for each t there holds [28]:

(2)

(3)

(4)
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Combining the previous three expressions yields [28]:

A first-order differential equation is obtained, which 
is usually written as follows [28]:

(5)

(6)

where the time constant is determined by the expres-
sion [28]:

(7)

Differential equation (6) holds for both SC transients 
(i.e. discharging and charging transients). The same time 
constant (7) applies to both transients. Depending on 
whether the SC transient is charging or discharging, the 
load current will vary in the differential equation (6).

For the SC discharge transient process (0+≤t≤Tp), the 
load current is

(8)

For the SC charging transient process (Tp + ≤ t ≤ T), 
the load current is

(9)

To clearly distinguish between the voltages and cur-
rents in the HBSS associated with the charging and dis-
charging processes of the supercapacitors, it is desir-
able to introduce the following notation. The voltages 
and currents related to the discharge process of the su-
percapacitor will be denoted with the index one, while 
those related to the charging process will be denoted 
with the index two. 

According to the adopted notation, voltage uC and 
currents iL and iB can be written as follows:

(10)

(11)

(12)

3.1. SUPERCAPACITOR DISCHARGE PROCESS 

The transient phenomenon of the supercapaci-
tor discharge begins with the occurrence of a current 
pulse at t=0+. For the SC discharge process (0+≤t≤Tp), 
the following holds:

(13)

Applying the Laplace transform to Eq. (13) gives

(14)

A minor rearrangement of the previous expression 
yields

(15)

According to the law of commutation [35], the volt-
age across the capacitor remains unchanged during 
commutation.

(17)

(16)

Since iL (0-)=I0, it follows that

where U0 indicates the steady-state voltage at the termi-
nals of the HBSS. It is also convenient to define the theo-
retical voltage drop at the battery terminals due to the 
dynamic (peak) current Ip in the scenario when the SC 
is absent (i.e. as it would be in the SABS configuration):

Taking into account (17) and (18), expression (15) can 
be further simplified to the following form:

(18)

(19)

Applying the inverse Laplace transform to (19) gives

(20)

Once the expression for the voltage uC1 is known, it is 
possible to determine the current iC1. Substituting ex-
pression (20) into (4) gives

(21)

Taking into account (18) yields

(22)

To make further expressions concise, two auxiliary 
parameters, k and K, can be introduced [28]:

(23)

(24)

Graphical representation of expression (24), i.e. K vs. 
k, is shown in Figure 6 [28].

Taking into account (24), expression (22) can be writ-
ten as follows:

(25)
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Fig. 6. Parameter K vs. parameter k

3.2. SUPERCAPACITOR CHARGING PROCESS 

The transient phenomenon of supercapacitor charg-
ing begins when the current pulse ends at t=Tp+. For 
the SC charging transient process (Tp≤t<T), there holds: 

(26)

Taking into account that E-I0⋅RB=U0, expression (26) 
turns into a more concise form:

By applying the previously described procedure for 
solving the differential equation, the following is ob-
tained:

(27)

(28)

The initial condition uC2(Tp-) is determined by apply-
ing the law of commutation. According to the law of 
commutation [35], the voltage across the capacitor re-
mains unchanged during commutation:

Once the expression for the voltage uC2 is known, it is 
possible to determine the current iC2. Substituting ex-
pression (28) into (4) gives

(29)

(30)

(31)

Substituting (7) into (30) gives

As was done for the current iC1, it is beneficial to de-
scribe the current iC2 using the parameter K. From (24), 
it follows that

(32)

Combining (31) and (32) gives

(33)

Combining (29) and (33) gives

(34)

By respecting the definition of ΔUp (expression (18)), 
expression (34) can be written as follows:

(35)

3.3. BATTERy CURRENT IN THE HBSS

The battery current in the HBSS during both SC tran-
sients (discharging and charging) is determined from 
expression (2):

(36)

Taking into account the previously introduced nota-
tion, (36) and (11) yield the following:

(37)

Inserting (25) and (35) into (37) gives

(38)
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(39)

The expressions obtained for the supercapacitor and 
battery currents allow for an analysis of how the pres-
ence of the supercapacitor affects the redistribution of 
the current pulse between the supercapacitor and the 
battery in the passive HBSS. Specifically, this analysis 
focuses on the reduction of the battery’s current stress 
in the passive HBSS. Battery current reduction and 
rectangular pulse current redistribution between the 
supercapacitor and the battery can be easily analyzed 
through the introduced parameter K [28]. For example, 
if the supercapacitor and the battery have equal equiv-

alent series resistances, then k=1 follows according to 
(23). According to Fig. 6 for parameter k=1, the param-
eter K is equal to 0.5. According to expressions (25) and 
(38), at the moment a rectangular current pulse (t=0+) 
appears, the pulse current Ip is evenly distributed be-
tween the supercapacitor and the battery. The superca-
pacitor absorbs half of the current pulse, while the bat-
tery absorbs the other half. Once all currents (iC1, iC2, iB1  
and iB2) are expressed through the parameter K, their 
waveform can be graphically represented qualitatively 
as a function of the parameter K (Fig. 7 [28]). The wave-
forms of battery and supercapacitor currents shown in 
Fig. 7 [28] are all consistent with the results given in the 
literature [14, 15, 26, 34, 36-38].

Fig. 7. Waveforms of the battery, load and SC current expressed through parameter K



726 International Journal of Electrical and Computer Engineering Systems

If the parameter k is greater than one, then a larger 
portion of the rectangular pulse current is initially ab-
sorbed by the supercapacitor. More precisely, at t=0+ 
the supercapacitor absorbs part of the pulse current, 
which is Ip⋅K, and the battery absorbs the rest of the 
pulse current, which is Ip⋅(1-K) (see Fig. 7.). As long as 
the rectangular pulse current lasts, the current of the 
supercapacitor decreases, and the current of the bat-
teries increases (see Fig. 7). As shown in Fig. 7, at the 
end of the rectangular pulse current, the direction of 
the supercapacitor current changes due to the super-
capacitor charging process that occurs. The charging 
current of the supercapacitor is provided by the bat-
tery. Therefore, after the end of the current pulse, the 
battery is loaded with a current equal to the sum of the 
constant part of the load current I0 and the superca-
pacitor charging current iC2. The supercapacitor charg-
ing process takes approximately five time constants 
(Eq. 7). Therefore, when sizing the HBSS component, 
such HBSS parameters should be selected that the su-
percapacitor has enough time to charge before a new 
rectangular pulse current occurs.

4. ENERGy EFFICIENCy

To demonstrate that the HBSS is more energy effi-
cient compared to the SABS under dynamic load, it is 
necessary to know the losses within both the HBSS and 
the SABS under the same operating conditions. The en-
ergy efficiency of the HBSS compared to a battery-only 
system (SABS) can be analyzed through a loss ratio:

(40)

where EHBSS (0,T) are losses in the HBSS during one pe-
riod of the waveform T, i.e. total losses in the battery 
and the supercapacitor during one period, ESABS (0,T) 
are losses in the SABS during one period T.

For the sake of mathematical simplicity and to facili-
tate easier interpretation of the results, it is convenient 
to introduce the following substitutions:

(41)

where Ip is the peak value of the rectangular pulse 
and I0 is the constant part of the load current.

The ratio of the duration of the rectangular pulse to 
the time constant is given by

(42)

where Tp is the pulse duration and τ is the time constant.

The ratio of the duration of the rectangular pulse to 
the period of the waveform, the so-called duty cycle 
of the pulsating (dynamic) part of the load current, is 
given by

(43)

where Tp is the pulse duration and T is the period of the 
waveform.

Using the previously introduced substitutions, the 
battery current and the SC current can be written as

(44)

(45)

(46)

(47)

4.1. LOSSES IN A STAND-ALONE 
 BATTERy SySTEM

Losses due to the load current in a SABS over one pe-
riod can be determined as follows:

(48)

where IL
2 is given by the expression:

(49)

Integrals IL1
2 and IL2

2 are given by the expressions:

(50)

(51)

Using the previously introduced substitutions, the 
previous integrals can be written as follows:

(52)

(53)

4.2. LOSSES IN AN HBSS SySTEM

Losses in the HBSS due to the load current consist of 
losses in the battery and the supercapacitor. The total 
energy loss in the HBSS from the moment t=0 to the 
moment T is given by

(54)

where EB (0,T) and ESC (0,T) denote the losses in the 
battery during one period and the losses in the super-
capacitor during one period, respectively.

The losses in the battery during one period can be de-
termined as

(55)

where
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(57)

The losses in the supercapacitor during one period 
can be determined as

(58)

where

(59)

(60)

where IB1
2, IB2

2, IC1
2 and IC2

2 denote the following integrals:

(61)

(62)

(63)

(64)

Up to this point, all losses have been expressed by 
the corresponding integrals. By inserting the corre-
sponding integrals into (40), the expression for the en-
ergy efficiency can be expressed in the form:

(65)

According to (23), i.e. k=RB/RC, expression (65) can be 
simplified and written as

(66)

The previous expression allows for the determina-
tion of the energy efficiency of the HBSS in relation to 
the SABS. For practical application of this expression, 
it is necessary to adhere to the initial assumption un-
der which it was derived. To ensure its applicability, it is 
necessary to determine the validity limits of the expres-
sion for energy efficiency.

4.3. VALIDITy LIMITS OF THE ExPRESSION 
 FOR ENERGy EFFICIENCy

The initial assumption before deriving the expres-
sions was that the duration of the rectangular current 
pulse Tp is relatively short compared to the period T. 
This means that after the rectangular current pulse 
ends, the supercapacitor manages to recharge during 
the time interval T-Tp. 

According to the above, and given that the time re-
quired for the supercapacitor to recharge to 99% of the 
voltage on its terminals in a steady state is equivalent 
to five time constants, the following condition follows:

or expressed through the introduced substitutions:
(67)

(68)

The previous expression enables the calculation of 
the range of valid parameters for determining energy 
efficiency (Table 1).

Table 1. Valid parameter ranges

β≤1/10 0.01 0.02 0.03 0.04 0.05

α≥5(β/(1-β)) 0.051 0.102 0.155 0.208 0.263

Table 1. Valid parameter ranges - Continued

β≤1/10 0.06 0.07 0.08 0.09 0.1

α≥5(β/(1-β)) 0.319 0.376 0.435 0.495 0.556

By adhering to the limits specified in Table 1, within 
which the expression for determining the energy effi-
ciency of the HBSS in relation to the SABS holds, a nu-
merical calculation was carried out (Figs. 8 and 9).

Fig. 8. Reduction of energy losses in the HBSS compared to a stand-alone battery system 
for α=0.1, β=0.01 and a variation of ε.
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Fig. 9. Reduction of energy losses in the HBSS compared to a stand-alone battery system 
for α=0.6, β=0.1 and a variation of ε.

5.  DISCUSION

In Section 3, analytical expressions are given that de-
scribe the battery and SC currents in the passive HBSS. 
The presented analytical expressions enable a physi-
cal explanation of the reasons why the HBSS is more 
energy efficient than the SABS under dynamic load. At 
the moment a rectangular current pulse appears, i.e. 
the dynamic component of the load current (see Fig. 
7), the pulse current is distributed between the battery 
and the supercapacitor. Given that supercapacitors 
typically have a lower internal resistance than a battery 
(k>1), a larger part of the pulse current is absorbed by 
the SC (see Fig. 7). The current delivered by the SC to 
the load during the current pulse generates losses in 
the SC; however, since the internal resistance of the SC 
is lower than that of the battery, the losses in the HBSS 
are also reduced compared to the SABS. 

For a more detailed analysis of the energy efficiency 
of the HBSS relative to the SABS, it is necessary to use 
the expressions provided in Section 4. This section in-
cludes analytical expressions that account for all losses 
in the HBSS. The expressions enable the numerical cal-
culation of the energy efficiency of the HBSS relative to 
the SABS for various dynamic load parameters.

The numerical calculation of the energy efficiency 
of the HBSS relative to the SABS was performed over 
a range of parameter k from 0.01 to 100. Although the 
range of parameter k from 0.01 to 100 has no practi-
cal importance, as it would include extremes (a large 
battery and a small SC, a small battery and a large SC), 
the specified range was chosen for purely theoretical 
reasons. The selected range of parameter k enables rec-
ognition of the asymptotic values towards which the 
curves in figures converge.

The red curves in Figs. 8 and 9 refer to cases when 
there is a very small dynamic current component in the 
total load current, i.e. when ε=Ip/I0=0.1. As expected, 
the ratio EHBSS(0,T)/ESABS(0,T) is approximately one, i.e. 
the losses in the HBSS are not reduced compared to the 
SABS. The HBSS is as energy efficient as the SABS.

With an increase in the share of the dynamic cur-
rent component (blue curves in Figs. 8 and 9), i.e. when 
ε=Ip/I0=1.0, the advantages of the HBSS compared to 
the SABS become obvious, i.e. the losses in the HBSS 
compared to the SABS are smaller (a smaller EHBSS(0,T)/
ESABS(0,T) ratio). By comparing Figs. 8 and 9, it can be ob-
served that the reduced losses in the HBSS compared to 
the SABS are not significant if the pulse duration is small 
compared to the period (β=Tp/T=0.01 in Fig. 8).

By increasing the duration of the pulse Tp compared 
to the period T (a greater β=Tp/T ratio) and a simultane-
ous increase in the share of the dynamic current com-
ponent in the load current (a greater ε=Ip/I0 ratio), the 
advantages of the HBSS in terms of energy efficiency 
become obvious (the green curve in Fig. 9).

Furthermore, following the green curves in Fig. 8 
and Fig. 9, asymptotic trends can be observed with the 
change of the parameter k. The physical interpretation 
is that there is a physical limit to how much the losses in 
the HBSS can be reduced, and consequently, how much 
the energy efficiency of the HBSS can be improved. For 
practical cases where the supercapacitor has a lower 
internal resistance than the battery (k>1), up to ap-
proximately k≈10, the green curve shows significant 
changes with variations in the parameter k up to ap-
proximately k≈10. Beyond this point, i.e. for k>10, the 
green curves exhibit pronounced asymptotic behavior, 
the so-called saturation. This indicates that there is an 
interval of the parameter k, i.e. 1≤k≤10, which is opti-
mal for the sizing of the HBSS from a techno-economic 
aspect. Reducing losses in the HBSS, or increasing the 
energy efficiency of the HBSS, by choosing a parameter 
k greater than 10 becomes uneconomical. This would 
lead to an HBSS design with a relatively large superca-
pacitor compared to the battery. In addition, the reduc-
tion of losses would be small compared to the reduc-
tion of losses with the range of k values between 1 and 
10, i.e. for 1≤k≤10. 

The results obtained are consistent with those report-
ed in the literature [13, 27]. However, the approach pro-
posed in this paper offers a more straightforward inter-
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pretation of the results and provides better insights into 
how HBSS parameters affect current and voltage con-
ditions and energy efficiency under dynamic load. The 
conducted analysis points to the following conclusions.

If the dynamic component of the load current is a 
very small part of the total load current, or if load cur-
rents vary slowly, the passive HBSS does not offer any 
advantages over the SABS in terms of energy efficiency. 
The reduction in battery current within the HBSS com-
pared to the SABS is negligible. Because of this, there 
are no techno-economic justifications for using the 
HBSS in these cases. The analysis also showed that the 
HBSS is more advantageous than the SABS in applica-
tions where the dynamic current component consti-
tutes a significant portion in the total load current (a 
greater Ip/I0 ratio). Additionally, from a techno-eco-
nomic aspect, there is an interval of the parameter  , i.e. 
(1≤k≤10), which is optimal for the sizing of the HBSS. 
Besides improving the energy efficiency compared to 
the SABS, the HBSS also offers other advantages com-
pared to the SABS, including a lower voltage drop at 
the HBSS terminals, and reduced current and thermal 
stress on the battery inside the HBSS. 

6. CONCLUSIONS

This paper presents an analytical approach to the analy-
sis of energy efficiency of the passive HBSS in relation to 
the SABS. A novel set of analytical expressions is intro-
duced for this analysis. Analytical expressions are derived 
using a first-order circuit model that represents both the 
HBSS and the dynamic load. These derived expressions 
are expressed through two additional auxiliary dimen-
sionless parameters (K and k) that are related to the circuit 
parameters of the HBSS. The waveform of the load current 
is characterized by three dimensionless parameters (ε, α, 
and β), one of which (α) is also related to the HBSS param-
eters. Thanks to the above, general expressions for cur-
rents, voltages and energy efficiency have been achieved. 
Compared to existing approaches, the proposed ap-
proach offers better insight into the influence of battery 
and supercapacitor parameters on the energy efficiency 
of the passive HBSS in relation to the SABS. The proposed 
approach is also suitable for quick determination of HBSS 
behavior (voltage at the HBSS terminals, battery and SC 
currents) and energy efficiency under dynamic load. This 
enables the identification of HBSS parameters required 
for optimal behavior and optimal energy efficiency. In 
this way, it is possible to avoid successive simulations with 
varying model parameters to determine the behavior and 
energy efficiency of the HBSS under dynamic load. In-
stead, if necessary, more accurate results can be obtained 
through simulations based on a higher-order model.

The performed analysis illustrates the effectiveness of 
the proposed approach in determining the energy ef-
ficiency of the HBSS in relation to the SABS, as well as 
the rapid identification of the HBSS parameters required 
for desired behavior and energy efficiency. Regarding 
energy efficiency, the analysis reveals that there is an in-

terval of the parameter k which is optimal for the sizing 
of the HBSS a techno-economic aspect. The advantages 
of the passive HBSS compared to the SABS are described 
in detail in the paper. The analysis shows that the passive 
HBSS has advantages over the SABS only under dynamic 
load. More specifically, the passive HBSS is more suitable 
than the SABS in applications where the dynamic cur-
rent component constitutes a significant portion in the 
total load current (a greater Ip/I0 ratio).

The presented set of analytical expressions can be 
further improved for greater accuracy by using a more 
complex circuit model to represent the HBSS. To pave 
the way for potential improvement, the derivation of 
this set of analytical expressions is provided in detail, 
accompanied by explanatory comments. 
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Miniaturized Ultra-Wide Band (UWB) 
Delta-Stub Based 4-Way Power Divider with 
Enhanced Isolation For Internet of Things (IoT) 
and Next-Generation Wireless Systems
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Abstract – This paper proposes a novel wideband 1-to-4-way Wilkinson power divider (WPD) designed for operation in the ultra-
wideband (UWB) frequency band. The proposed power divider operates in the frequency range of 3-8GHz. The design process started 
with conventional WPD design and evolved based on three stages of a 1-to-2 way power divider, incorporating 100Ω resistors and 
two delta-stubs for each stage. Delta-stubs are introduced in the WPD design for enhanced operational bandwidth and impedance-
matching characteristics. The proposed power divider is designed using an FR4 substrate with a thickness of 0.76mm and εr of 4.3, 
respectively. The proposed design exhibits equal power split at all ports, good insertion-loss of approximately -6 ± 2dB, and return-
loss of below -10 dB over the operating frequency band. Moreover, good impedance-matching, and isolation performance have 
been obtained over the desired frequency band. The proposed WPD was initially modeled mathematically and then designed and 
optimized using CST microwave studio (CST-MWS). The proposed design can be used in the next-generation UWB-Internet of Things 
(UWB-IoT) antenna array systems.

Keywords: UWB, Wilkinson Power Divider, Delta-Stub, Antenna Array Systems, Internet of Things (IoT)

1.  INTRODUCTION

The last decade has seen a significant interest in ultra-
wideband (UWB) technology [1-3] due to its enhanced 
bandwidth, radiation characteristics, and increased da-
ta-transmission features [2-4]. The Federal Communica-
tion Commission (FCC), USA, has designated a frequen-
cy band of 3.1-10.6 GHz (7.5 GHz bandwidth) for use in 
UWB applications [1-3]. Both wireless systems and sen-
sor networks benefit greatly from UWB technology's 
enhanced data-transmission rates and low-energy con-

sumption features [1-5]. Also, it is gaining acceptance 
in UWB-Internet of Things (UWB-IoT) applications for 
continuous data-transfer between low-cost sensor de-
vices [6-9]. Due to its low-power emission characteris-
tics, UWB technology is recognized as a viable solution 
for wireless body area networks (WBANs). This also 
renders the UWB technology suitable for wearable IoT 
devices and sensors [5-9].

For UWB systems, several authors have proposed a 
range of designs for UWB antennas and filters [1-11]. 
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However, not a lot of UWB power dividers have been 
proposed in the past albeit the fact they are a key com-
ponent in a variety of microwave systems. For example, 
power dividers are considered a critical component in 
the design of balanced mixers [12], phase shifters [13], 
and feeding networks for phased array antenna (PAA) 
systems [14-17].

The utilization of 3-port power dividers is particularly 
critical for the UWB-PAA systems [15-17] that make use 
of power splitters, for example, a corporate or parallel 
power splitting system. The corporate feeding network 
maintains equal path lengths between input and out-
put ports while dividing power between n-output ports 
with a specific distribution. In situations where 3-port 
power dividers are frequently utilized, they can be im-
plemented with an n-way power dividing network. The 
flexible configuration of the two-way power divider en-
ables the employment of numerous stepped sections 
to produce power divisions with wideband operation 
capacity [12]. Although utilizing high-isolation power 
dividers minimizes the reliance on load matching, the 
operational bandwidth of the power divider network 
is principally constrained due to the matching required 
for the radiating elements [12].

The Wilkinson power divider (WPD) [12, 18], also 
known as the Wilkinson splitter, is a 3-port power divid-
er network that was first introduced in 1960 by Ernest 
Wilkinson [18]. It has been extensively used in various 
microwave applications, including wireless communica-
tion, PAA, and radar systems. A WPD is a passive splitter 
that takes one input signal and divides it into n output 
signals with equal phases and amplitudes. Theoretical-
ly, WPD exhibits complete isolation among the output 
ports at the desired frequency. It is based on the prin-
ciple of impedance transformation, which is achieved by 
using quarter-wave transmission-lines (TLs). 

The WPD is a type of hybrid splitter that is fundamen-
tally a narrowband device. Many different researchers 
[13, 14, 19-24] have implemented numerous tech-
niques to enhance its bandwidth of operation. Some 
of these bandwidth enhancement techniques involve 
the addition of segmented structures [19], tapered 
lines [13], and stubs to each section [14, 20, 21]. Other 
researchers have proposed the use of defective ground 
structures of different shapes for this purpose [22, 23].

In [14], the authors present an innovative method 
for broadening the bandwidth of a power divider uti-
lized in six-port interferometers by incorporating radial 
stubs within a conventional Wilkinson design. Their 
work across the 3.1-10.6 GHz UWB frequency band re-
veals a significant enhancement, showcasing a simulat-
ed bandwidth expansion of 37.5%. Yu et al. [19] intro-
duce a novel broadband WPD topology utilizing a seg-
mented structure, employing TL segments with shunt 
capacitors and series resistor-capacitor networks. The 
design reported in [20] presents a modified approach 
to the traditional two-section WPD by incorporating 
open stubs on each branch, demonstrating improved 

performance within the UWB frequency band. This de-
sign not only outperforms the traditional three-section 
power divider but also offers a 10% reduction in size 
and eliminates the need for one resistor, showcas-
ing promising simulation and measurement results. 
Similarly, Dardeer et al. [21] introduced a cost-effective 
and compact microstrip-based WPD within the UWB 
range. The design uses two open-stubs to enhance the 
bandwidth. Peng et al. [24] demonstrated a UWB non-
coplanar power divider design by adding two slots, a 
tapered and a fan-shaped slot, to enhance the power 
divider's overall performance. 

In this paper, the authors present a study on the de-
sign, fabrication, and characterization of a compact 
and miniaturized UWB 4-Way WPD based on delta-stub 
with enhanced isolation for UWB-IoT and next-gen-
eration wireless system applications. The agreement 
between the simulated and measured results suggests 
that the proposed UWB WPD performs well and can be 
used in UWB-IoT and next-generation wireless systems.

The following sections are organized as follows: Sec-
tion 2 briefly describes the conventional configura-
tion of the WPD. Section 3 discusses the step-by-step 
design process of the proposed WPD geometry and 
its dimensions. Section 4 summarizes the WPD fabri-
cation, characterization, and comparison of simulated 
and measured results in terms of parameters such as 
return-loss, insertion-loss, and isolation-loss. Addition-
ally, it provides a comparative study between the de-
sign presented in this paper and the existing designs 
proposed by other researchers. Finally, Section 5 draws 
conclusions.

2. WPD CONVENTIONAL DESIGN

The WPD functions as a 3-port system, which is typi-
cally lossless in nature. When the output ports of a WPD 
are appropriately matched, the network becomes loss-
less with only the dissipation of the reflected power. The 
input power can be divided into two or maybe more in-
phase signals of equal amplitude. A quarter-wave (λ/4) 
transformer with a characteristic impedance of √(2)Z0 
can be used to realize a 2-way WPD. Fig. 1(a-b), depicts 
the fundamental two-way design of the WPD. [12-13].

(a) (b)

Fig. 1: (a) An equal-split WPD showing the line-
impedances and λ/4 transformers (b) WPD 

equivalent transmission-line circuit [12]

The initial dimensions of the WPD can be calculated 
using the well-known transmission-line model [12], as 
discussed in Eq. (1)-(6), respectively. 
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The effective dielectric constant (εreff) calculation in 
Eq. (1) leads to accurate modeling of the microstrip-
line, and it depends upon the substrate thickness (h), 
relative permittivity (εr), and the conductor width (W).

(1)

Eq. (2) is used to calculate the microstrip-line wave-
length (λ in mm), which is correlated with the phase ve-
locity. Where, f is the desired operating frequency. The 
center frequency is selected as 5.5GHz. It is important 
to note that Eq. (2) leads to the calculation of the guid-
ed wavelength factor, as it is used to determine the size 
of components such as stubs and the WPD itself at the 
intended frequency.

(2)

The characteristic impedance (Zo=50Ω) of a mi-
crostrip-line is computed using the dimensions from 
Eq. (3)-(4). The characteristic impedance is a crucial pa-
rameter for ensuring impedance matching. The width-
to-height ratio (W/h) can be determined by using Eq. 
(5)-(6), respectively.

(3)

(4)

For A > 1.52:

(5)

For A < 1.52:

(6)

It is important to note that the parameters in Eq. (3)-(4) 
are intermediate variables (A and B) that depend on Zo. 
The initially achieved dimensions from the transmission-
line model Eq. (1)-(6) are now used to simulate and op-
timize the WPD design using the CST microwave studio.

3. WPD PROPOSED DESIGN

Fig. 2(a-b) depicts the proposed design for the 1-to-
4-way WPD based on delta-stub. The equivalent trans-
mission-line circuit of the proposed WPD is shown in Fig. 
2(c). Two delta-stubs, measuring 2.38 x 0.74 mm (length 
x width), are added on both sides of the λ/4 transformers 
to improve impedance matching and widen the band-
width characteristics of the WPD. The labeling of WPD is 
shown in Fig. 2(a), and the optimum dimension of WPD 
is shown in Fig. 2(b). For ease of understanding, in the 
rest of the paper, Port-1 will be referred to as the input-
port, whereas Ports 2-5 will be considered output ports, 

respectively. The impedance of the input and output 
ports is approximately 50Ω. The characteristic imped-
ance of the first TLs is Z1 = √(2)Z0 = 70.7Ω. 

In the proposed design, at each output port, the 
power is 1/4th the power of the input-port. So, the 
transmission loss should be -6dB at each of the output 
ports. The proposed power divider is designed using 
an FR4-substrate with a thickness of 0.76mm and εr of 
4.3, respectively. The FR4 substrate is used in this study 
because it is a readily available and cost-effective mate-
rial for the proposed power divider design. Moreover, 
FR4 adheres to cost limitations in practical applications, 
particularly in IoT, and facilitates manufacturing and 
scalability [25]. The FR4 substrate size of 44 x 24 mm is 
taken in this study. The 50Ω TL width is taken as 1.5mm, 
and the length (λg/4) and width of 70.7Ω TL are taken as 
7.17mm and 0.65 mm, respectively. The current design 
uses the delta-stub for better impedance matching and 
wide bandwidth characteristics. Table 1 lists the modi-
fied WPD's optimized dimensions.

Fig. 2. CST simulation layout of the 1-to-4 way 
modified WPD (a) Port labeling (b) Optimized 

dimensions (c) Equivalent transmission-line circuit

(b)

(a)

(c)
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Table 1. Parameters of modified 1-to-4 way WPD

W50 (mm) W70.7 (mm) W1 (mm) W2 (mm)

1.5 0.65 1.6 0.75

L (mm) Ls (mm) Ls1 (mm) Ws (mm)

7.17 2.62 1.1 0.6

4. WPD RESULT AND RELATED DISCUSSION

This section summarizes and validates the results of 
the proposed and designed WPD working in the UWB 
frequency range of 3-8GHz. The fabricated prototype of 
1-to-4 way modified WPD is shown in Fig. 3. It was fabri-
cated on FR4 substrate (εr = 4.3, h = 0.76 mm, and loss-
tangent (tan δ) of 0.019). The overall dimension of the 
fabricated prototype was 44 mm × 24 mm (1056 mm2), 
as shown in Fig. 3, which demonstrates an 84% size re-
duction compared to the conventional TL-based WPD 
with the same frequency band [26]. The prototype of the 
proposed WPD was measured using Keysight Technolo-
gies FieldFox N9916B vector network analyzer (VNA), 
and the results are discussed in the following sections.

Fig. 3. Fabricated prototype of Proposed WPD

4.1. RETURN-LOSS

Fig. 4 shows the simulated and measured return-
loss (S-parameter) results for all the ports of the de-
signed WPD. The Port-1 of the WPD was connected to 
the Port-1 of the VNA using a high-frequency RF cable 
and connector to measure the return-loss of WPD. The 
remaining ports of WPD were terminated using 50 Ω 
terminators. Fig. 4 shows the simulated and measured 
return-loss performance across the 3-8GHz frequency 
band with a magnitude better than -10dB.

(a)

(b)

Fig. 4. Simulated and measured return-loss 
(a) S11, S22 (b) S33, S44

4.2. INSERTION-LOSS

For the measurement of WPD insertion-loss, Port-1 of 
VNA was connected to the WPD Port-1, and Port-2 was 
connected to the WPD Port-2; meanwhile, WPD Port-3, 
Port-4, and Port-5 were terminated with 50Ω termina-
tors. The simulated and measured insertion-loss results 
for the designed WPD for Port-2 to Port-5 with respect 
to the input Port-1 are shown in Fig. 5 (a-b). 

The simulated and measured insertion-loss shows 
the value of -6 ± 0.2 dB and -6 ± 2 dB across the UWB 
frequency range of 3-8G Hz. Fig. 5 also shows the S12 re-
sults, which highly resemble S13, S14, and S15 results, re-
spectively. This means that the input power (from WPD 
Port-1) has been split equally to all output ports (Port-2 
to Port-5), and it performs well with minimal insertion-
loss over the specified frequency range.

(a)

(b)

Fig. 5. Simulated and measured insertion-loss 
(a) S12, S13 (b) S14, S15
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Fig. 7(a-b) shows the overall measurement setup 
of the WPD. Fig. 7(a) shows that the Port-2 and Port-5 

Fig. 6. Simulated and measured Isolation-loss  
(a) S32, S42, and S52, (b) S43, S53 (c) S54

(a)

(b)

(c)

The results presented in Fig. 4 (a-b) and Fig. 5 (a-b) 
show a slight deviation between the simulated and 
measured responses of the WPD. The reason for this 
deviation is the lossy nature of the FR4 substrate, which 
has the loss-tangent (tan δ) in the range of 0.019 - 0.025. 
Due to the lossy nature of the FR4 substrate, it is very 
difficult to get the measurement responses exactly the 
same as the simulated ones. However, it is important 

4.3. ISOLATION-LOSS

Fig. 6(a) shows the simulated and measured isola-
tion-loss results of the designed WPD for Port-3 to Port-
5 with respect to the input Port-2. As shown in Fig. 6 
(a), the input power was distributed equally to all the 
power divider's output ports. The isolation-loss is be-
low -10 dB, and it performs well across the required 
UWB frequency range of 3-8GHz.

Similarly, the simulated and measured isolation-loss 
results for the designed WPD for Port-4 to Port-3 and 
Port-5 to Port-3 are shown in Fig. 6(b). The results show 
excellent isolation between the ports over the frequen-
cy range of 3-8GHz. Fig. 6(c) shows the simulated and 
measured isolation-loss results for the designed WPD 
for port-5 to port-4 with an isolation-loss below -10dB 
across the frequency range of 3-8GHz.

of the device-under-test (DUT) are connected to VNA 
Port-1 and Port-2, respectively. For WPD isolation-loss 
measurement, VNA Port-1 was connected to the WPD 
Port-2, and VNA Port-2 was connected to the WPD Port-
4; meanwhile, WPD Port-1, Port-3, and Port-5 were ter-
minated using 50Ω terminators.

Fig. 7. Shows the WPD measurements setup using 
Keysight Technologies FieldFox N9916B Two-Ports 

vector network analyzer (VNA) and 50Ω Terminators 
(a) S25 measurement setup showing the DUT 

connected to Keysight VNA  
(b) Zoom-in on the S24 measurement setup

(a)

(b)
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to note that the shape of the simulated and measured 
S-parameter results is almost similar. This discrepancy 
can be improved by using high-end Roger’s substrates. 
Another reason for this shift can be due to the amount 
of solder on the feed-line of the WPD. This problem can 
be solved in the future by employing precision solder-
ing techniques.

4.4. COMPARATIVE STUDy

The performance of the proposed and designed WPD 
presented in this paper is compared with previous design 
works [27-37] and is summarized in Table 2. The designed 

WPD has an overall area of 44 mm × 24 mm = 1056 mm². 
In contrast, the previous design work [27] occupies an 
area of 86 mm × 42 mm = 3612 mm². This comparison 
shows that the proposed power divider occupies only 
29% of the area compared to the design in [27]. This sig-
nificant size reduction is achieved without any degrada-
tion in performance. The data in Table 2 suggest that the 
proposed design has excellent performance in terms of 
size reduction, bandwidth, return-loss, insertion-loss, and 
isolation-loss compared to previous designs. Although 
the article [28] shows better size reduction, its bandwidth 
is less compared to the proposed design.

Table 2.  Performance comparison of the proposed 1-to-4-way WPD with existing designs

The proposed WPD covers a moderate bandwidth 
of 3-8 GHz, making it suitable for UWB applications. In 
comparison, references [31] and [35] offer wide band-
widths but at the expense of significantly large sizes, 
while most other references cover narrow bandwidths, 
limiting their applicability in UWB systems. The return-
loss achieved in this work is <-10 dB, which is accept-
able for many applications. In contrast, references [30] 
and [36] demonstrate better return-loss performance 
(<-20 dB and <-28 dB, respectively), although they 
either have a much narrower bandwidth or a slightly 
larger size. The insertion-loss in the proposed design is 
approximately 6 ± 1 dB, comparable to most other ref-
erences. Articles [28] and [36] have significantly lower 
insertion-loss but come with other trade-offs, such as 
isolation or application bandwidth.

In terms of isolation-loss, the proposed design demon-
strates <-10 dB, which is decent but not as high as some 

other researchers [27], [32], and [36]. The designs present-
ed in [27] has larger size, while [32] and [36] offer better 
isolation-loss but narrow bandwidth, making them more 
suitable for applications requiring high isolation. 

Additionally, the proposed design presented in this 
work is relatively compact compared to most of the de-
signs discussed in Table 2. A comparable compact de-
sign is presented in [34], but it does not offer the same 
bandwidth or performance metrics.

Articles [35-37] are based on substrate integrated, 
Gysel, and suspended-stripline power dividers. These 
articles present designs with lesser bandwidth and 
larger sizes compared to the proposed design. Fur-
thermore, the proposed design's fabrication process 
is much easier compared to these works, as the latter 
uses multilayer techniques that increase fabrication 
cost and complexity. This highlights the advantage of 
the single-layer WPD method proposed in this paper. 

Ref. Bandwidth 
(GHz)

Return-loss 
(dB) (S11)

Insertion-loss 
(dB) (S21)

Isolation-loss 
(dB) (S32)

No. of 
Ports Technique Size  

(mm × mm) Analysis

[27] 1-4 <-25 6 ± 1.5 <-28 4 Stub 1.43 λg × 0 .7 λg High Isolation, Large Size

[28] 2.3-4.4 <-15 0.5 <-17 4 Microstrip-line 
Marchand balun 0.4 λg × 0.56 λg

High Isolation, Low 
Insertion-loss

[29] 1.08-1.93 <-15 − 6.8 <-13 4 Looped Coupled-
Line Structures 0.32 λg × 0.32 λg Narrow Bandwidth

[30] 0.54-1.08 <-15 0.3 <-15 4 Meandered Line 0.27 λg × 0.26 λg
Narrow Bandwidth, Better 

Return-loss

[31] 3.1-10 <-10 -6.5 <-13 4 Defected Ground 
Structure 1.97 λg × 2.5 λg Wide Bandwidth, Large size

[32] 1.6-2.6 <-16 -7 <-20 4 Coshared Multi-
Mode Resonators 0.63 λg × 0.33 λg

Narrow Bandwidth, Better 
Isolation

[33] 1.08-1.93 <-15 -6 <-13 4 Looped Coupled-
Line Structures 0.5 λg × 0.5 λg Narrow Bandwidth

[34] 0.83-1.39 <-10 - <-12 4 Coupled-Lines 0.55 λg × 0.16 λg
Narrow Bandwidth, 

Compact Size

[35] 8.6-12.2 <-15 -7.8 - 4

Substrate 
Integrated 
waveguide 

method

4 λg × 4 λg Wide Bandwidth, Large Size

[36] 7.92–9.53 <-28 0.37 <-20 4 Suspended Strip-
line power divider 0.8 λg × 0.6 λg

Narrow Bandwidth, Low 
Insertion-loss, Better 

Return, and Isolation losses

[37] 17–19 <-12.5 2.25 <-20 4 Gysel Power 
Divider 3.29 λg × 0.8 λg Large Size

[This 
Work] 3-8 <-10 6 ± 1 <-10 4 Delta-Stub 0.9 λg × 0.5 λg

Wide Bandwidth, Good 
Insertion and Return losses, 

Compact Size
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Overall, the proposed work offers a balanced ap-
proach with moderate bandwidth, good return-loss, 
and insertion-loss, along with a compact size. The 
unique use of delta-stubs enhances operational band-
width and impedance-matching characteristics, set-
ting this design apart from other techniques. The spe-
cific focus on next-generation UWB-IoT antenna array 
systems highlights the practical applicability of this 
design in modern technologies.

5. CONCLUSION

In this study, we have designed, fabricated, and char-
acterized a unique 1-to-4 way WPD employing the 
delta-stub technique for a wideband frequency range 
operation between 3-8 GHz. This study demonstrates 
that the proposed WPD outperforms previous designs 
by offering a smaller size, which leads to lower fabrica-
tion costs in practical applications. The proposed com-
pact and wideband power divider has exhibited good 
performance with an overall size reduction of 71% as 
compared to previous work [27] by using stubs.

The compact yet wideband characteristics of the 
proposed WPD have yielded robust performance at-
tributes, including equal power distribution, low in-
sertion-loss, improved isolation, and adequate return 
losses across all ports. The unique use of delta-stubs 
enhances operational bandwidth and impedance-
matching characteristics, setting this design apart 
from other techniques. These results indicate that the 
proposed WPD is an appropriate candidate for integra-
tion into UWB-IoT antenna array feeding networks and 
emerging next-generation wireless systems.

In the future, we plan to integrate the currently pre-
sented 1-to-4 way WPD with a similar metamaterial-
based beamforming network and antennas [1, 3, 16] 
for real-world testing and implementation of such sys-
tems for 5G and next-generation wireless systems. This 
integration aims to explore further enhancements in 
beamforming capabilities and dynamic beam-shaping 
functionalities.
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Performance with Multiple Distributed 
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Abstract – The integration of multiple DGs can introduce power quality issues and instability in the (DN) due to their intermittent 
and fluctuating nature. Distributed Static Compensators (DSTATCOMs) are devices that effectively manage and regulate both active 
and reactive powers, thereby maintaining the desired levels of reactive power in the DNs. This paper investigates the problem of 
determining the optimal number and placement of multiple DSTATCOMs within active DNs with multiple Distributed Generators 
(DGs) connected to them. To achieve the optimal sizing and allocation of multiple DSTATCOMs, a novel heuristic method called the 
reptile search algorithm (RSA) is introduced in this study. A combination of the RSA method and the loss sensitivity factor (LSF) are 
utilized to identify the optimal number, sizes, and locations of DSTATCOMs to enhance the performance of active DNs with different 
types of DGs and loads. The desired improvements include mitigating voltage deviation at nodes, minimizing system power losses, 
and alleviating overloading in feeders. The effectiveness of the algorithm is evaluated using an IEEE-33 bus DN, which is modified to 
incorporate different DGs and load types.  To assess the efficiency of the proposed method, a modified particle swarm optimization 
(MPSO) algorithm is used for comparison. The results demonstrate that the RSA approach presented in this paper is robust in 
obtaining optimal solutions, offers fast and easy implementation, can be applied to large DNs, and outperforms the MPSO algorithm.

Keywords: DSTATCOM allocation and sizing, active distribution networks, RSA, MPSO, Active power losses

1.  INTRODUCTION

Distribution networks (DNs) are traditionally configured 
to facilitate the one-way flow of energy from the transmis-
sion/generation systems to the end consumers. However, 
in active DNs, the energy can also be transmitted in the 
reverse direction from the consumers to the grids. This 

bidirectional power flow, attributed to Distributed Gen-
erators (DGs), introduces challenges related to the power 
quality of the DNs. The impact on power losses, whether 
decrease or increase, is predominantly contingent on fac-
tors such as network structure, configuration, DG type, 
capacity, and location. Furthermore, these dynamics influ-
ence the overall voltage profile of the system [1].
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DSTATCOM, a component of distributed FACTS, serves 
as a shunt-connected apparatus for reactive power com-
pensation, distinguishing itself among various compen-
sation devices. Recently, DSTATCOM has gained promi-
nence due to its operational flexibility and control ca-
pabilities within power systems. It effectively facilitates 
reactive power flow control, reduction of power losses, 
and regulation of voltage and current. Unlike series or 
shunt capacitors, DSTATCOM units operate without en-
countering operational challenges such as harmonics. 
DSTATCOM units offer several benefits, such as minimal 
harmonic distortion, low cost, high regulatory capability, 
and low power losses [2]. 

Recently, there has been significant scientific atten-
tion given to determining the optimal placement and 
capacity of renewable energy source (RES) based DGs 
to overcome the problems that were mentioned previ-
ously. The strategic placement of multiple DGs to simul-
taneously reduce the total active power losses (TACPL) 
and generation costs for both conventional generators 
and DGs was employed by [3]. The particle swarm opti-
mization (PSO) method was implemented to attain the 
best locations and sizes of the RESs-based DGs (Solar, 
fuel cell, wind units) in the DNs. The main objective was 
to decrease the cost of DG units, the TACPLs, and Total 
Harmonic Distortion (THD) [4]. The ant lion optimizer 
was utilized to obtain the best sizes and settings of DGs 
in DNs while considering multiple objective functions 
such as reducing the cost of energy, TACPLs, and volt-
age drop and improving reliability [5]. A hybrid method 
based on Grey Wolf Optimizer method was introduced 
in [6] to place the REEs in the DNs. Another study utilized 
a hybrid optimization method based on combining 
the grasshopper optimization and cuckoo search algo-
rithms to determine the best locations and capacities of 
DGs [7]. The optimal network reconfiguration and DG al-
location were used to reduce TACPLs and enhance the 
stability of voltage using the adaptive modified whale 
optimization algorithm [8]. The quasi-oppositional grey 
wolf optimization technique with the Pareto concept 
were employed to optimally placement of DGs in the 
radial DNs to reduce the TACPLs and voltage drop [9]. 
The transient search optimizer (TSO) method was imple-
mented to find the optimal DGs allocation to reduce the 
power losses and voltage deviation (VD) and enhance 
the stability of voltage [10]. Another study used the 
Whale Optimization technique (WOT) to obtain efficient 
DGs ratings and locations [11]. An analytical method to 
attain the best locations and rating of RESs based DGs in 
the DNs for minimizing the power flow limits, DG capaci-
ties, bus voltage limits and power loss using coot bird 
optimization method (CBOM) [12]. Although previous 
research laid the foundation for determining the best lo-
cations for DGs in the electrical DN, it was insufficient to 
solve the problems that arise from the presence of these 
DGs within the electrical DN. 

Numerous research endeavors have leveraged DSTAT-
COM in distribution networks, reaping various advan-

tages. Nevertheless, the size and placement of the 
DSTATCOM units are crucial factors that must be care-
fully considered to maximize the benefits from their 
installation. The optimal determination of distribution 
system tie switches, coupled with the optimal locations 
and sizes of DSTATCOM units, has been a key focus to 
achieve favorable operational conditions. To address the 
intricacies of this combinatorial nonlinear optimization 
problem, the Differential Evolution Algorithm (DEA) was 
employed [13] [14]. Additionally, the bio-inspired Cuck-
oo search method was used to obtain the best sizes of 
the DSTATCOM units in the radial DNs, while the loss sen-
sitivity factor (LSF) was utilized to find the optimal loca-
tions [15]. Furthermore, the Ant-Lion optimization (ALO) 
method was applied in [16] to appropriately allocate the 
DSTATCOM. The objective was to increase the cost-ben-
efit resulting from reducing the expense of purchasing 
power from the electrical power system, and the cost 
of DSTATCOM. The location strategy of DSTATCOM units 
within the radial DNs was accomplished using the black 
widow optimization technique [17]. The main objective 
was to reduce the TACPLs while considering different 
technical and economic factors such as annual cost sav-
ings and the voltage stability index (VSI). Furthermore, 
the modified capuchin search algorithm was introduced 
to address multiple issues related to optimal DSTATCOM 
allocations [18]. A multi-objective approach was em-
ployed to compensate the reactive power in radial DNs 
[19]. It focused on finding the optimal simultaneous al-
location of DSTATCOMs and static capacitors by employ-
ing fuzzy decision making.

Other researchers have concurrently utilized DGs 
along with DSTATCOMs in the DNs to achieve both pow-
er loss minimization and power quality enhancement. In 
[20], an optimal placement strategy for multiple DG and 
DSTATCOM units in DN resulted in reduced line losses 
and improved power quality, as indicated by THD. Con-
sidering load models, ref. [21] utilized Genetic Algorithm 
(GA) to improve the total VD and minimize the TACPLs by 
integrating DGs with DSTATCOM units. The allocations of 
both DSTATCOM units and DGs were executed by imple-
menting the LSF [22]. The bacterial foraging optimizer 
technique was introduced to ascertain the optimal size 
of DGs and DSTATCOM, considering different models of 
loads to minimize the VD, reduce TACPLs, improve VSI, 
and enhance the security of the DN [23]. Meanwhile, a 
novel Lightning Search Algorithm was applied to simul-
taneous allocate the DGs and DSTATCOM units in radial 
DNs to minimize TACPLs, Total VD, and maximize the val-
ue of VSI [24]. The whale optimization algorithm (WOA) 
was used to simultaneous allocate DGs and DSTATCOMs 
in the radial DNs [25]. The main goal of the algorithm 
was to reduce both the TACPLs of the system and the 
operating costs associated with DGs and DSTATCOMs. 
A planning strategy was introduced to optimally recon-
figure the feeders, allocate and sizing the DSTATCOM in 
unbalance radial DNs [26]. The seagull optimization al-
gorithm (SOA) was applied to address this mixed-integer 
nonlinear planning problem to achieve minimum TAC-
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PLs. A hybrid technique based on Sine Cosine Algorithm 
(SCA) and Moth Flame Optimization (MFO) method was 
proposed for performing the exploitation and explora-
tion phases in finding the best locations of the capaci-
tors and DGs in DNs [27]. The TACPLs were applied as 
an objective function to integrate DGs and capacitors 
in DNs. The DSTATCOM and the PV DGs were integrat-
ed into the 33-bus and 69-bus DNs [28]. The modified 
homonuclear molecules optimizer technique is used to 
attain the optimal positions of them while minimizing 
the cost of devices’ integrations, total voltage deviations 
(TVD), and TACPLs. The results demonstrated that the 
algorithm could reduce the TACPLs by 94.27% for IEEE 
33-bus and 97.87% for IEEE 69-bus systems. The honey 
badger method was utilized to attain the optimal loca-
tion and size of various types of DGs to reduce the TAC-
PLs of the DNs [29]. The power LSF was used to order 
the buses for optimally installing the SCs and DGs in the 
radial DNs to accelerate conversion of the honey badger 
algorithm. Also, two types of DGs were applied in the 
IEEE 69-bus standard radial DN. The Slime Mould algo-
rithm was used to locate the PVDGs and the distribution 
static Var compensators (DSVCs) to satisfy economic 
and technical objectives [30]. The selected objectives 
consisted of minimizing the TACPL, TVD, Total Reactive 
Power Loss (TRPL), Operating times of the overcurrent 
relays, and investment costs of both PVDGs and DSVCs. 
Previous studies did not consider the optimal number 
of DSTATCOMs, and the issue of relieving distribution 
systems by increasing DG penetration levels through 
optimal DSTATCOM allocation was not explored. Addi-
tionally, similar research did not investigate the impact 
of different load types and various DG types on DSTAT-
COM optimal allocation. 

The proposed algorithm in this paper tackles the com-
binatorial non-linear optimization problem of identify-
ing the optimal number, location, and size for multiple 
DSTATCOM units in the DNs. This innovation is advanta-
geous for distribution system operators seeking to en-
hance operational performance. The algorithm consid-
ers the presence of already allocated DGs and has the 
capability to remove DG penetration level restrictions. 
Furthermore, this work delves into the behavior of vari-
ous load and DG types. The main contributions of this 
paper can be listed as:

•	 Propose a new methodological approach for achiev-
ing the best number, location, and sizing of DSTAT-
COMs in DNs.

•	 Determine the optimum location and sizing by the 
proposed Reptile Search Algorithm (RSA) and MPSO.

•	 Examine the impacts of various load types, DG types, 
and load factors on the optimal allocation and sizing 
of DSTATCOMs.

•	 The results of the RSA are compared with Modified 
PSO algorithms.

The structure of this paper is outlined as: The compre-
hensive review of modeling the DSTATCOM as a highly 
effective remedy in DNs is provided in section 2. Illus-

trating problem formulation and introducing the LSF 
as an indicator of potential bus locations for DSTATCOM 
placement are presented in section 3. Moreover, the 
proposed Reptile Search Algorithm (RSA) and MPSO 
method are introduced. The IEEE-33 bus radial DN is 
identified in section 4 as a test distribution system. Sec-
tion 5 encompasses numerical analysis and simulation 
studies conducted using the proposed RSA and MPSO 
algorithms. Finally, the paper concludes with closing re-
marks in section 6.

2.  DSTATCOM MODElING

The DSTATCOM functions as a variable current source 
(VCS) and is connected as a shunt element. It is able to 
absorb or inject reactive and active currents. To enhance 
the dynamic rating of the capacitive range, the DSTAT-
COM can be connected in parallel with a fixed capacitor. 
By incorporating energy storage apparatus on the DC 
side via DC/DC converter, the active power is temporar-
ily interchanged with the grid, especially during events 
such as large voltage sags or momentary interruptions. 
The DSTATCOM can be composed of voltage source con-
verter and energy storage, enabling injection of both 
reactive and active power. However, injecting active 
power for an extended duration is constrained by volt-
age regulation and the energy storage system's capacity 
limit. In the second model, the DSTATCOM is composed 
of a voltage source converter and small capacitor. In this 
configuration, only reactive power can be exchanged 
between the DSTATCOM and the AC system [31].

In an electric DN comprising two nodes labeled j and 
k, a DSTATCOM unit is linked to bus k to regulate volt-
age. The installation of the DSTATCOM unit resulted in 
an increase in the voltage at node k from Vk to Vk

n. The 
amount of reactive power injected from the DSTATCOM 
denoted as QDSTATCOM, can be given by:

(1)

(3)

(2)

where, IDSTATCOM represents the injected current from the 
DSTATCOM and αnew represents the voltage angle at 
node k after connecting DSTATCOM device.

3. DSTATCOM OPTIMAl SIZING AND 
AllOCATION

The main objectives of the optimal locations and sizes 
of DSTATCOM units in the DN with DGs are to minimize 
the TACPLs and enhance the TVD in the system. These 
objectives are subject to constraints that ensure the sys-
tem's feeder currents and voltage profile remain within 
specified bounds. The identifying of candidate buses for 
DSTATCOM units’ allocation is accomplished by apply-
ing the LSF method, implemented through a MATLAB 
code. Subsequently, the optimal number, location, and 
size for multiple DSTATCOM units are obtained by ap-
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plying the proposed RSA method, which is also imple-
mented through a MATLAB code specifically designed 
for this purpose. The optimal solution is defined as the 
best among the candidate buses, where the TACPL is 
minimized, and the TVD is enhanced. The proposed al-
gorithm can be divided into the following key stages.

•	 Stage 1, Using the LSF method for defined the 
DSTATCOM candidate buses.

•	 Stage 2, Using RSA and MPSO as optimization 
methods for calculating the best number of DSTAT-
COM units and their sizes.

•	 Stage 3, Comparing the values of the TACPLs and 
TVD of various combinations for defined the opti-
mal DSTATCOM number. 

3.1. DSTATCOM CANDIDATE bUSES 
 bY USING lSF

The LSF method is employed to obtain the optimal 
locations of DSTATCOMs in the DN regarding power 
loss minimization. LSF has the ability to forecast the 
bus where the installation of DSTATCOM will result in 
the most significant reduction in power losses. Conse-
quently, these critical locations serve as potential bus 
candidates for the allocation of DSTATCOM. To illustrate 
the LSF concept, let's examine a two-bus distribution 
system with a given impedance R+jX connected be-
tween the two buses and a load of Pe+jQe as shown in 
Fig. 1. The TACPLs through the line could be expressed 
as given in Eq. 4 [31].

Fig. 1. Simple two-bus distribution system

(4)

where, PLL(h) is the real power loss in distribution line hth, 
V(j) is the value of voltage at bus jth, and R(h) is the dis-
tribution line hth resistance. So, the LSF is calculated by:

(5)

The LSF is computed using the Backward-Forward 
Distribution Load Flow technique [31]. Their values 
are arranged in descending sequence, and the respec-
tive buses indices are documented in the position 
vector, Pp(i). Furthermore, the arranged components 
of (∂PLL(j)/∂Qe(j)) in Pp(i) dictate the sequence of can-
didates for the optimal allocation of the DSTATCOMs. 
The normalized voltage magnitudes at the buses cor-
responding to Pp(i) are computed by:

(6)

where the division of |V(i)| by 0.95 refers to the voltage 
acceptable tolerance of 5%. The Norm(i) function as-
sesses the requirement for reactive power compensa-
tion at the arranged buses. Therefore, for DSTATCOM 
placement, buses with Norm V(i) greater than 1.01 are 
considered as DSTATCOM candidates. The process of 
identifying DSTATCOM candidates is outlined as follows:

Step 1: perform load flow analysis on the DN in the 
base case.

Step 2: LSF is calculated for each feeder in the DN. 

Step 3: the values of the LSF are organized in descend-
ing sequence, and the associated buses are 
documented in the vector Pp(i).

Step 4: for the corresponding feeders, the values of 
the normalized buses voltage are calculated.

Step 5: according to the Norm(i), the reactive power 
compensation is established by selecting bus-
es with a value less than 1.01 as candidates for 
installing DSTATCOM units. Conversely, buses 
with a Norm(i) exceeding 1.01, indicating that 
their voltage profile is within acceptable limits, 
do not require reactive power compensation.

3.2. DSTATCOM OPTIMAl SIZES 
 DETERMINATION 

In this paper, part of the proposed method involves 
obtaining the optimal sizes of DSTATCOMs. Mathemati-
cal formulation is employed to determine the sizing of 
DSTATCOM, posing it as an optimization problem. The 
objective function is optimized while adhering to specific 
equality and inequality constraints as illustrated below.

3.2.1. Objective function 

The objective function (OF) is nonlinear, aiming to 
minimize the TACPs and enhance the TVD in the DN. It 
can be expressed as follows:

(7)

(9)

(8)

where, Nf and n are the total number of feeders and 
nodes, respectively. Vref and Vj are the reference and 
node voltage magnitude. ω1 and ω2 are the weighted 
factors where the summation these factors should 
be equal one. In this paper, many combinations of 
the weighted factors are evaluated by applying them 
to the IEEE 33-bus test system to reach the best one. 
Finally, the best one is used to obtain the OF. For this 
analysis, the power losses have the higher weight (0.63) 
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since it is important for distribution system. The total 
voltage deviations receive a weight of 0.37.

3.2.2. Constraints

The objective function is bound by multiple operation-
al constraints, encompassing voltage limitations, feed-
er current restrictions, constraints on reactive power 
compensation, power balance constraints, and limits 
on both active and DSTATCOM sizes. These constraints 
can be articulated by:

1. - Feeder current limits

The primary feeders within the DNs are capable of pro-
viding a maximum magnitude of current, defined by:

(10)

where, Ifi
max represents the maximum current in feeder 

ith and Ifi represent the flow current in feeder ith.

2. - Bus voltage constraints

(11)

where, Vjmax and Vjmin represent the upper and lower 
voltage limits at busbar jth, respectively.

3. - Generator reactive power limits

(12)

where, QG and QG
max are the current value and maximum 

permissible value of generator reactive power.

4. - DSTATCOM size

(13)

where, QDSTATCOM and QDSTATCOM represent the upper and 
lower limits of injected reactive power from DSTATCOM. 

5. - Slack bus active power limit

max min

(14)

where, PS and PS
max are the current and maximum per-

missible active power generated at the slack bus, re-
spectively.

6. - Power balance constraints

Maintaining a balance among power generation, 
power demand, and power loss, is of utmost impor-
tance in DNs to uphold system stability and reliability.

(15)

(16)

The succeeding section outlines the optimization 
methods that are employed to determine the optimal 
size of DSTATCOMs. The main problem is to obtain the 
best locations and sizes of DSTATCOM units. The subse-
quent section outlines the principles and implementa-
tion strategies of the proposed MPSO and RSA.

3.2.3. The proposed optimization algorithms 

1. - Modified particle swarm optimization 
 Algorithm (MPSO)

The PSO operates on the premise that every particle 
in the population represents a potential solution to 
the problem. It relies on the concept of parallel search 
within a group of particles. These particles, working 
collectively, converge towards the optimal value by le-
veraging their current velocity and positions [32]. The 
fundamental rules for updating the position and veloc-
ity are outlined as follows [32-33]:

(17)

(18)

where Vi
t and Vi

t+1 are the velocity of particle ith at itera-
tion t and t+1, respectively. Pi

t and Pi
t+1 represent the po-

sition of particle ith at iteration t and t+1, respectively. 
R1 and R2 are random numbers between 0, and 1, and 
w is the weighed inertia coefficient. A1 and A2 are ac-
celerating factors. 

When the PSO method is dealing with a large search 
space, its convergence speed tends to slow down, result-
ing in suboptimal solutions. Additionally, when dealing 
with large and complex datasets, the algorithm may 
produce unsatisfactory results in terms of accuracy. In 
order to overcome these constraints and improve both 
convergence speed and accuracy of the PSO, several 
variants of the PSO have been proposed [32]. This paper 
utilizes various variants of the PSO algorithm, PSO with 
time-varying acceleration coefficient (PSO-TVAC) and 
damped inertial weight (PSO-DIW) to conduct a com-
parative analysis. TVAC and DIW values in the PSO algo-
rithm are updated by applying Eqs. (19)-(22) [34].

(19)

(20)

(21)

(22)

where α1f and α1i represent the final and initial values, 
respectively, of the first acceleration coefficients. α2f 
and α2i represent the final and initial values, respec-
tively, of the second acceleration coefficients. wmin, wmax 
and wd represent the lower, upper, and damped values, 
respectively, of the weighed inertia.

In this research, Eqs. 19-21 are employed to dynami-
cally adjust the acceleration and weighted coefficients 
in the PSO-TVAC variant. However, Eq. 22 is specifically 
used to adjust the coefficients in the PSO-DIW vari-
ant. The flowchart in Fig. 2 illustrates the different PSO 
variants, including the traditional PSO algorithm, em-
ployed to optimize sizes of the DSTATCOM units.
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Fig. 2. Proposed MPSO algorithm flowchart for 
DSTATCOM optimal sizing

2- Reptile search algorithm (RSA)

The RSA is a metaheuristic method that derives its inspi-
ration from the natural behaviors of crocodiles. It incorpo-
rates elements such as the hunting behavior, enveloping 
mechanism, and social dynamics observed in crocodiles. 
By employing a swarm-based approach, the RSA algo-
rithm leverages these principles to effectively guide its 
search process [35]. The RSA initialization formula is em-

(23)

where Lij is the value of the jth dimension of the ith 
crocodile. Lv and Uv minimum and maximum boundary 
values of the search domain, respectively. r1 is random 
number in range 0 and 1, and n is the size of popula-
tions. The mathematical modeling of the RSA is ex-
pressed in the following subsections. 

•	 Enveloping Mechanism

The RSA incorporates the concept of enveloping to 
explore the search space in a manner that prioritizes 
promising regions while avoiding less favorable ones. 
This approach enables the algorithm to effectively nav-
igate complex optimization landscapes. In the global 
search phase, crocodiles engage in extensive and 
wide-ranging walks, which can be quantified through 
iterations. The mathematical models capturing this 
mechanism are described in references [35, 36].

(24)

where t and Tmax are the current and maximum num-
ber of iterations, respectively. ϑij

t denotes the hunting 
operator value for ith solution at jth location during the 
tth iteration. Lj,best represents the optimum solution at 
jth location during the tth iteration. The hunting opera-
tor is determined by the following expression[44]:

t

(25)

where r2 represents a random number ranging from 
-1 to 1, σ is a constant to controls the accuracy of the 
exploration, ε is a minimum number that guarantees 
the denominator does not reach zero, and Avr refers to 
the average value. 

•	 Hunting Mechanism

The hunting mechanism within the RSA is analogous 
to the enveloping mechanism and comprises two dis-
tinct phases: hunting coordination and cooperation. 
These phases are designed to explore the search do-
main and facilitate the identification of the best pos-
sible solution while capturing the prey.

The specific definition of these phases is based on the 
number of iterations. Hunting coordination is applied for 
iterations in range 0.5 Tmax < t ≤ 0.75 Tmax, whereas hunting 
cooperation is employed in range 0.75 Tmax< t ≤ Tmax. 

The hunting mechanism is mathematically repre-
sented by the following equations as described in ref-
erences [33, 34].

ployed to generate the initial solution in a random man-
ner, ensuring it falls within the solution domain. The solu-
tion domain encompasses the entire range of potential 
solutions for the given optimization problem [35].
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(26)

•	 Modified Reptile Search Algorithm (MRSA) 

The RSA algorithm, despite its effectiveness, is sub-
ject to certain limitations, including the trapping of lo-
cal minima, high computational complexity, and slow 
convergence speed. To overcome these challenges, 
several modifications have been proposed for the 
original RSA. One particular adjustment involves incor-
porating a sine operator into the high walking phase 
of the previous RSA algorithm. This modification draws 
inspiration from the SCA [37]. By introducing the sine 
operator, the algorithm becomes capable of avoiding 
local minimum trapping and enhancing global explo-
ration. The sin operator is inserted into Eq. 24 and is 
modified as follows.

(27)

In the given context, the variables r2 and r3 represent 
randomly selected numbers within the range of [0, 1]. 
The adoption of the chaotic inverse learning strat-
egy by all individuals results in increased computing-
related to costs and hampers algorithm convergence. 
To tackle this problem, the paper introduces the lin-
ear decreasing population strategy. As the iteration 
continues, there is a gradual decrease in the number 
of individuals utilizing the chaotic backward learning 
strategy. The precise mathematical formula for imple-
menting this strategy is described by:

(28)

where Pmax and Pmin represent the maximum and mini-
mum number of populations, respectively. P repre-
sents the number of chaotic backward learning strat-
egy populations. 

In this research the RSA technique is implemented, 
aiming to calculate the optimal size of the DSTATCOM. 
A detailed depiction of the proposed RSA can be ob-
served in Fig. 3, showcasing the flowchart of the MRSA.

4. DSTATCOM OPTIMAl NUMbER 
DETERMINATION  

To identify the optimal number of DSTATCOMs, the so-
lution with the minimum objective function is sought. 
Consequently, all conceivable combinations of DSTAT-
COM units at candidate buses are compared based on 
their respective objective function values. The algorithm 
proposed in this study calculates the minimum TACPLs 
and enhance the TVD in the DN and determines the 

optimal sizes of DSTATCOMs at each potential location. 
These values are saved for comparison, making it easier 
to identify the combination that results in the lowest 
power loss. This combination represents the optimal 
number, locations, and sizes of DSTATCOMs.

Fig. 3. Flowchart of the MRSA method

5.  TEST SYSTEM: IEEE-33 bUS SYSTEM.

It comprises 33 buses and 32 feeders, with base volt-
age value of 12.66 kV and 100 MVA for apparent power. 
The total power consumed by the system is 2300 kVAR 
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for reactive power and 3715 kW for real power. In the 
base scenario, the TACPLs are 210.9 kW and 135.03 kVAR 
for reactive power. Bus 1 serves as the power feeder 
linked to the transmission network, while the other bus-
es can potentially accommodate DSTATCOM [21]. The 
maximum permissible value of QG

max and PS
max are 2.5 

MVAR and 4 MW, rspectively. The single-line diagram of 
the system is depicted in Fig. 4. The line and bus data 
in IEEE-33 bus distribution network in light loading are 
shown in Table A1 in the appendix.

Fig. 4. Single line diagram of IEEE-33 bus radial DN

The permissible range for DSTATCOM sizes is set be-
tween 0.1 MVAR and 10 MVAR. The maximum allowable 
voltage deviation at the buses is limited to 10%. Branch-
es 1 to 5 are designed to carry a maximum current of 400 
A, while branches 6 to 7 and branches 25 to 27 have a 
constraint of 300 A. The current carrying capacity for all 
other branches, including tie lines, is set at 200 A.

6. SIMUlATION RESUlTS AND DISCUSSION

To perform load flow analysis and compute power loss 
for the optimal placement of multiple DSTATCOM units, a 
custom-coded program is introduced utilizing the MAT-
LAB software. Both LSF and the proposed optimization al-
gorithms (MPSO and RSA) are implemented to an IEEE-33 
bus DN. This showcases the efficacy of the proposed algo-
rithm in improving system performance. The simulation 
results prioritize TVD enhancement and TACPLs minimi-
zation while adhering to specified constraints. The influ-
ence of various DG models and various load types on the 
optimal placement of DSTATCOM units is also examined.

A population size of 50 particles is chosen for the 
proposed MPSO and RSA algorithms, and the maxi-
mum number of iteration criterion is defined as 250 
iterations. The parameters of the MPSO and the MRSA 
algorithms are illustrated in Table 1.

Table 1. MPSO and MRSA algorithms parameters

Parameter Value

MPSO

Max. No. of iterations 250

Population size 50

Inertia weight (w) 0.7

Cognitive parameter (c1) 1.5

Social parameter (c2) 1.5

RSA

Max. No. of iterations 250

Population size 50

Dimensions 6

𝜶 0.1

β 0.05

Assuming an extension to the IEEE 33-bus radial DN 
with a new community installed at buses 24, 25, and 
30, the system's topology is taken into account. The ob-
jective is to investigate the influence of three factors: 
varying load factors (LFs), load types, and DG types on 
the optimal placement of multiple DSTATCOM units in 
the DN. To streamline the exploration of various combi-
nations of these factors and reduce the number of sce-
narios, the simulations are organized into three stages 
as outlined below:

Stage 1: Simulating various load types and selecting 
the worst case.

Stage 2: Simulating various DG types and selecting the 
worst case.

Stage 3: Simulating various LF.
Upon completion of each stage, the least favorable 

type is selected, and the following factors are system-
atically varied. This approach aims to facilitate a com-
prehensive assessment of the effectiveness of DSTAT-
COM units in addressing various operational scenarios 
within active distribution systems.

6.1. STAGE #1 lOAD TYPE IMPACT ON 
 OPTIMAl lOCATION AND SIZING OF 
 DSTATCOM.

During the first stage, a modification in the load type 
for the load center of modified configuration at buses 
24, 25, and 30 is performed in the IEEE 33-bus radial DN, 
while the other buses are constant power load type. 
Additionally, the characteristics of DSTATCOM units, 
encompassing the optimal number, locations, and siz-
es, are compared across these load types. Furthermore, 
the study explored the influence of load types on volt-
age profiles and power losses. In this stage, the inten-
tion is to keep all other variables constant, enabling a 
focused examination of the impact of load types. Ac-
cordingly, the LF is set to unity, and no DG is integrated 
into the test radial DN. Four distinct cases are chosen, 
each representing one of the four load types: residen-
tial load (RL), commercial load (CL), industrial load (IL), 
and constant power load (CPL). These four cases can be 
illustrated in the following subsections.

6.1.1. Case# 1: CPl type (unity load factor (lF))

Before installing the DSTATCOM units, the TACPLs 
is 210.9 kW, and the bus with the minimum voltage 
value is 0.903 p.u at bus 18 while no overloaded feed-
ers. In the LSF computation, the values for test system 
branches are determined, leading to the identification 
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of potential candidate buses. The top five candidate 
buses are ranked as follows: 6, 28, 8, 29, and 30.

The main objective is to improve the performance of 
the IEEE 33-bus radial DN. After implementing the pro-
posed MPSO algorithm, the TACPL is decreased from 
210.9 kW to 143.27 kW, resulting in a significant reduc-
tion of 32.1%. The best number of DSTATCOM units is 
determined to be four, allocated at buses 6, 8, 29, and 
30, with sizes of 0.53743, 0.44425, 0.37655, and 0.43043 
MVAR, respectively. Furthermore, the MRSA algorithm 
has the ability to decrease the TACPL to 132.27 kW lead-
ing to a substantial decrease of 37.31% in case of in-
stalling four DSTATCOM units at the same buses. 

The comprehensive voltage profile, both before and 
after DSTATCOM allocation, is detailed in Fig. 5. Conse-
quently, the system's voltage profile is improved. The 
MPSO algorithm can improve the minimum voltage 
to 0.925 p.u, while the MRSA algorithm produced a 
slightly higher values of 0.929 p.u. These values satisfy 
the criteria for acceptable voltage limits. The proposed 
MPSO and MRSA algorithms exhibit effectiveness in 
balancing feeder loadings, which is evident in the re-
duction of the TACPL in the test system. 

Fig. 5. Bus voltage for DSTATCOM installation in 
case#1 of CPL type

6.1.2. Case# 2: Industrial load type

The radial DN of IEEE 33-bus configuration is 
equipped with an IL type, which is installed to the new 
load center of modified configuration. This load type 
is connected to buses 24, 25, and 30, and there is no 
DG installed to the test system. The TACPLs in the sys-
tem before allocating DSTATCOM units is 188.5 kW. The 
bus with minimum voltage value is 0.906 p.u at bus 18 
while no overloaded feeders.

In the LSF computation, the values for test system 
branches are determined, leading to the identification 
of potential candidate buses. The candidate buses are 
ranked as follows: 6, 8, 28, 29 and 9. After applying the 
proposed optimization algorithms (MPSO and MRSA). 
It is observed that the TAPLs were decreased to 142.38 
kW, reflecting a 24.47% reduction in the TACPL using 
the proposed MPSO algorithm. The optimal number of 
DSTATCOM units is determined to be four, strategically 
placed at buses 6, 9, 28, and 29, with sizes of 0.39862, 

0.32428, 0.34033, and 0.3864 MVAR, respectively. Fur-
thermore, the proposed MRSA algorithm has the ability 
to decrease the TACPL to 134.54 kW leading to a sub-
stantial decrease of 28.31% in case of installing four 
DSTATCOM units at the same buses.

As a result of the allocation of DSTATCOM units, the 
system voltage profile has improved. The bus with the 
lowest voltage level is now bus 18, which has a voltage 
of 0.924 p.u in case of using the proposed MPSO algo-
rithm while the proposed MRSA algorithm can produce 
a slightly higher value of 0.932 p.u . The complete volt-
age profile, both before and after DSTATCOM alloca-
tion, is provided in Fig. 6.

Fig. 6. Bus voltage for DSTATCOM installation in 
case#2 of IL type

6.1.3. Case# 3: Residential load type 

In this scenario, the IEEE 33-bus radial DN incorpo-
rates a RL type, which is installed to buses 24, 25, and 30 
and there is no DG installed to the test system. The pro-
posed optimization algorithms (MPSO and MRSA) for 
optimal DSTATCOM allocation are employed to identify 
the worst load type. Prior to the allocation of DSTAT-
COM units, the TACPL in the test system is recorded at 
191.87 kW. The bus with the minimum voltage value is 
0.906 p.u at bus 18 while no overloaded feeders.

After implementing the proposed MPSO algorithm 
for DSTATCOM allocation, it is observed that the TAC-
PLs decreased to 141.43 kW, resulting in a significant 
reduction of 26.29% in the TACPL. The optimal number 
of DSTATCOM units is attained to be four, strategically 
placed at buses 6, 9, 28, and 29. The respective sizes of 
these units are 0.44275, 0.43531, 0.4203, and 0.2623 
MVAR. Furthermore, the proposed MRSA algorithm has 
the ability to decrease the TACPL to 139.34 kW leading 
to a substantial decrease of 27.38% in case of installing 
four DSTATCOM units at the same buses.

The system voltage profile is enhanced as a conse-
quence of the DSTATCOM allocation. The bus with the 
minimum voltage level is bus 18, with 0.927 p.u. volt-
age magnitude using the proposed MPSO. While the 
proposed MRSA algorithm can achieve the minimum 
bus voltage level of 0.937 p.u. A comprehensive volt-
age profile, both before and after the DSTATCOM allo-
cation, can be illustrated in Fig.7.
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Fig. 7. Bus voltage for DSTATCOM installation in 
case#3 of RL type

6.1.4. Case# 4: system with commercial load 

In this scenario, the IEEE 33-bus radial DN incorpo-
rates a CL type, which is installed to buses 24, 25, and 
30 and there is no DG installed to the test system. Prior 
to DSTATCOM allocation, the power loss was 192.34 kW. 
The bus with the minimum voltage value is 0.906 p.u at 
bus 18 while no overloaded feeders.

Following implementing the proposed MPSO algo-
rithm for optimal DSTATCOM allocation, the five candi-
date buses are sequenced as 6, 28, 8, 29, and 30. The 
TACPLs were decreased to 137.94 kW, representing a 
28.28% reduction in the TACPL. The optimal configura-
tion includes five DSTATCOM units placed at buses 6, 
8, 28, 29, and 30, with sizes of 0.28306, 0.39505, 0.244, 
0.4114, and 0.4254 MVAR, respectively. Furthermore, 
the proposed RSA algorithm has the ability to decrease 
the TACPL to 132.46 kW leading to a substantial de-
crease of 31.13% in case of installing five DSTATCOM 
units at the same buses.

The system voltage profile is enhanced as a conse-
quence of the DSTATCOM allocation. The bus with the 
lowest voltage level is bus 18, with 0.926 p.u. voltage 
magnitude using the proposed MPSO. While the pro-
posed MRSA algorithm can achieve the minimum bus 
voltage level of 0.935 p.u. A comprehensive voltage 
profile, both before and after the DSTATCOM allocation, 
can be illustrated in Fig.8.

Fig. 8. Bus voltage for DSTATCOM installation in 
case#4 of CL type

The proposed optimization algorithms (MPSO and 
MRSA) demonstrate their effectiveness in balancing 

feeder loadings, leading to a decrease in the TACPL in 
the system. Additionally, Fig. 9 illustrates the values of 
the TACPL in the aforementioned cases.

Fig. 9. TACPLs comparison before& after DSTATCOM 
with different load types

6.2. STAGE TwO: DG TYPE IMPACT ON 
 OPTIMAl lOCATION AND SIZING OF 
 DSTATCOMS

In the previous stage, the CPL type emerged as the 
worst load type. Consequently, this load type remains 
constant, while the second variable, DG type, is sub-
jected to variation. 

In the subsequent stage, changes are made to the DG 
type connected to the modified configuration at buses 
24, 25, and 30 in the IEEE 33-bus radial DN. All other buses 
maintained a CPL type at ULF. Furthermore, the analysis 
includes a comparison of different aspects of DSTATCOM 
units, such as the optimal sizes, locations, and number 
with respect to these types of loads. The examination 
also covers the evaluation of the impact of DG types on 
TACPLs and voltage profiles. Three specific cases, repre-
senting DG types 1, 3, and 4, have been chosen. These 
cases are further elaborated in the following cases.

6.2.1. Case# 1: DG type 1 and CPl

In this scenario, the IEEE 33-bus radial DN features a 
CPL across all buses and DG type 1, which exclusively 
supplies only active power (at p.f=1). The DGs with ca-
pacities of 0.25 MW, 1 MW, and 0.5 MW, are installed 
to the modified configuration at buses 24, 25, and 30, 
respectively.

The objective is to improve the performance of the IEEE 
33-bus radial DN by incorporating DSTATCOM, facilitating 
a comparative analysis of the three previously mentioned 
DG types. Consequently, the proposed algorithms (MPSO 
and MRSA) for optimal DSTATCOM allocation and sizing 
are tested using the least favorable DG type.

Before installing the DSTATCOM, the TACPL for the 
IEEE 33-bus radial DN is 135 kW. The bus with the 
minimum voltage value is 0.917 p.u at bus 18 while no 
overloaded feeders. The level of DG penetration in this 
particular scenario is at 45.45%. The goal is to improve 
system performance using DSTATCOM, considering 
five candidate buses in the order of 28, 8, 29, 30, and 9.
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After allocating and sizing the DSTATCOM using the 
proposed MPSO algorithm, the TACPL is reduced to 
73.08 kW, marking a 45.87% reduction. The optimal 
configuration involves installing five DSTATCOM units 
at buses 8, 9, 28, 29, and 30, with respective sizes of 
0.33135, 0.45581, 0.4342, 0.3075, and 0.2708 MVAR. 
Consequently, the DG penetration level increases to 
46.17% with the integration of DSTATCOM. Further-
more, the proposed MRSA algorithm has the ability to 
decrease the TACPL to 72.56 kW leading to a substan-
tial decrease of 46.25% in case of installing five DSTAT-
COM units at the same buses.

The system voltage profile is enhanced as a conse-
quence of the DSTATCOM allocation. The bus with the 
lowest voltage level is bus 18, with 0.945 p.u. voltage 
magnitude using the proposed MPSO. While the pro-
posed MRSA algorithm can achieve the minimum bus 
voltage level of 0.955 p.u. A comprehensive voltage 
profile, both before and after the DSTATCOM allocation 
are illustrated in Fig.10.

Fig. 10. Bus voltage for DSTATCOM installation in 
case#1 of DG type 1

6.2.2. Case# 2: DG type 3 and CPl 

In this scenario, DG units with capacities of 0.25 MVA, 
1 MVA, and 0.5 MVA are installed at buses 24, 25, and 30, 
respectively. These DG units supply both reactive and 
active power at p.f equal 0.8, as determined through 
preliminary sensitivity analysis. The initial TACPL before 
installing the DSTATCOM units is 110.6 kW, with bus 18 
exhibiting the lowest level voltage at 0.919 p.u while 
no overloaded feeders. The selected level of the DG 
penetration is 36.55%. Five candidate buses ordered as 
8, 28, 29, 9, and 13 undergo a

By applying the proposed MPSO algorithm, the TAC-
PL is reduced to 78.87 kW, marking a 28.69% decrease. 
The optimal configuration involves four DSTATCOM 
units installed at buses 8, 13, 28, and 29, with respec-
tive sizes of 0.28646, 0.4872, 0.2556, and 0.4863 MVAR. 
Furthermore, the proposed MRSA algorithm has the 
ability to decrease the TACPL to 78.61 kW leading to a 
substantial decrease of 28.93% in case of installing four 
DSTATCOM units at the same buses.

The system voltage profile is enhanced as a conse-
quence of the DSTATCOM allocation. The bus with the 
lowest voltage level is bus 18, with 0.949 p.u. voltage 

magnitude using the proposed MPSO. While the pro-
posed MRSA algorithm can achieve the minimum bus 
voltage level of 0.957p.u. A comprehensive voltage 
profile, both before and after the DSTATCOM allocation 
are illustrated in Fig.11.

Fig.11. Bus voltage for DSTATCOM installation in 
case#2 of DG type 3

6.2.3. Case# 3: DG type 4 and CPl 

The DG units are installed at buses 24, 25, and 30, sup-
plying active power and consuming reactive power at p.f 
equal 0.8. Their capacities are 0.25 MVA, 1 MVA, and 0.5 
MVA, respectively. The initial TACPL, prior to installing the 
DSTATCOM units, is 206.4 kW, with bus 18 having the low-
est level voltage of 0.909 p.u., while no overloaded feed-
ers. The current level of DG penetration in this scenario is 
35.71%. The five candidate buses are ranked in the follow-
ing order: 6, 28, 29, 8, and 30. By applying the proposed 
MPSO algorithm, the TACPL is reduced to 98.91 kW, mark-
ing a 52.08% decrease. The optimal DSTATCOM configura-
tion involves installing five units at buses 6, 8, 28, 29, and 
30, with sizes of 0.38721, 0.51646, 0.33417, 0.48635, and 
0.52263 MVAR, respectively. Furthermore, the proposed 
MRSA algorithm has the ability to decrease the TACPL to 
97.85 kW leading to a substantial decrease of 52.59% in 
case of installing five DSTATCOM units at the same buses.

The system voltage profile is enhanced as a conse-
quence of the DSTATCOM allocation. The bus with the 
lowest voltage level is bus 18, with 0.937 p.u. voltage 
magnitude using the proposed MPSO. While the pro-
posed MRSA algorithm can achieve the minimum bus 
voltage level of 0.943 p.u. A comprehensive voltage 
profile, both before and after the DSTATCOM allocation 
are illustrated in Fig.12.

Fig. 12. Bus voltage for DSTATCOM installation in 
case#3 of DG type 4
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The proposed optimization algorithms (MPSO and 
MRSA) demonstrate their effectiveness in balancing 
feeder loadings, leading to a decrease in the TACPL in 
the system for different DG types. Additionally, Figure 
14 illustrates the changes in TACPL in the aforemen-
tioned cases.

Fig. 13. TACPLs comparison before & after 
DSTATCOM with different DG types

6.3. STAGE THREE: lOAD FACTOR IMPACT 
 ON OPTIMAl lOCATION AND SIZING OF 
 DSTATCOMS

The most challenging DG and load types identified 
in the previous stages are the DG type 4 and CPL type, 
respectively. Consequently, these DG and load types 
will be kept constant in this stage, while the final vari-
able, the LF, will be systematically altered. This variation 
is essential to assess the proposed algorithm's efficacy 
in optimizing the allocation and sizing the multiple 
DSTATCOM units under different LFs. Additionally, the 
study will investigate the influence of load factors on 
TACPL and voltage profiles. This stage serves as a cru-
cial verification of the algorithm's effectiveness in this 
study, as it is anticipated that a heavily loaded system 
may negatively impact overall system performance. 
Two load levels LFs (0.6 and 1.2), are chosen to repre-
sent different LFs at distinct times. The outcomes of 
these two cases are discussed in the following sections.

6.3.1. Case# 1: DG type 4 and CPl at lightly loaded.

In this particular scenario, DG units with capacities of 
0.25 MVA, 1 MVA, and 0.5 MVA are installed at buses 
24, 25, and 30, respectively. These DG units supply ac-
tive power while consuming reactive power at p.f equal 
0.8. The system is operating with a light load, character-
ized by a LF of 0.6. Prior to installing the DSTATCOM, the 
TACPL value is 84.716 kW. Among the buses, bus 18 has 
the lowest voltage level at 0.95 p.u., while no overload-
ed feeders. The current level of DG penetration in this 
scenario is 60.51%. The five candidate buses are ranked 
in the following order: 13, 10, 14, 12, and 17.

By applying the proposed MPSO algorithm, the 
TACPL is reduced to 65.48 kW, reflecting a significant 
22.71% reduction. The optimal configuration involves 
installing two DSTATCOM units at buses 10 and 14, 
with sizes of 0.57558 and 0.13375 MVAR, respectively. 

Furthermore, the proposed MRSA algorithm has the 
ability to decrease the TACPL to 63.34 kW leading to a 
substantial decrease of 25.23% in case of installing two 
DSTATCOM units at the same buses.

The system voltage profile is enhanced as a conse-
quence of the DSTATCOM allocation. The bus with the 
lowest voltage level is bus 18, with 0.97 p.u. voltage 
magnitude using the proposed MPSO. While the pro-
posed MRSA algorithm can achieve the minimum bus 
voltage level of 0.98 p.u. A comprehensive voltage pro-
file, both before and after the DSTATCOM allocation are 
illustrated in Fig.14.

Fig. 14. Bus voltage for DSTATCOM installation in 
case#1 of LF=0.6

6.3.2. Case# 2: DG type 4 and CPl at heavily loaded

The DG units remain consistent with the previous 
case, but the system is under heavy load with LF of 
1.2. The initial TACPL before installing the DSTATCOMs 
units is 299.81 kW, and bus 18 registers the minimum 
level voltage at 0.888 p.u, while no overloaded feeders. 
The current level of DG penetration in this scenario is 
29.43%, The five candidate buses are ranked in the fol-
lowing order: 6, 28, 29, 8, and 30, chosen to enhance 
system performance.

By applying the proposed MPSO algorithm, the 
TACPL is reduced to 155.29 kW, reflecting a signifi-
cant 48.2% reduction. The optimal configuration in-
volves installing five DSTATCOM units at buses 6, 28, 
29, 8, and 30, with respective sizes of 0.36844, 0.51691, 
0.3574, 0.49, and 0.505 MVAR. Furthermore, the pro-
posed MRSA algorithm has the ability to decrease the 
TACPL to 141.88kW leading to a substantial decrease of 
52.67% in case of installing five DSTATCOM units at the 
same buses.

The system voltage profile is enhanced as a conse-
quence of the DSTATCOM allocation. The bus with the 
lowest voltage level is bus 18, with 0.915 p.u. voltage 
magnitude using the proposed MPSO. While the pro-
posed MRSA algorithm can achieve the minimum bus 
voltage level of 0.926 p.u. A comprehensive voltage 
profile, both before and after the DSTATCOM allocation 
are illustrated in Fig.15.

Figure 16 visually depicts the variations in TACPLs 
across the discussed cases.
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Fig. 15. Bus voltage for DSTATCOM installation in 
case#1 of LF=1.2

Fig.16. TACPLs comparison before & after 
DSTATCOM at different LF

7. CONClUSION

This paper presents the optimal allocation of DSTAT-
COM units in IEEE-33 bus radial DN with DG, utilizing the 
LSF and a proposed MPSO and the MRSA methods. The 
primary objective is to enhance the distribution system's 
performance by enhancing the voltage profile, reducing 
TACPL, and maximizing DG penetration to meet consum-
er load requirements. The simulations were conducted 
using MATLAB, where the DSTATCOM units model under-
went testing and verification. A comparative analysis was 
performed by assessing the TACPL and voltage profile of 
the tested radial DN with and without the DSTATCOM.

The optimal determination of the number, size, and 
location of the multiple DSTATCOM units holds signifi-
cant importance in the DNs. The study concludes that, 
among various load types and DG types, CPL type and 
DG type 4 exhibit unfavorable characteristics in terms 
of power loss and voltage profile, especially in heavily 
loaded systems as illustrated below: 

•	 The MRSA obtained the optimum location and 
size of the DSTATCOM in the DN to minimuze the 
TACPLs for the different load types. It reduced the 
TACPLs by  37.31%, 28.31%, 27.38%, and 27.38% for 
load types CPL, IL, RL, and CL, respectively. While 
the minimum bus voltage level was improved to 
0.929 p.u., 0.932 p.u., 0.937 p.u., and  0.935 p.u. for 
load types CPL, IL, RL, and CL, respectively.

•	 For different types of DGs, the TACPLs were re-
duced by 46.25%, 28.93%, and 52.59% for DG type 
1, type 3, and type 4, respectively. While the mini-

mum bus voltage level was improved to 0.955 p.u., 
0.957 p.u., and 0.943 p.u. for for DG type 1, type 3, 
and type 4, respectively.

These findings highlight the effectiveness of the pro-
posed algorithm in addressing challenges posed by the 
worst load type (CPL) and DG type 4. Furthermore, the 
algorithm proves its utility in handling different combina-
tions of DG types connected to DNs under varying LFs. The 
results emphasize the practical benefits of the proposed 
algorithm for DN operators, offering an efficient approach 
to allocate DSTATCOM units and optimize system param-
eters across various operating scenarios in distribution 
networks. Additionally, the results demonstrated that the 
MRSA approach was applicable to large DNs, offered fast 
and easy implementation, was robust in obtaining opti-
mal results, and outperforms the MPSO algorithm.
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APPENDIX

Table A1 Line and bus data in IEEE-33 bus 
distribution network

bus
R(Ω) X(Ω) PRecieve 

(kw)
QRecieve 
(kVAR)Send Receive

1 2 0.0922 0.0470 100 60

2 3 0.4930 0.2511 90 40

3 4 0.3660 0.1864 120 80

4 5 0.3811 0.1941 60 30

5 6 0.8190 0.7070 60 20

6 7 0.1872 0.6188 200 100

7 8 0.7114 0.2351 200 100

8 9 1.0300 0.7400 60 20

9 10 1.0440 0.7400 60 20

10 11 0.1966 0.0650 45 30

11 12 0.3744 0.1238 60 35

12 13 1.4680 1.1550 60 35

13 14 0.5416 0.7129 120 80

14 15 0.5910 0.5260 60 10

15 16 0.7463 0.5450 60 20

16 17 1.2890 1.7210 60 20

17 18 0.7320 0.5740 90 40

2 19 0.1640 0.1565 90 40

19 20 1.5042 1.3554 90 40

20 21 0.4095 0.4784 90 40

21 22 0.7089 0.9373 90 40

3 23 0.4512 0.3083 90 50

23 24 0.8980 0.7091 420 200

24 25 0.8960 0.7011 420 200

6 26 0.2030 0.1034 60 25

26 27 0.2842 0.1447 60 25

27 28 1.0590 0.9337 60 20

28 29 0.8042 0.7006 120 70

29 30 0.5075 0.2585 200 600

30 31 0.9744 0.9630 150 70

31 32 0.3105 0.3619 210 100

32 33 0.3410 0.5302 60 40
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Abstract – Low Power Wide Area Networks (LPWANs) support long-range communication that suits them for varied IoT applications 
such as asset tracking, environmental monitoring, agricultural management, work site monitoring, fleet management, and smart 
cities. Even with the large number of connected devices, LPWANs are more power efficient than traditional IoT networks. Long 
Range (LoRa) is a noteworthy LPWAN technology that employs the ISM band, which experiences congestion due to the growing 
IoT and smart network applications. LoRa networks can utilize the available TV white spaces to overcome the congestion problem. 
Performance enhancement of the LoRa network in terms of energy efficiency is a significant concern. This paper proposes, for the first 
time, Multi-Armed Bandit (MAB) to improve the performance of the LoRa network using TVWS. We have developed a novel algorithm, 
LoRaT-MAB, for TVWS-based LoRa, and results show that the mean rewards increase by about 12.5% over conventional LoRa and 
the energy consumption for TVWS-based LoRa using LoRaT-MAB decreases by about 11.7% over conventional LoRa. The findings are 
encouraging and provide a basis for further research on the TVWS-based LoRa and other IoT applications.

Keywords: Internet of Things, LPWANs, LoRa, TV White Spaces, Multi-Armed Bandit, UCB

1.  INTRODUCTION

The Internet is still expanding due to advancements 
in wireless and mobile technology. The rapid and easy 
adoption of the Internet of Things (IoT), thanks to the 
emerging new technologies, has changed the way we 
live and work. Low Power Wide Area Networks (LPWAN) 
are a leading network paradigm for IoT as they sup-
port range connectivity for tiny edge nodes with lower 
power and cost than conventional wireless networks. 
LPWANs provide scalability and can accommodate the 
varied IoT requirements, enabling applications includ-

ing smart metering, smart homes, and smart cities, 
tracking and monitoring applications such as wildlife, 
agriculture, industrial assets, infrastructure, and so on. 
Long Range (LoRa), Weightless-N, Weightless-P, SigFox, 
SNOW, IQRF, DASH7, RPMA, NB-IoT, and 5G are some of 
the LPWAN technologies. Semtech's LoRa LPWAN tech-
nology enables low power, low throughput, and long-
range communication. It employs spread spectrum 
modulation at the physical layer, which improves link 
budget and interference resistance. It also takes ad-
vantage of Forward Error Correction (FEC). It functions 
in the 433, 868, or 915 MHz Industrial, Scientific, and 
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Medical (ISM) band. It employs Chirp Spread Spectrum 
(CSS) modulation with quasi-orthogonal spreading 
factors and supports up to 50 kbps data rate [1]. 

With the expansion of wireless applications and due 
to the restricted availability, fixed resource allocation 
techniques are unable to meet the growing demand 
of frequency spectrum from the expansion. With cog-
nitive radio, underutilized TV bands and TV White 
Spaces (TVWS) may be made available for these kinds 
of applications. Without interfering with the primary li-
censed users' ability to communicate, cognitive radio 
makes it easier for secondary, unlicensed users to take 
advantage of the unused licensed bands. The White 
Space Devices (WSD) identify and use the unoccupied 
spectrum using spectrum sensing. These days, a lot of 
applications using 2.4 GHz ISM protocols, such as Wi-
Fi, Bluetooth, and others, are prevalent, particularly in 
indoor and urban environments. Herein, the data rate 
and Quality of Service (quality of service) are affected 
by interference and coexistence. Using the 5 GHz range 
for indoor communication raises the issue of fading 
brought on by obstructions. For such scenarios, TVWS 
can be used instead. Compared to the ISM band, the 
VHF and UHF bands show superior signal propagation 
and greater obstacle penetration.

Various TVWS applications have been researched in 
the last few years. Regulations governing the maxi-
mum duty cycle in the unlicensed ISM bands have a 
significant im-pact on network capacity. Performance 
is affected when node density is high. According to 
studies in [2], using TVWS for LPWAN may lessen co-
existence and interference problems. One potential 
solution for LPWANs operating in the unlicensed yet 
restricted spectrum is to employ non-ISM spectrum, 
including whitespaces [3]. Using whitespaces for LP-
WAN can significantly minimize ISM band conflict, 
even if it could require improved time synchronization, 
listen-before-talk functionality, and channel informa-
tion transmission. Since available spectrum is limited 
and unlicensed spectrum is susceptible to interfer-
ence, TVWS offers an excellent alternative to LPWANs. 
Studies have shown that current LPWAN technologies 
face challenges such as coexistence, coverage, lack of 
spectrum, mobility, scalability, and security. As LPWAN 
drives the visibly growing IoT domain, addressing these 
issues is imperative. The unlicensed ISM band is com-
monly used in most current LPWAN solutions. Access to 
this frequency range is not controlled at the global lev-
el except by duty cycle guidelines. An available TVWS 
can be used to deal with interference, coexistence, and 
scalability issues in LPWAN networks.

A LoRa-based LPWAN is constructed using stars to-
pology and consists of several nodes that use the CSS 
modulation technique and the LoRaWAN MAC layer 
protocol to communicate with a gateway. The gate-
ways send packets received from end devices to the 
network server [4]. Transmission channels, spread-
ing factors, transmit power, channel bandwidth, and 

transmission rate are the essential parameters that can 
be customized with LoRa modulation. The network's 
overall performance, coverage, capacity, time-on-air, 
transmission energy, and range are all impacted by the 
selection of these parameters [5]. One of the six spread-
ing factors and an available subchannel are used by the 
end devices to communicate with the gateway. When 
multiple devices use the same channel and spreading 
factor at the same time, a collision could happen. The 
likelihood of a collision increases as the number of end 
devices in the network increases, which leads to a de-
cline in network performance. In this situation, choos-
ing the best parameters to reduce interference and in-
crease energy efficiency may be done using machine 
learning techniques, which will ultimately improve 
network performance [6]. Adaptive transmission and 
efficient resource use are the two strategies for improv-
ing low power IoT energy efficiency [7]. 

In LoRa networks, resource distribution and param-
eter selection can be done via centralized or distrib-
uted methods. Devices have two options: either they 
allow the network to control the transmission power 
and data rate, or they take control themselves. The net-
work server manages the end node's transmission pa-
rameters. By adjusting the data rate, it lowers a node's 
transmit power. In this scenario, the network needs to 
know the node's transmitted power for roughly the last 
twenty transmissions. It then adjusts the data rate to 
estimate the transmit power for the upcoming trans-
mission and sends it to the node. The node then modi-
fies its parameters based on the data it receives from 
the server. This approach's drawback is that it can only 
be used in stable radio frequency scenarios in which 
the end nodes remain stationary [4]. In practice, the 
end node can be mobile, and hence, for the low-com-
plex network with uniformly distributed nodes, consid-
ering a single frequency channel and uniform transmit 
power, the best parameter selection is still challenging.

Additionally, the adaptive data rate approach has 
certain drawbacks where it as-signs SF to a node based 
on the uplink signal-to-noise ratio (lower SF for the 
nodes close to the gateway and higher SF for nodes 
away from the gateway). ADR may assign the same SF 
to all nodes that are closer together, which could re-
sult in collisions from using one SF more and not us-
ing the other SFs [8]. ADR also tends to use less energy 
but has significant packet losses [5]. In such situations, 
distributed learning algorithms could be employed so 
that the edge nodes can select the best parameters for 
enhancing the performance. 

The aim is to optimize energy efficiency and reduce 
interference at the edge nodes of LoRa-LPWANs that 
use the TVWS band for transmissions. These two LoRa 
network performance metrics are affected by the selec-
tion of the spreading factor. The network performance 
is also influenced by several other factors, including 
channel frequency, bandwidth, coding rate, and trans-
mission power. Multi-Armed Bandit (MAB) is reinforce-
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ment learning algorithms that conform to such a struc-
ture. A new strategy employing the MAB algorithms is 
proposed to achieve energy efficiency in this work. 

The significant contributions of this work are as giv-
en. First is the use of licensed TVWS for LoRa transmis-
sions in contrast to the typical use of the unlicensed 
spectrum to avoid possible congestion and improve 
LoRa network performance. Second is the use of MAB 
algorithm such as DUCB for TVWS-based LoRa is ex-
perimented first time in this work, as per our literature 
study. The third contribution is that we have also de-
veloped a novel algorithm, LoRaT-PLM, based on MAB, 
for the use of TVWS in LoRa, which demonstrates im-
proved performance and enhanced energy efficiency. 

The structure of the paper is as follows. Section 2 dis-
cusses the relevant works. A brief description of LoRa 
technology and TVWS is given in Section 3. In Section 
4, a novel policy for TVWS-based LoRa using MAB algo-
rithms is proposed. In Section 5, simulations conducted 
and results obtained are discussed, and Section 6 pres-
ents the conclusions.

2. RELATED WORK

Different approaches for the selection of transmission 
parameters that boost energy efficiency and enhance 
performance for IoT and LoRa-based LPWANs are be-
ing studied and investigated. There are roughly 6720 
possible configurations for a LoRa device based on 
the different transmit power levels, coding rates (CR), 
spreading factors (SFs), and bandwidths that can be 
used. As a result, choosing the optimal course of action 
to maximize network performance is extremely difficult. 
The technique developed by [9] examines the link and 
effectively decides a suitable transmission parameter 
value. The method performs channel estimation based 
on the data extraction rate and modifies the spreading 
factor to adapt to the changing channel. In dense net-
works, experiments show that the suggested scheme 
outperforms other spreading factor provisioning strate-
gies in terms of capacity and reliability [10]. Utilizing the 
K-means clustering algorithm for LoRa SF al-location of-
fers added flexibility, enhancing coverage likelihood and 
enabling uniform resource distribution [11]. 

Allocating resources at the end node through de-
centralized learning is an intriguing strategy [12]. To 
improve energy efficiency and reliability, the end de-
vice can choose various parameters for each packet 
transmission, including sub-channel, spreading factor, 
transmission power, and others. This method focuses 
on applying MAB algorithms. To lessen collisions with 
other nodes, the first application of learning algorithms 
on LoRa network devices is suggested. The MAB-based 
upper confidence bound (UCB) algorithm is used for 
channel selection in LoRa, and the experimental results 
show that it is possible to double the device's battery 
life with less memory and processing requirement and 
achieve better outcomes as compared to random se-

lection. These algorithms are lightweight and can be 
used to avoid interference coming from other gate-
ways. MAB-based GNU radio implementation also il-
lustrates how such approaches help improve network 
connectivity [13]. It suggests that both the UCB1 as 
well as TS are effective and attain convergence quickly 
in stationary environments; UCB1 learns more quickly 
than TS, while TS provides slightly superior average 
performance. If the end nodes in a network are based 
on learning algorithms, it is possible to accommodate 
more nodes. Recent works also analyze TS and UCB1 in 
conjunction with a time and frequency slotted ALOHA, 
validating an increase in packet delivery ratio even in 
non-stationary scenarios [14]. 

The EXP3 algorithm takes into account inter-spread-
ing factor collision, and adversarial MABs are used in 
the design of a simulator for allocating the resources 
in LoRa-based LPWANs [15] and improving the overall 
performance. The EXP3 algorithm's lengthy conver-
gence time is one of its limitations. Compared to EXP3, 
the improved version, the EXP3.S algorithm, requires 
less convergence time and is computationally efficient. 
It performs well for the non-uniform distribution of de-
vices, but the convergence rate might become worse 
as the number of parameters increases [16].

Reinforcement learning-based resource manage-
ment techniques that take into account the channel 
and energy correlation are also developed that ex-
hibit improved energy efficiency [17].  As dense LoRa 
network deployments experience more packet colli-
sions, a deep reinforcement learning-based transmis-
sion parameter assignment algorithm for LoRaWAN is 
proposed that demonstrates an enhanced packet de-
livery ratio [18]. A multi-agent cooperative Q-learning 
approach for resource allocation in LoRa networks 
demonstrates an improved packet delivery ratio and 
reduces energy consumption in a deep reinforcement 
learning-based PHY layer transmission parameter as-
signment algorithm for LoRaWAN [19]. A multi-agent 
Q-learning algorithm for dynamic allocation uplink 
power and SF in LoRa is designed to decrease the 
power requirement and improve reliability giving an 
advantage for signal-to-interference noise ratio (SINR)  
and data rate [20].  

Several studies have suggested employing stochas-
tic and adversarial-based distributed learning like up-
dated UCB (UUCB) and its variations, along with up-
dated EXP3 (UEXP3), to fine-tune the communication 
parameters of devices according to the surrounding 
conditions. The simulations yield encouraging results 
for enhancing low-power IoT networks' dependability 
and energy efficiency [6]. In recent times, scholars have 
also investigated the UCB for channel selection and 
various retransmission strategies based on UCB. The 
technique is equally efficient and raises the transmis-
sion rate in dense networks [21]. 

LoRa specifies the centralized adaptive data rate 
(ADR) algorithm. The studies show that various MAB 
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algorithms perform better in terms of energy con-
sumption and packet loss than the conventional ADR 
algorithm. From a cognitive radio (CR) perspective, 
MAB learning algorithms are also being studied for 
spectrum sensing and MAC perspectives. To improve 
detection efficiency in varying scenarios, a discounted 
UCB algorithm is proposed for cooperative spectrum 
sensing [22]. In terms of energy transmission, the re-
sults demonstrate higher throughput when compared 
to the current ADR method [23]. DUCB policy for fre-
quency band selection in a non-stationary CR is also 
studied, and according to the application require-
ments, discount functions and exploration bonuses are 
taken into account; as a result, the policy offers reduced 
regret [24]. In one of our previous works, new discount 
functions and exploration bonuses for DUCB were de-
veloped to meet LoRa requirements. In comparison to 
other existing algorithms, the developed algorithm ex-
hibits superior performance and lower complexity [25].

MAB has been used in literature for various wireless 
network applications for dynamic spectrum access, 
and modified algorithms have also been proposed. In 
[26], the authors investigate a dynamic spectrum ac-
cess problem as a budget-constrained MAB. A modi-
fied UCB-MAB algorithm is proposed for dynamic spec-
trum access and transmission power selection for data 
rate maximization, resulting in improved performance. 
Two Thompson sampling-based methods that detect 
the channel variations and adjust the channel access 
policy for dynamic spectrum access are suggested [27]. 
The methods proposed do not consider any informa-
tion exchange between the end nodes but display a 
better success rate. A deep learning-based approach 
for CR results in improved channel access success 
probability and reduced interference probability [28]. 
Implementation of UCB-based Reinforcement Learn-
ing (RL) algorithm for opportunistic spectrum access 
on real radio environment using USRP N210 platforms 
is demonstrated [29]. The UCB algorithm favors the 
best solution and converges faster, validating the use 
of RL for dynamic spectrum access. A new approach to 
a non-stationary MAB problem that uses the predictive 
abilities of a Large Language Model (LLM) to guide the 
decision-making process is introduced [30]. Conven-
tional bandit strategies such as epsilon greedy and 
UCB struggle in case of dynamic variations. An LLM-
informed policy that provides guidance dynamically 
exhibits improved performance. Wireless networks 
are emerging as self-evolving networks where the 
use of Generative AI (GenAI) can be beneficial. LLMs, 
a subfield of GenAI promise to facilitate autonomous 
wireless networks. A large model trained over various 
network data can be adapted to accomplish tasks, thus 
leading to what can be termed artificial general intel-
ligence-enabled wireless networks. The fast growth of 
LLM offers vast opportunities for network optimization 
and management in future networks [31]. A TVWS da-
tabase with a prediction feature that is suitable for dif-
ferent TV frequencies is suggested. It forecasts TVWS 

availability using RL depending on the time, day, loca-
tion, and device [32]. Studies show that there are sev-
eral tools employing geo-location spectrum databases 
to estimate and guide the TVWS availability to promote 
efficient radio frequency utilization and dynamic spec-
trum access [33].

In summary, there are databases available that pro-
vide information about the TVWS at a particular loca-
tion and time. MAB algorithms are shown to perform 
better for parameter selection in LoRa networks. TVWS 
database can be exploited in an LLM-like manner along 
with MAB for parameter selection with additional 
channels, giving the advantage of faster learning and 
enhanced success rate. We used a combination of an 
informed strategy along with the developed UCB-P-
1/2+O MAB algorithm [25] for parameter selection in 
TVWS-based LoRa.

3. LORA, TV WHITE SPACES AND MAB

3.1. LORA TECHNOLOgy 

LoRa employs the low-power CSS modulation tech-
nique [9] and LoRaWAN medium access control (MAC) 
[4]. LoRa can operate over different frequency ranges 
[34]. Although it typically utilizes unlicensed ISM bands 
like 433 MHz, 868 MHz, and 915 MHz, it operates in li-
censed bands as well [35]. The packets transmitted by 
an end node can be received by several gateways in the 
neighborhood, as shown in Fig. 1. 

Fig. 1. LoRa Network Architecture

Every gateway uses a backhaul (either satellite, cel-
lular, Ethernet, or Wi-Fi) to forward the packets to the 
network server for handling sophisticated and intricate 
tasks like adaptive data rates, sending acknowledg-
ments via the appropriate gateway, and eliminating 
unnecessary packets. The LoRa network's asynchro-
nous nodes only communicate utilizing pure ALOHA. 
The number of channels, data rate, and frequency of 
transmission by the nodes all affect capacity. Variations 
in the data rate and orthogonal signals are caused by 
various spreading factors. As a result, the gateway can 
receive several packets with different data rates on the 
same channel concurrently [4, 36]. There are also other 
options being investigated to improve coverage with 
minimal interference [37]. 
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Different parameters, including SF, CR, transmit pow-
er, frequency, and channel bandwidth, can be set for 
any LoRa device [10]. According to the rules, transmis-
sion power can be adjusted roughly in steps of 1 dB, 
ranging from 2 dBm to 17 dBm. A higher spreading 
factor corresponds to increased SNR, sensitivity, range, 
and packet airtime. Spreading factor is defined as the 
ratio of symbol rate to chip rate. Any value between 7 
and 12 can be chosen for SF [36]. A bandwidth of 125 
kHz, 250 kHz, or 500 kHz is typically used by LoRa net-
works. A larger bandwidth increases data rate but at the 
expense of decreased sensitivity. Forward error correc-
tion (FEC) is used by the LoRa modem, and its coding 
rate can be adjusted to 4/5, 4/6, 4/7, or 4/8. Although 
it lengthens time on air, a higher coding rate improves 
error prevention. For transmission, a LoRa packet con-
sumes an average amount of energy, as given by

(1)

where Pt is transmit power, Tpkt is transmission time, 
and Np is per packet transmissions required for success-
ful transmission. Tpkt depends on SF [36]; thus, selecting 
optimal SF can facilitate optimal energy consumption. 
If the SINR at the desired LoRa node is higher than the 
receiver sensitivity for a given SF, a signal is detected at 
the gateway. The signal power must be high, and the 
interference power must be low for a high SINR value. 
It is implied by the above equations that when SF ris-
es, sensitivity improves, and a lower SINR is needed. 
Time on Air (ToA) or packet time, average energy, and 
throughput are likewise low for lower SF. The likeli-
hood of a successful transmission decreases as the size 
of the network grows because there are more devices 
with the same SF. Achieving energy efficiency and in-
terference avoidance are always trade-offs. 

3.2. TV WHITE SPACES  

TVWS includes free bands at different times and some 
TV broadcast frequency bands that are unutilized as a 
result of TV services being digitalized. TVWS's lower 
frequency ranges (50–698 MHz) are better at passing 
through obstructions and are, therefore, less suscep-
tible to fading as well as multipath, allowing for indoor 
and other applications [35]. Because TVWS offers much 
bandwidth, it can also support several high-bit-rate ap-
plications. Sufficient TVWS may be generally accessible, 
in contrast to ISM bands, particularly in rural areas, be-
cause of the small number of broadcast stations [38, 39]. 
TVWS presents a promising option for numerous criti-
cal indoor and outdoor wireless applications due to its 
superior indoor penetration, higher spectral efficiency, 
and good propagation characteristics. Applications re-
quiring a broad transmission range could use TVWS. The 
Indian government has granted experimental licenses 
in the 470–590 MHz band, unlocking the possibility of 
using the TVWS spectrum. Numerous TVWS applications 
for home networks, smart metering, WLAN, and rural 
wireless broadband access are demonstrated by litera-
ture reviews. For LPWAN, several hardware and software 

platforms operate over different frequency ranges [35]. 
Presently, LoRa transceivers for 137 MHz to 1020 MHz 
frequency bands (Semtech SX126* and SX127* series) 
are available [36]. We have investigated the use of TVWS 
frequencies, primarily the licensed bands for LoRa, using 
MAB for optimal parameter selection.

3.3. MULTI-ARMED BANDIT ALgORITHM 

Multi-armed bandit is a reinforcement learning struc-
ture where an agent must choose arms or actions to 
maximize its cumulative reward. The end device must 
choose SF or a strategy s(t) = {SFs} from the provided 
set of SFs. The devices are unaware of their location or 
the state of the channel. Therefore, any SF that is a part 
of the set, s ∈ S may be chosen by the device. Each end 
device selects a strategy s(t) at each packet arrival time 
t based on a specific distribution over S, yielding a re-
ward of rs(t) ∈ {0, 1}. The transmission may be success-
ful or unsuccessful after the device transmits a packet 
after choosing a specific value for SF. The LoRa gateway 
notifies the device of its successful packet reception by 
sending an acknowledgment. The selection of SF that 
leads to a successful transmission and receipt of ac-
knowledgment can be modeled as the reward, while SF 
value can be modeled as the arm or action. It is apparent 
that the end device receives a reward of 1 if it receives 
an acknowledgment; otherwise, the reward is 0. The end 
device chooses an optimal value of SF based only on 
locally available information, i.e., the received acknowl-
edgment, and experiences the fewest collisions. Since 
the end nodes are dynamic, it is possible to model the 
SF selection problem as a non-stationary MAB problem.

Discounted UCB for LoRa:

Stochastic MAB algorithms such as TS and UCB are 
applicable for stationary distribution scenarios, where-
as the advanced DUCB algorithm is suitable for a non-
stationary problem. By using an appropriate discount 
factor, the UCB algorithm can be modified to suit a 
non-stationary problem. This is the idea behind the 
Discounted UCB algorithm. The discount factor gives 
more weightage to the most recent plays and averag-
es past rewards in the DUCB policy. This approach fits 
the time-varying wireless environment. Therefore, the 
DUCB policy can also be optimized by modifying the 
discount factor and exploration bonus to adapt to the 
varying and complex LoRa network environment. The 
DUCB algorithm core index Uk (t) is given as 

(2)

Xk(t) is the discounted average for exploitation, Bk(t) is 
the exploration bonus [24]. If the discount function is a 
power function that is defined as f(x)=γx, then the term 
Xk(t) can be written as

(3)

Here, Xk(t) gives the average reward of action k at time 
step t, s is the sample, B is the upper bound, γt-s denotes 
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the discount function, 1is
 is the indicator function with 

value 1 if true and 0 if false. The Bk(t) can be written as

(4)

where N is the maximum number of trials, i is the in-
dex of actions, Xk is the average reward for action k, Nk 
is number of times action k is chosen, ξ is the bias pa-
rameter. Nk(t) is given as

(5)

Multi-armed bandit algorithms such as DUCB can be 
modified to suit the LoRa networks. 

4. MAB ALgORITHM FOR TVWS-BASED LORA

The use of MAB algorithms such as modified Dis-
counted Upper Confidence Bound for LoRa using TVWS 
bands is discussed below subsections.

4.1. UCB-P-1/2+O ALgORITHM FOR LORA

In our previous work, an exhaustive study related 
to DUCB for LoRa is carried out and a modified DUCB 
policy for LoRa, UCB-P-1/2+O is proposed [26]. The core 
index of this policy is as given.

(6)

where Xk(t) is the discounted average with the discount 
function as [(N-x)/N]1/2. Fig. 2 illustrates the flowchart of 
the developed UCB-P-1/2+O policy, which is utilized by 
an intelligent node to choose the SF. 

The node first chooses any SF value from {SF} to trans-
mit a packet. The reward is equal to one if a packet is 
successfully received at the gateway, which sends an 
acknowledgment. If the packet is not received success-
fully, the reward is equal to zero and there is no acknowl-
edgment. The UCB-P-1/2+O policy is therefore updated, 
and the subsequent selection is carried out as per the 
revised policy.

4.2.  LORA OVER TVWS – PATH LOSS MODEL 
 (LORAT-PLM)

The received signal strength varies as a result of hills, 
trees, buildings, and other similar objects standing be-
tween the transmitter and the receiver; this phenom-
enon is known as shadowing. This effect is seen in wire-
less networks and TV broadcasts, and it must be taken 
into account when determining the appropriate trans-
mission power by adding a margin. A hybrid path loss 
model for LoRa transmissions over TVWS frequencies is 
developed after a thorough literature review and analy-
sis of the results of various existing path loss models for 
TV and LoRa transmissions [39]. Based on the Okumura 
Hata model, the proposed LoRa over TVWS – Path Loss 
Model (LoRaT-PLM) takes shadow fading into account 
as given. For urban settings

Fig. 2. Flowchart of UCB-P-1/2+O Policy

(7)

where Lu is the path loss in urban regions (dB), f is the 
transmission frequency (MHz), hB is the base station 
antenna height (m), hM is the mobile station antenna 
height (m), CH is a factor for antenna height correction, 
d is the distance between the transmitter and receiver 
in kilometers. For rural settings

(8)

where Lo is the path loss in open regions (dB), Lu is the 
average path loss from a small city form of the model 
(dB), and f is the transmission frequency in MHz. In (7) 
and (8), shadow fading is taken into account by the 
newly designed Cs, a correction factor with a log-nor-
mal distribution. When there is an obstruction in the 
line of sight, when one turns a corner, passes behind 
a large building, or enters a building, shadow fading 
can be experienced. The Cs for urban settings would be 
higher than those for rural ones because these cases 
are more frequent in urban settings than in rural ones.

4.3. LORAT- MAB ALgORITHM 

We developed a modified MAB algorithm, UCB P-
1/2+O algorithm, for parameter selection in a LoRa 
network [24]. The developed algorithm is analyzed for 
SF selection and gives better performance in terms of 
mean rewards and execution time. In terms of energy 
cost, the algorithm demonstrates enhanced energy 
efficiency as compared to other algorithms. This algo-
rithm is designed and the analysis is carried out in the 
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context of LoRa operating in the 867 MHz frequency 
band in India. The use of 470 - 590 MHz TVWS bands, 
specifically in the Indian context for LoRa, is further in-
vestigated by using the developed LoRaT-PLM model 
[39]. It is demonstrated that TVWS-based LoRa per-
forms better for path loss, energy consumption, and 
uplink delivery rate. Both the proposed approaches 
(MAB and TVWS) utilize different techniques for energy 
efficiency, be it parameter selection or the use of TVWS. 
The rationale is to combine the two approaches to get 
the advantages of both. It has been shown previously 
that the UCB P-½+O algorithm for LoRa at ISM bands 
performs better than conventional LoRa. Performance 
analysis of UCB P-½+O algorithm for LoRa at 470 MHz 
(TVWS) is carried out and compared with the conven-
tional LoRa at ISM band for mean rewards and energy 
consumption. It is observed that the UCB P-½+O algo-
rithm for LoRa at 470 MHz (TVWS) gives better rewards 
and the energy consumption is less as compared to the 
conventional LoRa at the ISM band. This corroborates 
the use of the UCB P-½+O algorithm for LoRa at TVWS 
frequencies. 

LoRaT-MAB algorithm uses the core index of the UCB-
P-½ +O algorithm. It works on the strategy of explore 
and exploit. The additional information on TVWS avail-
ability can be obtained from an authorized database. 
This information is used by the LoRaT-MAB algorithm 
to exploit the available channels, thus reducing the 
exploration requirements. The developed UCB-P-½+O 
algorithm, as given in (6), has the core index, which is 
derived from the standard DUCB policy as given in (2). 
It consists of the addition of two terms: Xk(t), which de-
cides the exploitation of the action depending on the 
discounted averages, and Bk(t), which decides the ex-
ploration of actions done by the policy. Based on this, a 
novel algorithm is proposed that exploits the database-
assisted information effectively to its benefit. This pres-
ents an important contribution as a new method to as-
sist the decision-making process of complex stochastic 
MAB problems. This type of decision-making can adapt 
to the changing rewards and their distribution pat-
terns and perform better in a non-stationary scenario. 
This approach can ensure better selection by the algo-
rithm, which will finally lead to improved performance 
[31]. The strategy to select the transmit parameters can 
be defined as explore or exploit according to the MAB 
concept as Strategy S = {explore, exploit}. The strategy 
to explore or exploit as decided by the UCB-P-½+O al-
gorithm is Sactual. The strategy to explore or exploit ac-
cording to the information from the TVWS database is 
Sinformed. The decision D to explore or exploit is made 
by the LoRaT-MAB algorithm, depending on the strate-
gies Sactual and Sinformed, given as

Decision D(Sactual, Sinformed)=
{'exploit', if both Sactual and Sinformed are 'exploit'}
Or {'explore', if Sactual &/ or Sinformed are 'explore'}

The flowchart of the developed LoRaT-MAB algo-
rithm is illustrated in Fig. 3.

Fig. 3. Flowchart of LoRaT-MAB Algorithm

The important steps of LoRaT-MAB algorithm are as 
given. At first, a query to the TVWS database is made. 
The database provides information about TVWS avail-
ability. The MAB policy state and the arm states are ob-
served, and then it is verified whether the channel se-
lected by the UCB-P-½+O MAB algorithm is free or busy 
and whether it should be used at that time instant or 
not. Depending on the data from the TVWS database, 
the channel is exploited if free; if the state is exploiting. 
Otherwise, a new channel is explored. The process is re-
peated for the subsequent trial.

5. RESULTS AND DISCUSSION

This section presents the performance analysis of 
the proposed LoRaT-MAB algorithm for LoRa at 470 
MHz (TVWS) and a comparison with the UCB-P-½+O 
algorithm and conventional LoRa using the Random 
Selection (RS) method. Table 1 lists the various simu-
lation parameters and their settings. All the methods 
compared consider the selection of SF as the primary 
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LoRa transmit parameter for selection. Uplink delivery 
rate (UDR) is the percentage of packets correctly re-
ceived at the gateway. The simulations also consider 
the designed LoRaT-PLM path loss model and it shows 
an improved uplink delivery rate [37, 39]. Results show 
that LoRaT-MAB gives better rewards, better success 
rate, and lower energy consumption.

Table 1. Simulation Parameters for TVWS-based LoRa

Parameters Values
End Devices 5

Area Radius 1 km 

Bandwidth 125 kHz 

Preamble Symbols 8

Packet Length 11

Header Disabled (H) 1

Data Rate Optimization Disabled (D) 0

Coding Rate 4/5

To investigate the performance of TVWS-based LoRa 
using the LoRaT-MAB algorithm, LoRa transmissions are 
simulated using 470 MHz transmission frequency. The 
results are compared with the performance of TVWS-
based LoRa using 470 MHz frequency and UCB-P-½+O 
algorithm, as well as conventional LoRa using ISM band 
transmission frequency. Fig. 4 shows the mean rewards 
per device in a multiple intelligent node scenario as a 
function of a number of trials.

Fig. 4. Mean Rewards vs. Number of Trials for LoRa 
with LoRaT-MAB and UCB-P-½+O,  

and Conventional LoRa

The results in Fig. 4 show that TVWS-based LoRa using 
the LoRaT-MAB algorithm gives better mean rewards per 
device than TVWS-based LoRa using the UCB-P-½+O al-
gorithm and the conventional LoRa using the ISM band. 
It is also observed that as the number of trials increases, 
the mean rewards also increase, as expected. For ex-
ample, the mean rewards for TVWS-based LoRa using 
LoRaT-MAB increase by about 12.5% over conventional 
LoRa and 8.3% over TVWS-based LoRa using UCB-P-½+O 
for 50 trials. It is also seen that the proposed LoRaT-MAB 

algorithm gives consistent rewards and outperforms the 
other two methods. Fig. 5 depicts the changes in aver-
age energy consumption for TVWS-based LoRa using 
the LoRaT-MAB algorithm. It is seen that when the Lo-
RaT-MAB algorithm is applied for TVWS LoRa, it results 
in lesser energy consumption than TVWS LoRa employ-
ing the UCB-P-½+O algorithm and also the convention-
al LoRa using the ISM band. For example, the energy 
consumption for TVWS-based LoRa using LoRaT-MAB 
decreases by about 11.7% over conventional LoRa and 
5.8% over TVWS-based LoRa using UCB-P-½+O for 50 
trials. It is also seen that the proposed LoRaT-MAB algo-
rithm consistently demonstrates less energy consump-
tion and outperforms the other two methods.

Fig. 5. Average Energy Consumption for LoRa with 
LoRaT-MAB and UCB-P-½+O,  

and Conventional LoRa

The consistent and enhanced performance of the pro-
posed LoRaT-MAB algorithm can be attributed to the 
fact that the algorithm benefits both the MAB and the 
TVWS database. The database query reduces unneces-
sary explorations and exploitations. Thus, this additional 
input from the TVWS database ensures that the decision 
to exploit or explore is more tolerant and robust to the 
non-stationary wireless channel environment.

The analysis discussed in the previous sections is 
carried out for conventional LoRa using ISM band 
and TVWS-based LoRa using UCB-P-½+O and LoRaT-
PLM algorithms separately. Instead of being executed 
separately, these methodologies can be combined. 
This would enable the LoRa end device to operate in 
the ISM band and TVWS band. Initially, the LoRa device 
would work in the ISM band using the UCB-P-½+O al-
gorithm. If the ISM band is occupied and the selected 
transmit parameters yield lesser rewards than the re-
quired threshold, the transmissions would shift to the 
TVWS frequencies according to the LoRaT-PLM algo-
rithm. In case the TVWS band operations also yield 
lesser rewards than the required threshold, the system 
will reset and repeat the process. The entire procedure 
is repeated for further trials. A combination of the 
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methodologies, such as making use of ISM and TVWS 
band channels and MAB algorithms, may increase the 
probability of successful transmissions, thus improving 
energy efficiency and network performance.

6. CONCLUSIONS

To improve the energy efficiency in LoRa along with 
the network performance, the UCB-P-½+O algorithm 
has been developed and investigated for ISM band 
LoRa. It is employed on TVWS-based LoRa transmis-
sions and exhibits improved performance compared 
to other studied methods. TVWS is beneficial in terms 
of interference avoidance, reduced path loss, and re-
duced energy consumption for LoRa networks. These 
approaches are combined, and a modified MAB algo-
rithm is developed, the LoRaT-MAB algorithm. Simula-
tion results validate the enhanced performance of the 
LoRaT-MAB algorithm for TVWS-based LoRa transmis-
sions. The methods are compared for the selection of 
SF as the transmit parameter and can be easily extend-
ed for multiple parameter selection. LoRaT-MAB also 
takes into account the channel frequency selection 
and displays better performance in terms of rewards 
obtained and energy consumption. Further, work can 
be carried out for the selection of multiple parameters 
simultaneously to increase the network performance. 
The findings serve as a foundation for future study of 
MAB-based algorithms, TVWS-based LoRa, and the use 
of such techniques for other machine-to-machine and 
6G applications.
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On-Tree Mango Fruit Count Using Live Video-
Split Image Dataset to Predict Better Yield at 
Pre-Harvesting Stage
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Abstract – This study introduces a method for fruit counting in agricultural settings using video capture and the YOLOv7 object 
detection model. By splitting captured videos into frames and strategically selecting representative frames, the approach aims to 
accurately estimate fruit counts while minimizing the risk of double counting. YOLOv7, known for its efficiency and accuracy in object 
detection, is employed to analyze selected frames and detect fruits on trees. Demonstrated the method's effectiveness through its 
ability to provide farmers with precise yield estimations, optimize resource management, and facilitate early detection of orchard 
issues such as pest infestations or nutrient deficiencies. This technological integration reduces labor costs and supports sustainable 
agricultural practices by improving productivity and decision-making capabilities. The scalability of the approach makes it suitable 
for diverse orchard sizes and types, offering a promising tool for enhancing agricultural efficiency and profitability. The researcher 
compared YOLOv5n, YOLOv5s, YOLOv7, and YOLOv7-tiny with eight-sided imaging techniques around the tree. The experimental 
results of YOLOv7 with the eight-sided technique performed best and achieved a count accuracy of 97.7% on a single tree in just 
17.112 ms of average inference time. On multiple trees, it is 95.48% in just 17 ms of average inference time, with the help of an eight-
sided method on tree images.

Keywords: Computer Vision, Deep Learning, Image Processing, Agricultural Technology, Horticulture Fruit

1.  INTRODUCTION

The famous Persian poet “Amir Khusrau named the 
mango Naghza Tarin Mewa Hindustan,” which means 
the fairest fruit of Hindustan (India). Mango is a mem-
ber of the Anacardiaceae family and includes several 
other species, notably cashews, sumac, and pistachio, 
which are traditionally grown in different climates [1]. 
Mango fruit is a seasonally available fruit, particularly 
in summer in India. Mango is rich in polyphenols, pre-
dominantly gallic acid, and has antioxidant, anticancer, 
and anti-inflammatory activities that improve chronic 

inflammation. Polyphenols and mango fiber may serve 
as prebiotics to increase probiotic bacteria in the in-
testines. Anti-inflammation prevents other symptoms, 
such as colon cancer, chronic intestinal diseases, and 
leaky intestines, and improves intestinal health [2]. 
Mango peel and bagasse are rich sources of dietary fi-
ber, which is beneficial for cardiovascular diseases, type 
2 diabetes, metabolic syndrome, and cancer. Mango 
seeds are rich in vegetable oils, proteins, and antioxi-
dants with antibiotic potential [3].

Our focus is only on mangoes because of their shape, 
structure, and color. Compared to various fruits, man-
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goes are different in shape, with more than 1000 variet-
ies, a few varieties shown in (Fig 1). Although we have 
a model with a specific dataset of mango types for de-
tection and counting, the same model cannot work for 
another type of mango. To make this work possible for 
all varieties, different varieties of images are required to 
create a dataset for training, testing, and validation to 
make an algorithm with reasonable accuracy, whereas, 
in other fruit scenarios such as apple, lemon, and sapo-
dilla, this is not necessary for training, testing, and vali-
dation for all varieties.

Horticulture is a subdivision of agriculture that in-
volves plants, flowers, turf, fruits, and nuts. Different 
storage techniques, transportation facilities, and mar-
keting strategies are available for pulses and cereals, 
but these facilities are for something other than fruits. 
Different storage mechanisms are available, such as 
cold storage and traditional storage mechanisms con-
structed with the help of wheat straw, paddy straw, 
grass, bamboo, wood, bricks, mud, and cow dung for 
grains. However, cold storage can change the fruit's 
taste and natural fragrance within a few days [4].

Fig. 1. Various mango varieties. Each mango is 
different in shape, structure, color, and size

Detection is a technique related to computer vision, 
which locates and identifies objects within a given im-
age or video. Various algorithms detect an object, such 
as R-CNN, Fast R-CNN, Faster R-CNN, and Histogram of 
Oriented Gradients (HOG), which was used in improved 
YOLOv2 to detect immature mango fruit [5], R-FCN, 
SSD, SPP-net, and YOLO. Counting harvestable and 
non-harvestable fruits, if the fruit count is well known 
before plucking from the tree or at maturity of the 
fruit, a farmer can predict their outcome based on the 
fruit count and can participate in the online sale or sell 
the fruits at a confident price based on the number of 
fruits. Using this procedure, the farmer can obtain the 
expected yield. The central research concept of count-
ing tree fruit will help farmers obtain better yields [6].

Counting is a technique that will give the number of 
detected objects based on the detection technique. 
Counting the number of mangoes on trees and branch-
es is the best method for obtaining production data. 
At the beginning of the harvest cycle, performing the 
count when measuring all fruits of the productive cycle 
on the tree will result in the number of fruits per tree 

[6]. The farmer will come to know the expected out-
comes from an orchard. Only a few counting methods 
are available to count fruits; the primary and traditional 
method is manual counting, where humans count the 
fruit by their eye vision on the tree; it is a very high-
cost and time-consuming technique [7]. Bounding box 
counting is the following counting method used in im-
age processing. Where the total fruit count is the ob-
served bounding box count. [8]. The third method uses 
Vertical and Horizontal line-based counting, which is 
performed based on a line. If an object passes through 
the line, counting starts and produces the total passed 
count [9]. The fourth method of counting uses SORT 
techniques. SORT is helpful in deep learning concepts, 
where the fruit is counted based on the SORT technique 
[10]. Another counting technique is ROS core counting, 
in which the fruits are counted based on a Robot Op-
erating System [11]. Another counting method is the 
region-of-interest (ROI) and unique object identifica-
tion (ID) methods [12].

The contribution of this procedure involves develop-
ing an innovative and efficient method to count fruits 
on a tree using video capture and object detection 
with YOLOv7. We strategically selected representative 
frames from the different segments by capturing a 
360-degree video around the tree and splitting it into 
individual frames to avoid double counting. This ap-
proach ensures comprehensive coverage of the tree 
while minimizing redundancy. Applying the YOLOv7 
model to these frames enabled accurate and realtime 
fruit detection. Our method optimizes computational 
resources and enhances the accuracy of fruit counting, 
thereby providing a practical solution for agricultural 
and horticultural applications. This contribution is sig-
nificant for improving the monitoring and estimation 
of fruit production and supporting better yield man-
agement and resource allocation in the field.

2. RELATED WORK

Counting the fruits and flowers was performed manu-
ally, which is very expensive; to overcome this expensive 
problem, they proposed a simulated deep convolutional 
neural network for yield estimation. In this study [7], they 
created a 26400 image dataset in which they used 24000 
for training and the remaining 2400 for testing, and the 
error decreased by using the Adam optimizer. They used 
a modified version of the Inception-ResNet architecture 
to capture features at multiple scales. Finally, this net-
work tested on authentic images. It achieved 91% accu-
racy. The advantage of this work is that it can be applied 
to other fruits because the dataset preparation involves 
filling the entire blank image with green and brown col-
ored circles and simulating the background.

Ref. [9] proposed a lightweight YOLOV5-CS (Citrus 
Sort) object detection model with 3000 original im-
ages used to detect and count citrus fruits in the natu-
ral environment. First, to improve generalization image 
rotation, a convolutional layer with a block next to the 
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backbone and the subsequent detection layer was 
embedded for accuracy improvement. Both loss func-
tion full Intersection over Union and Cosine annealing 
applied for improved training. The developed model 
moves to implement an edge artificial intelligence 
system. For the counting scene segmentation meth-
od with the virtual region and the formed embedded 
system, mAP@.5 is 98.23%, and recall is 97.66% with a 
frame rate of 28 FPS.

In [13], the multi-scale multilayer perceptrons (MLP) 
and CNN were used to overcome the previous fruit 
segmentation performance of a benchmarked MLP 
network for fruit detection and counting in orchard im-
age data. They incorporated metadata in these archi-
tectures to explicitly capture the relationships between 
meta-parameters and object classes. Watershed Seg-
mentation and Circular Hough Transform algorithms 
were used to post-process pixel-wise image segmenta-
tion and achieved a computing and detection F1-score 
of 0.858. This model has the advantage of detecting 
partially circular regions, thereby enabling the merg-
ing of disjointed fruit regions into a single detection. 
In addition, it is not possible to visualize all fruits in the 
image data owing to occlusions and clustering.

To estimate the yield of citrus fruits under natural 
lighting conditions [14], a computer vision algorithm 
using a hybrid watershed transform was proposed to 
detect and count citrus trees and performed the im-
age on 84 images from 21 trees. These images were 
noisy because they included some other tree parts. 
Therefore, some input images were subtracted from 
the background and resized to 1824:1028 to improve 
data processing speed. They converted these from RGB 
to HSV and evaluated the marker-controlled watershed 
and distance transform algorithms for automated wa-
tershed segmentation, obtaining an R2 of 93%.

In [15], night-acquired images of 1515 trees across 
five orchards for single-stage architectures such as YO-
LOv3, YOLOv2, YOLOv2-tiny, SSD, and two-stage archi-
tectures such as Faster R-CNN with VGG, Faster R-CNN 
with ZF were train with an original resolution of 512 
× 512 for a total of 11 models. Compared to a previ-
ous poor study on fruit, leaf color, shape, and texture, 
a hybrid model named MangoYOLO was developed. 
The MangoYOLO of 33 layers model was constructed 
based on the better features of YOLOv2-tiny's fewer 
layers and higher speed as advantages, as well as the 
multiple detection layers and high-speed features of 
YOLOv3. MangoYOLO achieved 0.97 of the F1-score for 
fruit detection in an image. They have proposed a new 
MangoYOLO model based on YOLOv3 and YOLOv2-tiny 
features and compared all models to obtain better re-
sults with the new MangoYOLO-512-pt model. 

In [16] an R-CNN model performed training on 1160 
unmanned aerial vehicles (UAV)- based data images of 
two years captured in different directions and at dif-
ferent distances from the ground level to detect and 
count the number of apple fruits on individual trees. 

The proposed model's results compare with the agro 
technician in situ apple counts; the acquired R-square 
value was 0.86, with a Mean Absolute Error of 10.35 
and a Root Mean Square Error of 13.56. In the top-view 
images, the number of total images acquired R-square 
value was 0.80, with MAE: 128.56 and RMSE = 130.56. 
According to [16], using a colab is the main advantage.

In [17] a study based on a single-shot multi-box de-
tector with MobileNet and a faster R-CNN with Incep-
tion V2 architectures for detection. Training and test-
ing were performed on three different fruits, avocado, 
lemon, and apple, with two architectures, under dif-
ferent field conditions. For video-based fruit counting 
multi-object tracking with the Gaussian estimation 
algorithm, Faster R-CNN with Inception V2 achieved 
93% of the result and 90% using SSD with MobileNet. 
A disadvantage of this study is that the results could be 
more conclusive for other fruits.

In recent years, deep learning has been widely ap-
plied in agricultural fields [18]. Using YOLO model tech-
niques, detection was applied under various imaging 
and illumination situations to estimate the load of or-
ange fruit in an orchard. They used 1115 trees for exam-
ination, conducted in three steps: creating an orange-
tree dataset under different illumination conditions, 
evaluating the selected model on 100 sample trees, 
and finally extracting the yield based on detecting and 
counting the oranges of every image taken. Using this 
method, they observed some two-sided differences for 
thin canopy and four-sided differences for dense can-
opy imaging. With the help of the YOLOv4 model, the 
precision was 91.23%, the recall was 92.8%, F1-score 
was 92%, and mAP was 90.8%.

A novel methodology was developed for apple fruit 
detection and counting using deep learning with 
apple fruit trunk tracking. They [19] constructed their 
dataset using images and videos and divided the im-
age data 800 into 80% and 20% ratios for training and 
testing. In early studies, these algorithms mismatched 
or lost their targets because of the large number of 
similar fruits. However, in this study of apple fruit trunk, 
which is usually more significant than the fruit in ap-
pearance, and YOLOv4-tiny with the channel spatial 
reliability-discriminative correlation filter (CSR-DCF) 
algorithm. The developed method was tested using 
the ID-switched number of fruits, MIDE, and RMSE to 
assess the performance of matching fruit in a video 
frame and observed an mAP of 99.35% for fruit trunk 
detection, 91.49% counting accuracy, and R-square of 
0.9875. The advantage of the proposed method is that 
it provides the possibility of realtime yield estimation 
of the orchard using a CPU at 2–5 fps. They found some 
drawbacks with this procedure; this study considered 
only a single-sided row of the tree at the time of count-
ing; if the practitioner uses both sides of the tree, it will 
provide a double count. Therefore, they suggested that 
some investigation is required to perform counting of 
both sides of the fruit.
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For early crop load estimation of the apple fruit can-
opy, the [20] YOLOv4-based model used on 480 raw 
apple tree images split into three growing stages: early, 
mid, and harvest. Their previous research modified 
the YOLOv4 network architecture and fine-tuned it to 
adapt it for apple fruit detection. In this study, they de-
signed the CA-YOLOv4 model with three significant im-
provements, which specifically addressed some major 
challenges: small fruit size, dense canopy conditions, 
and severe canopy occlusion. The first improvement 
is the convolutional block attention module (CBAM) 
mechanism, which learns to improve the detection ac-
curacy based on target features and surpasses nontar-
get features. In the second stage, we added an adaptive 
layer and a large-scale map d together. The regression 
box loss function was optimized, and the last phase in-
cluded the densely connected network structure. The 
results showed that CA-YOLOv4 had a lower final loss 
value, more excellent recall, f1-score, and precision. 
CA-YOLOv4 performed better than the Faster R-CNN 
and SSD. Finally, this proposed CA-YOLOv4 study per-
formed a superior detector for fruit counting and can 
perform near realtime with an average detection time 
of 0.1 s per image with the described hardware.

Fruit counting is essential in orchard management 
and plantation science. Ref. [21] early studies showed 
a need for robust and accurate fruit-counting methods 
in complex orchards, such as covering, shadows, clus-
tering images, and complete fruit counting on whole 
trees. This study proposed and validated a panoramic 
method based on deep learning object detection for 
complete yield estimation for holy fruit. This method 
used a holly fruit dataset of 640×640 samples divided 
into 75% and 25% ratios for training and testing pur-
poses. To form a complete panoramic unfolding map of 
the fruit tree surface, the images surrounding the fruit 
trees were captured using a UAV, and SIFT-based image 
matching was performed. Tested the accuracy and ef-
fectiveness of this method at different scales and sce-
narios and observed that high-quality built panoramic 
images for an accurate fruit count. The statistical rate 
between the detected and actual number is more than 
96% when the ring shot parameter of the holly tree is 
less than or equal to 1.2 m; when the shot ring param-
eter is less than or equal to 1.6 m, then the statistical 
rate is 95%. The detection rate between the detected 
and captured numbers in the panorama image is over 
99% when R≤1.2 m and over 97% when R≤2.0 m. Even 
though the model has a high detection rate, the cur-
rent confidence threshold is still missing. These missed 
fruits are difficult to identify because of incomplete 
fruit contours, fake pixel values, insufficient pixels, and 
mutual interference between highly similar targets.

An automatic apple counting system for modern or-
chards was developed by [22], where they acquired ten 
sets of original videos and 1600 images with 720×1280 
pixels of two consequent harvesting seasons. These 1600 
images were divided randomly into 1280 images and 

320 images for training and testing, in which they were 
labeled manually to the fruits and trunks. In the third year, 
labele 93050 samples with two classes: fruit and trunk. 
They then performed a regular detection-matched fruit 
counting system (NDMFCS) test on ten sets of original vid-
eos. In NDMFCS, based on YOLOv4-tiny performed object 
detection, abnormal fruit detection was abatement based 
on a threshold, and fruit counting was performed based 
on trunk tracking and identity document (ID) assignment. 
Finally, the results indicated that the average fruit detec-
tion precision was improved from 89.1% to 93.3% based 
on ten sets of original videos. Implementing CPU at 3-5 
FPS is the advantage of this model. However, it was de-
veloped based on Intel RealSense D435 camera-based 
videos, which are challenging to use widely because they 
require computing equipment.

Ref. [23] picking the litchi fruit failed but was located 
successfully due to random obstruction in early studies. In 
this study, with the help of 1000 training sets and 100 test 
sets with the YOLOv8-seg model on litchi and its branches 
classified images with binocular vision technology picked 
points, they proposed a picking point framework for the 
robot system. This procedure achieved 88.1% precision 
for segmenting litchi fruit branches with an 88% picking-
point success rate, and the overall success rate was 81.3%, 
with an average error of 2.8511 mm. The advantage of this 
study is that it is quick and accurate in identifying target 
points, which is a realtime operation.

In this [24] article, they investigated fruit detection 
methods, including traditional and deep learning meth-
ods. However, they focused on deep learning and opti-
mization strategies for fruit detection in two ways: opti-
mization strategies for fruit detection on pre-image sam-
pling and optimization strategies after image collection 
to overcome the unstructured background challenge in 
the orchard field environment. They studied complex 
background factors and adverse effects, lighting con-
ditions, occluded fruits, fruits with different degrees of 
maturity, and complex backgrounds in outdoor orchard 
environments and suggested future work.

We created a dataset of 1021 pictures as every 20 
frames of video data from the UAV obtained 304 im-
ages. The remaining 717 images were captured using 
a mobile phone, scaled to 640 × 640, and labeled us-
ing the LabelImg tool, divided into a ratio of 80:10:10. 
Existing works fail to balance speed and accuracy and 
perform well when features are distinct and occlusion 
minimized. Therefore, they [25] introduced a novel 
lightweight network architecture based on the YOLOv5 
foundation. First, they pruned YOLOv5 using filter prun-
ing and then introduced an adaptive BN layer to iden-
tify the best-pruned subnet based on the score. Finally, 
an ECA module is appended to the optimal network to 
form and fine-tune a new one. They observed that the 
proposed YOLOv5_E has 24.2% parameters as 26.2% of 
YOLOv5 size; it runs at 178 FPS, with only a 0.9% loss in 
accuracy. This model pruning is advantageous for effi-
ciency, incurring a subtle decrease in accuracy.
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Ref. [26] the citrus detection and dynamic counting 
method was proposed based on the lightweight target 
detection network YOLOv7-tiny, Kalman filter tracking, 
and the Hungarian algorithm. This work uses the YO-
LOv7-tiny algorithm for predictive tracking of discov-
ered fruits utilizing the Kalman filter to recognize citrus 
fruit in a video. Added the Euclidean distance, overlap 
matching to the Hungarian technique, and a two-stage 
life filter. Finally, drawing line counting was proposed. 
The average detection accuracy of YOLOv7-tiny was 
97.23%, dynamic detection was 95.12%, multi-target 
tracking accuracy was 67.14%, and the improved dy-
namic counting algorithm was 67.14%.

This study [27] introduces a novel blueberry ripeness 
and count detection methodology that integrates an at-
tention mechanism with a bidirectional feature pyramid 
network (BiFPN) within the YOLOv5 framework. In 192 
images of the 2515 blueberries, 1612 immature and 903 
mature blueberries were divided 192 images into 80% 
for training, 10% for testing, and 10% for validation in 
this study. Their proposed YOLOv5-CA model achieved 
an mAP at an IoU threshold of 0.5, recall of 88.2%, pre-
cision of 88.8%, and culminating mAP of 91.1%. As the 
model was YOLOv5-SE+BiFPN, the mAP was 90.5%, the 
recall was 88.5%, and the precision was 88.4%.

Previous studies treated the detection of clusters and 
berries as separate tasks to count the grape, owing to 
the clustered nature of the grape. In this study, they 
[28] proposed a probability map-based grape detec-
tion and counting framework, where first detects two 
intermediate maps through a neural network and uses 
three stages to finish the three grape detection and 
counting subtasks; for this study, they used the WGISD 
dataset; Chengdu dataset, and BpGC dataset three dif-
ferent types of datasets. They used the WGISD dataset 
and combined 100 more datasets from the Chengdu 
dataset and tested the proposed framework, achiev-
ing a localization performance of AP of 0.851, count-
ing performance of MAE of 1.845, RMSE of 2.142 for 
grape clusters, 23.414 for MAE and 31.391 for RMSE of 
counting performance for grape berries, and MRD of 
0.142, 1-FVU 0.865 of counting performance for berries 
per grape cluster. However, this study also has certain 
limitations. First, our method detects only visible grape 
clusters and grape berries, while occluded, invisible 
grape berries still need to be discussed. Second, our re-
search only focuses on grape detection and counting, 
upstream tasks in digital viticulture. However, we do 
not apply the grape detection results to downstream 
tasks such as predicting grape picking points and ac-
tual grape productions, which are more relevant to 
practical production activities.

Developing an efficient control method for each ba-
sic module and constructing its internal conditions is 
vital to transitioning a harvesting robot from a func-
tional prototype to a practical machine. Therefore, this 
study [29] tackles efficient locomotion, picking, and 
seamless integration. They built a system and proposed 

a set of algorithms for locomotion-destination estima-
tion, realtime self-positioning, and dynamic harvesting. 
They have established a solid coordination mechanism 
for continuous locomotion and picking behavior. As a 
result, the success rate of positioning was 95.8%; at 17 
destinations of dragon fruit in an orchard, the robot 
carried out 24 positioning operations and obtained 14 
successful movements, where the time consumption 
was 7.71 s. whereas the fig orchard had a 76.9% pick-
ing success rate, where at 11 destinations, seven suc-
cessful movements, one collided with the branch, and 
three lost visual tracking. Each method offers distinct 
advantages such as improved accuracy, adaptability to 
varying conditions, and enhanced picking efficiency to 
operate a robot autonomously and continuously. This 
method is limited because the module works better in 
daytime conditions than in night vision.

3. MATERIALS AND METHODS

Counting fruit on trees where it is hidden under a leaf 
or branch and occluded with another fruit avoids dou-
ble counting [30]. To solve this research problem, we 
used multiclass classification with YOLOv5 and YOLOv7 
versions and compared each. We will obtain better de-
tection and counting accuracy with a clear solution us-
ing a better YOLO version.

3.1. ACqUISITION OF DATA

The images in this study are of Vikarabad District, 
Telangana State, India. The variety of mangoes is 'Ban-
ganapalle,' also known as 'Benishan' [31]. The video cap-
tured the mango fruit's maturity stage between 06:00 
AM and 08:00 AM, which is a perfect time for capturing 
images under natural lighting conditions. They used an 
iQOO Z3 5G mobile phone to capture the video, with a 
duration of 45 s to 75 s around the tree in a clockwise 
direction, which covered 360 °of the tree. The data stor-
age was from 70MB to 160 MB with 1080 pixels ×1920 
pixels of resolution in a portrait capturing way and 
saved as mp4 video. The approximate speed of the cap-
tured video was 30 fps. The video was acquired under 
natural daylight, while the outdoor environment was 
warm. (Fig 2) shows a few images of the data frames. 
Split the mp4 video into frames, and a video of 152 MB 
of storage data splits into 2228 image frames of on-tree 
mango fruit at approximately 30 fps. After splitting the 
152 MB video into 2228 frames, the size of these 2228 
frames was 2.03 GB of storage.

3.2. ANNOTATION

To create the images as a dataset, we must annotate 
every image into a .jpg file and a .txt file. Among these 
360 image frames, 288 were for training, and 72 were for 
testing and validation purposes, with an 80:20 percent 
ratio. An open-source tool, LabelImg [32], was used to 
annotate the images in this research. It is straightfor-
ward to use and has better options in labeling formats.



776 International Journal of Electrical and Computer Engineering Systems

Fig. 2. Create a dataset and store it in YOLO format data to make predictions

3.2.1. LabelImg: LabelImg is written in Python with 
Qt as its graphical interface and is a graphical image 
annotation tool. Tzutalin created the popular image 
annotation tool LabelImg with some contributors, and 
now it is a developed tool. It is a part of the Label Stu-
dio Community [32]. Annotations of image data saved 
in XML files in the PASCAL VOC format (the tool Labe-
lImg-1.8.6, released on October 10, 2021) also support 
the YOLO and CreateML formats. The working proce-
dure in Fig. 2 shows that the image will be selected and 
asked for its format to store for future research. After 
proper format allocation, the user must draw a label for 
the object to annotate. Therefore, we used YOLO for-
mat with the text file content as "class; x-center; y-cen-
ter; width; height." This text file will saved in the system, 
including images, and the user will use it to train the 
data using pictures.

3.3. METHODS

The flow diagram contained the input, algorithm, da-
tabase, detection, counting, and output steps. The first 
step in Fig. 3 is the input part, which obtains the im-
age as input for the algorithm, starts the process on the 
given input image, and works for detection with the 
help of a trained dataset from the database created by 
the researcher. After training the dataset with the help 
of the YOLOv7 algorithm, mango fruits were detected 
on the input image and counted using the DeepSORT-
count algorithm.

Step 1: Input image.

Step 2: Use the given image for testing and validation 
based on the dataset already generated by the 
user and stored in the database.

Step 3: Check whether the given input image class is 
trained perfectly.

Step 4: Use the trained dataset and the input image 
with YOLOv5 and YOLOv7 to detect and count 
the classes available in the input image.

Step 5: If there are more than two classes, the output 
is given in a multiclass classification of the de-
tected object and count.

Step 6: Output is the Number of Classes with the number 
of fruits, as shown in (Fig. 4) in a single frame.

Fig. 3. Counting fruits using YOLOv7: an image as 
input, and the number of fruits is output

3.3.1. Experiment Platform: Windows 10 Pro 64-
Bit, Core 19-9900KF CPU @ 3.60GHz, 32 GB RAM, Dedi-
cated 8 GB Memory, NVIDIA GeForce RTX 2080 SUPER 
GPU. The model framework was PyTorch with CUDA 
11.6, cudnn 11.6, and Python 3.9.0. The original YO-
LOv7 model used YOLOv7.pt and YOLOv7-tiny.pt for 
pretraining and retraining based on the pretraining 
results. The parameters for training were as follows: im-
age input size 640×640, epoch 500, initial learning rate 
0.01, and batch size 8.
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3.3.2. Evaluation and performance of the model: 
Several evaluation indicators are available to help as-
certain and validate the model's functionality, includ-
ing the confusion matrix, precision, recall, mAP, trad-
eoff, F1-score, mean, median, mode, variance, stan-
dard deviation, and root mean square error. Accuracy 
is applicable only for binary classes, not for multiclass 
classification, and the confusion matrix will take care of 
multiclass classification.

3.3.3. Confusion Matrix: A confusion matrix defines 
a classification algorithm's performance. It visualizes 
and summarizes its performance. TP: True Positive, FP: 
False Positive, FN: False Negative, TN: True Negative.

Accuracy: Accuracy is the ratio of the exact classified 
on-tree mango samples to the number of actual on-tree 
mango samples in the image for binary class classification.

Fig. 4. Hidden-Mango=20; Mango=4; and Corner-Mango=4; Total=28 Mangoes on tree.

(1)

Precision is the ratio of correctly predicted positive 
on-tree mango classes for all items to be positive.

(2)

F1-Score: The F1-Score is a performance metric con-
sidering precision and recall values. It will calculated 
using the two metrics' harmonic mean.

(3)

3.3.4. SORT—Simple Online and Realtime Tracking: 
SORT stands for simple online and realtime tracking, an 
approach for tracking multiple objects with the help of 
any deep learning algorithm. To obtain the count of the 
on-tree fruit, we used YOLOv5 and YOLOv7 with SORT. 
SORT can track an object for extended periods to deter-

mine its occlusions [10]. 

3.3.5. YOLOv5n Algorithm for on-tree fruit counting: 
After a few days of YOLOv4, YOLOv5, a PyTorch-based 
approach, was released on May 27, 2020. In YOLOv5, 
some sub-variants based on 640 image size YOLOv5n 
(Nano), YOLOv5s (small), YOLOv5m (medium), YOLOv5l 
(large), and YOLOv5x (extra-large); based on an image 
size of 1280 are YOLOv5n6, YOLOv5s6, YOLOv5m6, 
YOLOv5l6, and YOLOv5×6 [33]. All YOLOv5 versions of 
the first two sub-variant models, called YOLOv5n and 
YOLOv5s, are used in this study. They then worked on 
both models and found that YOLOv5n works better for 
their self-prepared dataset with better accuracy and in-
ference time than YOLOv5s.

Divide the YOLOv5n model into four regions: the in-
put, backbone, neck, and head regions. Here, in the in-
put region, the model takes an image of 1×3×640×640 
and calculates the best-fit anchor box value according 
to the custom dataset. The convolutional layers and 
spatial pyramid pooling fast [34] were the backbone 
of this model. The combination of Feature Pyramid 
Networks (FPN) [35] and Path Aggregation Network 
(PAN) network layers [36] acts as the neck region in this 
model. The three detection heads with 1×3×80×80×8, 
1×3×40×40×8, and 1×3×20×20×8 scale integration 
will give the predicted bounding box information to 
the final output [37].

3.3.6. YOLOv7 Algorithm for counting: YOLOv7 
works excellently as an object detector with a high 
speed from 5 to 160FPS and has the highest accuracy 
of 56.8% AP using the MS-COCO dataset with 30FPS or 
higher on a GPU machine. YOLOv7 is a very balanced 
object detector compared with all known object de-
tectors in speed and accuracy. YOLOv7 architecture 
[38], the pipeline has three significant parts: backbone, 
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encoder, and decoder. Again, the architecture of YO-
LOv7 consists of three parts: the input, backbone, and 
head. The 640×640 image was used in the input part, 
whereas, in backbone feature extraction, the image at 
the head strengthened the feature extraction network 
and made it ready for prediction.

3.4. COUNTINg MANgO ON THE TREE

Fig. 5 shows a combination of several procedures: 
the input, output, annotation, database, and process-
ing components, respectively.

Input: Eight image frames of each tree are consid-
ered input images; these images are 1080 pixels wide 
by 1920 pixels high and between 900 KB and 1100 KB 
in size.

Annotation: Based on chapter (3.2), the researcher 
labeled fruit annotations.

Database: Based on the above annotation proce-
dure, the created dataset was stored in this database 
for future reference and use during training, testing, 
and validation. If the dataset images are not main-
tained and the labels should be the same, then algo-
rithm failure is possible.

•	 Processing: The backbone and neck network-relat-
ed procedures will processed as a processing model, 
which is the immediate step to the input part.

•	 Output: The output part is immediately adjacent 
to the neck region of the YOLO version. In these 
models, the three head-bounding boxes provide 
output predictions.

Fig. 5. Fruit counting with YOLOv7 algorithm using an image as input and number of fruits 
as output based on stored database data

4. RESULTS

4.1. ONE TREE FRUIT COUNT IN ORCHARD

One tree was selected, and 130 fruits were counted 
manually on May 30, 2022. Based on (Chapter 3.3.1), 
we used multiclass classification, a 4-side image model 
on YOLOv5n, YOLOv5s, YOLOv7, and YOLOv7-tiny and 
worked; the results were stored and performed the 
same with 8-side model got the results (Eq. (5)) and final-
ly evaluated the data for a more suitable model. Among 
the four YOLO sub-versions, YOLOv7 is very close to the 
reality of 97.7% accuracy and achieves a lower average 
inference of just 17.112 ms of time. Counting the fruit us-
ing the 4-side image of the tree procedure is too far from 
the actual result, but the 8-side image of the tree is too 
close to the reality of the tree fruit count. Consequently, 

employing the 8-side model is preferable to the 4-side 
model when counting the fruit on the tree. Selected One 
hundred seventy-nine images for training from 224 im-
ages; the remaining 20% were for testing and validating 
the results in Table 1.

Table 1. On-tree fruit counting with YOLOv5 and 
YOLOv7 models of a single tree.

Models Manual 
Count

4-Side 
Count

Inference 
(s)

8-Side 
Count

Inference 
(s)

YOLOv5n 130 66 0.0384 135 0.03927

YOLOv5s 130 71 0.07155 145 0.07292

YOLOv7 130 60 0.01575 133 0.01711

YOLOv7-
tiny 130 71 0.01075 141 0.01200
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(4)

(5)

FTM is the frame's total mango count, and FCM is the 
corner mango of the frame.

4.2. MULTIPLE TREE FRUITS COUNT 
 IN AN ORCHARD

4.2.1. Manual Counting of On-Tree: Some trees 
in an orchard were counted based on our eight-sided 
model. Then, the number of fruits available on each 
tree and the resulting count can be validated. They 
picked a few fruits off the tree, and some were in dif-
ferent structures, so there were ups and downs in the 
graph in the manual count flow, as shown in (Fig. 6).

4.2.2. Avoiding Double Count using the Eight-
Sided Model: If images are taken precisely on the 
eight sides of the tree, then the procedure below will 
work. Because eight exact images of the tree based on 
eight directions, such as east, south, west, north, south-
east, south-west, north-east, and north-west, will give 
only eight frames. At the corner, mangoes will counted 
twice; to avoid this problem, we used an eight-sided 
model (Eq. (5)). However, in this research, we split a 
video into frames to obtain eight-sided images; thus, 
the total frames were divided by eight, and then eight 
were obtained. Then, the frame in the east is the first 
frame, and the last in the northeast frame is the eighth 
frame used as the eight-direction images.

•	 YOLOv7: Considered 14 trees of an orchard and 
performed the task using the YOLOv7 model, and 
observed as in Fig. 7, which has a significant impact 
on the count of the tree using the YOLO model, 
where the predicted count is very close to the actu-
al count of fruits on the tree with a good accuracy 
of 95.48% with 17 ms of inference time.

•	 YOLOv7-tiny: YOLOv7-tiny also used the same data-
set and performed the same task as in the YOLOv7 
model, as shown in Fig. 7, where YOLOv7-tiny also 
performed the same as YOLOv7, with some differ-
ences. The detection and counting accuracy was 
only 94.1%, with an average inference time of 16 ms.

•	 YOLOv5n: YOLOv5n also used the same dataset and 
performed the same task as in the YOLOv7 model, 

Fig. 6. On trees manually, there is a fruit count of 
fourteen trees

as shown in Fig. 7, where YOLOv5n also performed 
well, with an average inference time of 94.1% with 
104.5 milliseconds of average inference time.

•	 YOLOv5s: With the help of the same dataset, per-
formed the same task as in the YOLOv7 model and 
observed as in Fig. 7, where YOLOv5s also performed 
well, with an average inference time of 97.2% with 
85.69 milliseconds of average inference time.

Fig. 7. Comparison of four models and validation of 
fourteen trees with actual count using eight-sided 

models

5. DISCUSSION

The researchers used four models and compared them 
in different ways. With the help of 360 image frames and 
their annotated labels, only the model trained at differ-
ent epochs with batch sizes of 8 and 16. Then, 288 im-
age frames were used only for training purposes, and 
the remaining for testing and validating the YOLOv7 and 
YOLOv7-tiny models. Trained these models, compared 
them at 100 and 500 epochs, and observed that YOLOv7 
is the best model with good accuracy and a meager in-
ference time for tree fruit count prediction.

Three procedures determine the best time to capture 
an image under natural lighting conditions. In these 
three procedures, we used 96 images of datasets; how-
ever, based on their lighting conditions, the storage 
size differed automatically, as shown in Table 2. 

We considered 06:00 AM to 09:00 AM as the morning 
time, 10:00 AM to 03:00 PM as the daytime, and 04:00 
PM to 06:00 PM as the evening time. We captured im-
ages, prepared a new dataset for each time of the day, 
and trained and evaluated them.

Table 2. Lighting conditions validation accuracy in 
a day to capture images

Time Dataset Size Storage size Detection 
Accuracy

Morning 96 Images 363MB 84%

Day 96 Images 375MB 42%

Evening 96 Images 359MB 57%
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Natural lighting was impossible at night, except during 
the full moon day. It is necessary to use artificial light for 
capture, which is compatible with the device's camera.

Consider three different time-captured images and 
the number of fruits in these images counted manually. 
Images were compared with the best training result of 
each timing separately, and then a table was created 
for these results. We then compared the images and 
the timing of the picture capture, as shown in Table 
3, and observed tremendous results with the help of 
YOLOv7. Based on the results of Tables 2 and 3, we pro-
pose that morning image capturing is the best time to 
capture images of trees in an orchard.

Table. 3. Comparison of best fruit image capturing 
time of on-tree

Time Morning Day Evening Actual Count
Morning Images 21 9 11 25

Day Images 8 6 5 14

Evening Images 16 8 11 19

6. CONCLUSION

Implementing video capture and YOLOv7 for fruit 
counting offers significant advancements in agricultural 
technologies. Employing a strategic frame selection pro-
cess ensures accurate and efficient fruit counts while mini-
mizing redundancy and double counting. This innovation 
enhances yield estimation and optimizes resource alloca-
tion and early issue detection, reducing labor costs and 
increasing overall productivity. Its scalability and adapt-
ability make it suitable for various orchards and com-
mercial agricultural operations. Ultimately, this approach 
empowers farmers with precise, realtime data, enabling 
informed decision-making and contributing to improved 
profitability and sustainable farming practices. Owing to 
the rapid explosion of data in agriculture and horticulture 
sciences, a new trending computer science area, deep 
learning technology, has become a hot research focus for 
a new era in artificial intelligence. To determine the actual 
count of on-tree mango fruits, the researcher performed 
experiments with four algorithms, YOLOv5n, YOLOv5s, 
YOLOv7, and YOLOv7-tiny, using an eight-sided imaging 
technique around the tree, which showed that YOLOv7 
performed the best about accuracy and inference. In this 
study, a deep learning framework was compared and ap-
plied to a computer vision algorithm for fruit detection 
and counting of trees using videos and images. It also pre-
sented the most suitable time to capture the images for 
better detection in the morning, daytime, and evening. 
It proposed that capturing morning-time images under 
natural conditions is the best time for on-tree fruits. In this 
on-the-spot situation, the video split image-converted 
dataset model helps count the object using the most min-
iature image training with better accuracy. Even though 
this method counts ideally, it also has some limitations; 
the video should be captured only in the forward direc-
tion, not in slow motion, and the reverse direction while 
capturing the video. 
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Abstract – Myocardial infarction is one of the most dangerous public health issues in the world. The accurate prediction of myocardial 
infarction disease aids in disease diagnosis and biological analysis of the patient's health. The classification algorithms are one of 
the solutions that predict accurate diseases based on the symptoms (attributes) in patients' details. The ability to predict accurately 
reduces the risk of causality and decision-making time. This study proposed the Minimum Skewness-Based Myocardial Infarction 
Detection Model (MSMIDM) with the help of a statistical and feature selection-based approach. Minimum skewness is a feature 
selection statistical approach that selects essential attributes of a dataset. The MSMIDM provides accurate results with the highest 
accuracy among the six classification algorithms. The experimental analysis makes use of the most widely used Cleveland dataset 
for myocardial infarction detection. The experimental results are analyzed through a confusion metric, statistical, and partitional 
validation approach. The proposed model obtains an accuracy of 90%, 87.037%, 87.037%, 83.238%, 81.481%, and 85.556% with 
respect to Random Forest, K-Nearest Neighbor, Support Vector Machine, Naive Bayes, Decision Tree and Neural Network classification 
algorithms. According to the experimental analysis, this study suggests the MSMIDM-based Random Forest algorithm is excellent for 
myocardial infarction disease detection.

Keywords: Heart Diseases, Statistical Classification, Feature Selection, Skewness Classification, Myocardial Infarction Detection Model

1.  INTRODUCTION

Heart disease is the most dangerous disease nowa-
days that impacts numerous individuals in their middle 
or late years and leads to deadly consequences for 
many causes. According to WHO figures, cardiac disor-
ders account for 24% of all non-communicable disease 
fatalities in India [1]. Heart disorders account for one-
third of all global fatalities [2] [3]. Around 17 million in-
dividuals die each year as a result of cardiovascular dis-
ease (CVD), with the ailment being especially prevalent 
in Asia [4]. Tobacco use, cholesterol, high blood pres-

sure, family history, poor diet, alcohol consumption, 
eating habits, physical inactivity, diabetes and obesity 
are all known heart disease risk aspects [5]. 

Myocardial infarction (MI) is the most widespread 
heart disease and it is the most prevalent cause of 
death and morbidity, as well as a significant cost of care 
because it is a major cause of mortality and disability 
all around the world [6].  Myocardial Infarction gener-
ally recognized as a heart attack, which is one of the 
most dangerous and deadly cardiovascular diseases 
[7]. Existing research indicates a relationship between 
the formation of MI disease and a blockage in the 
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coronary artery. The first clinical accounts arose in the 
early twentieth century as clinical symptoms were con-
nected to the coronary artery. Denmark et al. (2019) [6] 
depicted the five principal varieties of MI. The first is a 
coronary incident. The second cause of MI is caused by 
an oxygen supply. The third case is a fatal cardiac death. 
Percutaneous coronary intervention is the fourth cause 
of MI, and the last significant type is connected to coro-
nary artery bypass grafting.

Manually determination of risk factors for myocardial 
infarction and other diseases is a challenging task [8]. 
Machine learning techniques help extract hidden risk 
factors for myocardial infarction heart diseases with the 
help of existing data and high accuracy. Machine learn-
ing is used to extract hidden information, facts, patterns, 
and knowledge related to diseases from a variety of dis-
ease-related data sources. Machine learning determines 
these sorts of patterns by employing intelligible func-
tions and procedures. In general, machine learning algo-
rithms are classified as either predictive or descriptive. 
Predictive learning employs inference to drive conclu-
sions from data sources. Descriptive learning is the dif-
ferentiation of broad properties in any data storage [9]. 

Classification is one of the most essential and effec-
tive approaches in predictive learning, which is known 
as supervised machine learning. Classification is es-
sential for dealing with massive amounts of data, and 
it is used for data analysis to predict class labels in the 
form of categorical labels [10]. The classifier employed 
two steps for predicting the class label. The first step is 
learning, where a predicated class is produced from a 
dataset of known classes. The second step predicts the 
class labels based on the dataset. The second step is an 
important task that is used by the constructed classi-
fiers [11]. There are several data mining classification 
techniques including Rule-Based Classifier, Random 
Forest (RF), Decision Tree (DT), Support Vector Machine 
(SVM), K-Nearest Neighbor (KNN), Naive Bayes (NB) and 
Neural Network (NN).

Myocardial infarction is a leading cause of mortality 
and disability around the world. The prediction of myo-
cardial infarction disease is beneficial for reducing the 
death ratio, and machine learning assists in identifying 
the voluntary history of many diseases, including myo-
cardial infarction diseases of the heart. Researchers em-
ployed well-known biostatistical approaches to predict 
the relationship between MI and associated risk factors 
in patients. Biostatistical approaches are inappropriate 
for identifying correct data and risk indicators. There is 
a global need to use more appropriate machine learn-
ing algorithms with statistical techniques in the medi-
cal field for disease prediction. The objective of this re-
search is to predict MI among chronic diseases through 
a classification approach to extract knowledge from 
data with the help of statistical techniques.

The rest of the paper is structured as follows: Section 
2 reviews the various classification models for myocar-
dial infarction detection. Section 3 details the objective 

function of classification and proposes the classifica-
tion model through a feature selection statistical ap-
proach. Section 4 implements the proposed classifica-
tion model and compares its performance with various 
classical classification models and algorithms. Section 
5 concludes the study and describes further work.

2.  RELATED WORK 

The classification model is essential in predicting myo-
cardial infarction heart disease using various statistical 
approaches, feature selection algorithms, optimization 
metrics, etc. This section examined the literature related 
to several investigations and classification models for 
myocardial infarction heart disease prediction. 

Parthiban and Srivatsa [12] select the attributes with 
the help of correlation and predict myocardial infarc-
tions through SVM and NB classification methods.

Sun et al. [13] constructed an automatic detection 
system for myocardial infarction in patients utilizing su-
pervised machine learning techniques known as mul-
tiple instance learning (MIL). The experimental results 
of the proposed MIL algorithm are assessed using the 
classical MIL method with the help of the ECG and PTB 
diagnostic databases. 

Safdar et al. [14] investigated seven classification and 
association rules learning algorithms to produce an 
accurate risk analysis prediction model in myocardial 
infarction. The experiment findings are compared uti-
lizing validation models for accuracy, sensitivity, speci-
ficity and precision. The CHAID decision tree model 
outperforms other classification techniques by obtain-
ing 93.4% precision. 

Seenivasagam et al. [7] suggested a computer-aided 
detection method that assesses a supervised machine 
learning classifier to assess the risk level of myocardial 
infarction. The experimental investigation demon-
strated that the PSONN classifier beat other algorithms 
regarding risk prediction, while the neural network 
classifier exceeded other algorithms regarding dataset 
training accuracy.

Otoom et al. [15] applied hold-out and cross-valida-
tion tests and used NB, SVM, and DT classification algo-
rithms to predict myocardial infarction heart diseases. 
Vembandasamy et al. [16] employ the various compu-
tational parameters of the NB method to predict heart 
diseases.

Daraei et al. [17] developed the model for MI detec-
tion using the cost-sensitive J48 approach. It employed 
a hybrid feature selection approach for feature selec-
tion, whereas the meta cost classifier to prediction. The 
experimental research revealed that combining hybrid 
feature selection and metacost classifier enhances sen-
sitivity and obtains a greater propensity for MI predic-
tion compared to classical classification.

Verma et al. [18] use a hybrid method that includes 
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correlation-based feature selection, K-means cluster-
ing, particle swarm optimization, multinomial logistic 
regression, multi-layer perceptrons and fuzzy unor-
dered rule induction algorithm to predict myocardial 
infarction. Chadha and Mayank [19] extract disease 
patterns from vital data and utilize NN, DT, and NB clas-
sification algorithms to extract disease patterns.

Dwivedi et al. [20] established a classification frame-
work for detecting heart disease utilizing tenfold cross-
validation and machine-learning algorithms. The ex-
perimental analysis shows that the logistic regression 
classification algorithm achieves excellent levels of clas-
sification accuracy (85%), sensitivity (89%) and specific-
ity (81%) as compared to other classification algorithms.

Mokeddem et al. [21] developed a clinical decision 
support system (CDSS) to predict MI and provide diag-
nosis for Coronary Artery Diseases (CAD). The proposed 
diagnosis model used RF, C5.0 decision tree and fuzzy 
classification algorithms. The RF method is used to ex-
tract features based on rank, the C5.0 decision tree is 
used to generate crisp rules, and the fuzzy algorithm is 
used to forecast disease and diagnosis. The CDSS mod-
el has the capability to handle missing and noisy data. 
The experimental research revealed that the CDSS op-
timized processing time and provided a classification 
accuracy of up to 90.50%.

Еd-dаоudу and Mааlmi [22] uses the well-known 
SVM, DT, RF аnd Lоgistiс Rеgrеssiоn сlаssifiсаtiоn 
аlgоrithms and implement inside the  Арасhе Sраrk fоr 
big dаtа рrосеssing. The proposed model improved ac-
curacy and computing time while suggesting a logical 
resolution for detecting myocardial infarction disease. 
Anitha and Sridevi [23] used SVM, KNN, and NB classifi-
cation algorithms to improve the accuracy of the heart 
disease detection framework. The experiment results 
indicate that NB is excellently suited for detecting myo-
cardial infarction disease. 

Christalin Latha et al. [1] enhance the accuracy of 
classification algorithms to detect heart disease using 
ensemble classifiers. It uses ensemble techniques such 
as stacking, bagging, majority voting, and boosting. 
The bagging method increases accuracy by 6.92%. The 
boosting method increases accuracy to 5.94. The ma-
jority voting method increases accuracy by 7.26% and 
the stacking method increases accuracy to 6.93%. 

Garate-Escamila et al. [24] suggested a dimensional-
ity reduction approach for detecting risk characteristics 
of heart disease. The suggested dimensionality reduc-
tion approach is the CHI-PCA algorithm. It employs PCA 
for feature extraction and CHI for feature selection. The 
experimental findings demonstrated that CHI-PCA with 
the random forest classification algorithm achieves the 
maximum accuracy in various data sets.

Shah et al. [25] assessed the effectiveness of several 
supervised machine learning methods to detect the 
probability of heart disease in patients, such as myocar-
dial infarction. The experimental results demonstrated 

that the KNN classifier outperformed the NB, DT, and RF 
algorithms in accuracy.

Mandair et al. [26] developed a machine-learning 
model to predict MI utilizing random sampling and 
a deep neural network. The experimental study em-
ployed harmonized Electronic Health Record data and 
seven layers of one hundred neurons per layer. Accord-
ing to the experimental results, the suggested model 
has a specificity of 73.3%, a sensitivity of 82%, a recall 
of 82%, and an accuracy of 05%.

Ibrahim et al. [27] developed the active MI prediction 
framework using a synthetic minority oversampling 
technique (SMOTE), recurrent neural network (RNN), 
decision-tree, convolutional neural network (CNN) and 
XGBoost classification methods. The suggested model 
achieves 89.9%, 84.6%, and 97.5% accuracy. 

Reddy et al. [28] developed a forecasting system for 
myocardial infarction utilizing hybrid machine learn-
ing methods. The suggested approach outperforms 
the KNN, DT, NN, NB, RF and SVM classifiers in terms of 
accuracy. The experiment findings reveal that the ran-
dom forest method achieves a superior accuracy com-
pared to other classical algorithms.

Patro et al. [29] designed a heart disease prediction 
framework utilizing risk attributes and Salp Swarm Op-
timized Neural Network (SSA-NN), NB, KNN, and Bayes-
ian Optimized Support Vector Machine (BO-SVM) clas-
sification algorithms. The experimental results revealed 
that the proposed framework optimized the classifica-
tion algorithm and provided an excellent and effective 
healthcare monitoring system. 

Kondababu et al. [30] integrated the properties of RF 
and linear method and constructed a hybrid random for-
est-linear approach to predict myocardial infarction dis-
ease. Liu et al. [31] presented a risk prediction model for 
actively monitoring patients with myocardial infarction 
disease. Top-layer and bottom-layer algorithms are used 
in the suggested risk prediction model. The top layer con-
tains the recursive feature elimination technique, while 
the bottom layer has the gradient boosting decision tree 
(GBDT), RF, SVM, and logistic regression algorithms. 

Nagavelli et al. [32] improved the machine-learning 
model that detects heart disease. The improved mod-
el employs the Naïve Bayes classifier with weighted 
models, SVM classifier with XGBoost algorithm. The ex-
perimental investigation demonstrates that the single 
XGBoost algorithm obtains excellence in permanence, 
whereas the Naïve Bayes classifier obtains the lowest 
accuracy when compared to other algorithms. 

Sadiyamole et al.  [33] recommended combining the 
advantages of genetic algorithms with ensemble deep 
learning to predict heart disease. The genetic algorithm 
retrieves relevant attributes from the dataset, while the 
deep learning technique predicts the presence of heart 
disease. The proposed method achieves excellent accu-
racy as compared to the classical deep learning approach. 
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Ahmad et al. [34] used the jellyfish method to op-
timize the machine-learning model. The jellyfish 
method extracts the dataset's essential features and 
uses machine learning to predict heart illnesses. The 
experiment analysis demonstrates that the SVM clas-
sifier outperforms other machine learning techniques. 
The suggested model addresses model complexity and 
overfitting-related issues. 

Bhatt et al. [35] employ a clustering and classification 
classifier to accurately predict cardiovascular diseases. 
The suggested model first employs K-mode clustering 
to classify the data before beginning the classification 
procedure. In classification, the data was divided into 
80:20 ratios for building models, and a number of clas-
sifiers were utilized to predict heart disease. The ex-
perimental results demonstrate that K-mode clustering 
and multilayer perceptrons are more accurate.

Subramani et al. [36] implemented a cardiovascular 
disease detection model in a real-time environment us-
ing the Internet of Things. The proposed model first col-
lects the data from IoT devices and then preprocesses 
the data according to the classification model. The classi-
fication model observed the data and automatically de-
cided the training and testing classifiers. The experimen-
tal analysis shows that the deep learning model achieves 
excellent performance as compared to other classifiers.

Al Alshaikh et al. [37] improved the cardiovascular 
heart disease prediction model by combining differ-
ent feature extraction-related algorithms and machine 
learning classifiers. The improved model initially em-
ploys feature-related algorithms. The proposed model's 
second stage includes classification tasks performed 
by a multilayer deep convolutional neural network. The 
multilayer deep convolutional neural network outper-
forms another classifier using the adaptive elephant 
herd optimization approach.

3. PROPOSED ALGORITHM

This section states the classification objective and 
describes the Minimum Skewness Myocardial Infarc-
tion Detection Model (MSMIDM) using a different clas-
sification algorithm. 

3.1. CLASSIfICATION ObJECTIvE fUNCTION

The preprocessed MDS myocardial infarction diseas-
es dataset consists of X={x1, x2, x3…xN} data points with 
Xd={x1d, x2d, x3d…xNd } attributes of myocardial infarction 
diseases. The dimensions’ attributes defined the dis-
ease's behavior, symptoms, and nature of the sample 
data. The classification algorithms divide the MDS da-
taset into various classes based on the symptoms of 
diseases. The predicted class describes the severity of 
myocardial infarction diseases and suggests a diagno-
sis through a consultation with a physician. The goal of 
classification is to maximize predicted class accuracy 
while minimizing diagnosis and analysis time for myo-
cardial infarction disease patients. 

Suppose C={c1, c2, c3…ck } is the predicted class of the 
classification and P={p1, p2, p3…pk' } is the predefined 
class of the myocardial infarction diseases dataset. The 
K and K' represented the number of classes related to 
diseases. The number of classes of classification results 
and predefined class is equal and their intersection is 
always null. The Ni,j is the number of correctly classified 
data that belongs to both predicted and predefined 
classes. The Ni is the number of data points of the pre-
dicted class of the classification. The Nj is the number 
of data points that belong to only a pre-defined class. 
Thus, the objective of the classification is to maximize 
the Ni,j number of data points to obtain better accuracy. 
The formulation of the objective function is shown in 
Equation (1) to (3), respectively {Formatting Citation}.

(1)

(2)

(3)

3.2. CLASSIfICATION ALGORITHM 

Machine learning algorithms utilize a diverse range 
of statistical, mathematical, probabilistic, and optimi-
zation-related methods to learn from previous experi-
ence and detect meaningful patterns, knowledge, and 
trends in large, unstructured, and complex disease 
datasets. This study uses Random Forest (RF), Support 
Vector Machine (SVM), Naive Bayes(NB), K-Nearest 
Neighbor (KNN), Decision Tree (DT), Neural Network 
(NN) machine learning algorithms for myocardial in-
farction disease detection [20, 25, 38-41].

3.3. PROPOSED MyOCARDIAL INfARCTION 
 DETECTION MODEL 

This section describes MSMIDM in three stages. The 
first phase of MSMIDM is to select the most significant 
adverse skewness attributes by utilizing the mean and 
standard deviation of the myocardial infarction disease 
datasets. The selected attributes avoid outlining and 
noise in the dataset during the classification. The sec-
ond phase used a different classification algorithm to 
predict myocardial infarction disease with the help of 
selected negative skewness attributes. 

The third phase selects the results with the highest 
accuracy across all classification algorithms. Thus, the 
first phase identifies the probable attributes of the da-
taset, the second phase assesses the accuracy of all se-
lected classification algorithms, and the last phase gen-
erates correct results for myocardial infarction disease.

3.3.1 Skewness

Skewness is a third-moment statistical approach 
that analyzes the symmetry and accuracy of a dataset 
utilizing the normal distribution's probability distribu-
tion. The skewness of the data is classified as positive 
or negative depending on its skewed curve. Inside 



787Volume 15, Number 9, 2024

a positive (maximum) skewness, the mean value is 
more significant than the mode value. Therefore, the 
data is skewed towards the right side of the curve. The 
mode value exceeds the mean within the negative 
(minimal) skewness. 

Therefore, the data is skewed towards the left side 
of the curve. The normal distribution selects those 
data points that are shifted to higher side. If most of 
the data is moved inside a positive curve, it indicates 
that data is acceptable for classification. If most of 
the data is moved into a negative curve, it indicates 
that data is used for classification [42, 43]. Here, the 
most negative data are selected for classification that 
reason this study divided the data into 80:20 ratios. If 
we select the 80 % negative data during the classifica-
tion, then the data is divided into 70:30 ratios. Thus, 
the data division ratio is dependent on the skewness 
value and it is validated by the K-fold cross-validation.

The Fisher-Pearson coefficient formulation of skew-
ness was employed in this investigation. The equation 
(4) depicts the formulation of skewness.

(4)

Where xi is the data point of the selected attributes 
of the dataset, x̅ and μ is the mean of the selected attri-
bute of the dataset, n is the total number of data points 
inside a selected attribute of the dataset, m is the me-
dian of the selected attribute of the dataset, σ3 is the 
third moment of standard deviation for the selected 
attributes, σ is the standard deviation of a specific at-
tribute of the dataset. 

3.3.2.  Algorithm Description

The Minimum Skewness-based Myocardial Infarction 
Detection Model (MSMIDM) is described in this subsec-
tion through skewness, classification algorithms, and 
accuracy measurement for myocardial infarction de-
tection. The algorithm and flow chart of the proposed 
MSMIDM algorithm are outlined in Algorithm 1 and 
Fig. 1, which find excellent accuracy in the myocardial 
infarction disease prediction. 

4. EXPERIMENTAL ANALySIS 

This section implements the proposed model for 
myocardial infarction heart disease prediction with the 
help of an experimental environment, myocardial in-
farction disease dataset, characteristics of the dataset, 
evaluation criteria and results. The experiment analysis 
of this study examined the accuracy of the proposed 
model and state-of-the-art models. 

The implementation code of MSMIDM is written us-
ing Python 3.5.3, a programming language inside the 
Jupyter Notebook. The computational environment of 
the system is configured with a 320 GB hard disk, 4 GB 
main memory, Intel I3 processor, CPU M350@2.27 GHz, 
and Windows 7 operating system. 

figure 1. Flow Chart of the Proposed Minimum 
Skewness-based Myocardial Infarction Detection 

Model (MSMIDM)

4.1. EXPERIMENT DATASET AND ALGORITHM

This study utilizes the Cleveland Myocardial Infarc-
tion Diseases dataset from the UCI Machine Learning 
Repository. The used dataset consists of 300 samples 
with 14 dimensions, where 13 dimensions define pre-
dictors and 1 dimension describes the actual class. The 
details of this dataset are described in various studies, 
which is described in Table 1. The proposed Myocardial 
Infarction Detection Model (MSMIDM) was compared 
to various state-of-the-art models based on classifica-
tion objectives. The description of the selected classifi-
cation model is described in Table 1 references.

Algorithm 1:  Minimum Skewness based Myocar-
dial Infarction Detection Model (MSMIDM) 

Input:

1. MDS={x1, x2, …xn} MI Diseases Dataset with d dimen-
sions.
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2. CA = Set of Classification Algorithms [RF, SVM, NB, 
DT, KNN, NN] 

Output:

1. Myocardial Infarction Diseases results basis of CA. 

Method:

1. Perform data preprocessing tasks based on missing 
values, and so on. 

2. Extract most of the 90 % negative skewness attributes 
for classification through Equation (1).

3. Perform the min-max normalization approach for 
data normalization.

4. Splitting the data into test and training data based 
on 80:20 ratios as per selection of negative skewness 
attributes.

5. Incorporate the CA classifier set into the training data.

6. Test the model based on the classifier results.

7. Evaluating the model based on classification valida-
tion approaches.

8. Select a highly accurate model for myocardial infarc-
tion disease analysis.

Table 1. Description of Selected Algorithms for 
Accuracy Comparison

ID Algorithms/Authors References
A01 (Parthiban and Srivatsa, 2012) [13]

A02 (Otoom et al., 2015) [16]

A03 (Vembandasamy et al.,2015) [17]

A04 (Verma et al.,2015) [20]

A05 (Chadha and Mayank, 2016) [21]

A06 (Seenivasagam and Chitra, 2016) [7]

A07 (Dwivedi, 2018) [23]

A08 (Еd-dаоudу and Mааlmi, 2019) [25]

A09 (Anitha and Sridevi, 2019) [26]

A10 Bagging (Latha and Jeeva, 2019) [1]

A11 Boosting (Latha and Jeeva, 2019) [1]

A12 (Shah et al., 2020) [28]

A13 (Patro et al., 2021) [33]

A14 (Reddya and G,2021) [32]

A15 (Kondababu et al.,2021) [34]

4.2. PERfORMANCE MEASURES

The performance metrics assess the perfection of al-
gorithms and models. This study utilized accuracy, F1-
measure, recall, precision, Jaccard score, Mutual Info 
Score (MIS), Adjusted Rand Score (ARS), V Measure Score 
(VMS), Mean Squared Error (MSE) and R2 Score (R2) per-
formance metrics to evaluate the proposed model. The 
formulation of all employed measurements is described 
in respectively [20], [25], [38-41], [44], and [45].

4.3.  RESULTS AND DISCUSSION 

The performance of numerous classification meth-
ods is compared in Tables 2-4. Table 2 depicts the con-

fusion matrix-based accuracy, F1 measure, recall and 
precision measurement of various classification algo-
rithms employing the proposed model. The RF algo-
rithm obtains the maximum accuracy of 90%, the F1 
measure of 88.1%, the recall of 83.333%, and the preci-
sion of 78.72% in Table 2 compared to the state-of-the-
art algorithms. 

Table 3 compares the confusion matrix and statisti-
cally based ARS and VMS measurements for the pro-
posed model. The RF algorithm achieves the highest 
ARS of 63.3% and VMS of 53.97% in Table 3 as com-
pared to the state-of-the-art algorithm. 

Table 3. Classification results of the MSMIDM-based 
Machine Learning(ML) approach using confusion 

matrix and statistical component

ML Algorithms ARS (%) vMS (%)

Rf 63.305 53.971

SvM 54.027 44.973

Nb 54.027 44.973

DT 39.538 31.437

KNN 38.524 31.241

NN 49.664 40.441

Table 4 compares the Jaccard score, MIS, MSE, and R2 
classification results of the RF, SVM, NB, DT, KNN, and 
NN classification algorithms applying a partitional vali-
dation method to the proposed model. In this case, the 
RF method obtains the most robust Jaccard score of 
78.73%, MIS of 36.36%, and R2 of 59.5% compared to 
the state-of-the-art approach. The SVM and NB achieve 
outstanding classification results within an MSE valida-
tion index. The MSE for RF results demonstrates that 
randomization influences classification outcomes over 
non-randomization-based classification techniques.

Tables 5-10 examine the comparative accuracy of 
the proposed model to that of state-of-the-art models. 
Table 5 reveals that the proposed MSMIDM-based RF 
algorithm delivers more robust accuracy results than 
the existing work on RF-based models. The MSMIDM-
based RF classifier obtained 90% as compared to the 
state-of-the-art model. The MSMIDM improved accura-
cy by 3.16% when compared to the excellent A12 algo-
rithm. The MSMIDM improves worst-case RF accuracy 
by 11.12% compared to the A11 model. 

Table 2. Classification results of the MSMIDM-based 
Machine Learning(ML) approach using confusion 

matrix component

ML 
Algorithms

Accuracy 
(%)

f1  
(%)

Recall  
(%)

Precision 
(%)

RF  90 88.101 83.333 78.727

SVM 87.037 84.444 79.167 73.077

NB 87.037 84.444 79.167 73.077

DT 83.238 79.475 79.167 65.977 

KNN 81.481 77.273 70.833 62.963

NN 85.556 82.976 79.167 70.912
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Table 4. Classification results of the MSMIDM-
based Machine Learning(ML) approach based on 

partitional validation approach

ML 
Algorithms

Jaccard 
Score (%) MIS (%) MSE (%) R2 (%)

Rf 78.727 36.358 13.334 59.5

SvM 73.077 30.474 12.963 47.5

Nb 73.077 30.474 12.963 47.5

DT 65.977 21.57 18.148 26.5

KNN 62.963 21.027 18.519 25

NN 70.912 27.523 14.444 41.5

Table 5. Accuracy assessment of the proposed 
MSMIDM and conventional models for RF algorithm

Algorithms Accuracy (%)
A08 87.5 

A10 80.53 

A11 78.88 

A12 86.84 

A15 86.1 

MSMIDM 90 

Table 6 illustrates that the proposed MSMIDM-based 
SVM algorithm produces excellent classification accu-
racy results compared to other SVM-based models. The 
MSMIDM-based SVM classifier outperformed the most 
recently developed model by 87.037%. The MSMIDM 
improved the accuracy by 0.937% when compared to 
the superior A15 algorithm. The MSMIDM resolves the 
worst-case accuracy of SVM using the A14 model and 
improves the accuracy by 12.037% over the A14 model.

Table 6. Accuracy assessment of the proposed 
MSMIDM and conventional models 

for SVM algorithm

Algorithms Accuracy (%)
A06 82.02

A02 84.50 

A07 82 

A08 85.82 

A09 77.7 

A13 80 

A14 75 

A15 86.1 

MSMIDM 87.037 

Table 7 shows that the proposed MSMIDM-based NB 
algorithm achieves reasonable accuracy when com-
pared to earlier NB-based models. The MSMIDM-based 
NB classifier outperformed the state-of-the-art model 
by 87.037%. The MSMIDM improved the accuracy by 
0.037% against the outstanding A13 algorithm. The 
MSMIDM improves the worst-case accuracy of NB by 
13.037% as compared to the A01 model.

Table 8 shows that the proposed MSMIDM-based DT 
algorithm achieves superior classification results than 
former DT-based models in terms of accuracy valida-
tion. The MSMIDM-based DT classifier outperformed 

the state-of-the-art model by 83.238%, while MSMIDM 
improved accuracy by 0.438% over the effective A08 
strategy. The MSMIDM resolves the worst-case accu-
racy of DT using the A11 model and improves accuracy 
by 7.338% with the A11 model.

Table 7. Accuracy assessment of the proposed 
MSMIDM and conventional models 

for NB algorithm

Algorithms Accuracy (%)
A01 74 

A02 84.50 

A03 86.42 

A05 85.86 

A07 83 

A09 86.6%

A10 84.16 

A11 84.16 

A13 86.7 

A14 78 

A15 75.8 

MSMIDM 87.037%

Table 8. Accuracy assessment of the proposed 
MSMIDM and conventional models for DT algorithm

Algorithms Accuracy (%)
A04 80.6

A07 77

A08 82.8

A10 79.87 

A11 75.9 

A12 80.263 

MSMIDM 83.238 

Table 9 shows that the proposed MSMIDM-based 
KNN algorithm has the highest accuracy outcomes 
when compared to other KNN-based models. The 
MSMIDM-based KNN classifier outperformed the state-
of-the-art model by 81.481%. The MSMIDM boosted 
accuracy by 1.484% when compared to the most effec-
tive A07 and A13 algorithms. The MSMIDM resolves the 
worst-case accuracy of KNN using the A14 model and 
improves the accuracy by 11.481% over the A14 model.

Algorithms Accuracy (%)
A07 80 

A09 76.67 

A13 80 

A14 70 

MSMIDM 81.481 

Table 9. Accuracy assessment of the proposed 
MSMIDM and conventional models 

for KNN algorithm

Table 10 shows that the proposed MSMIDM-based 
NN algorithm produces better classification results than 
other NN-based models regarding accuracy validation. 
The MSMIDM-based NN classifier outperformed the 
most advanced model by 85.556%. The MSMIDM im-
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Table 10. Accuracy assessment of the proposed 
MSMIDM and conventional models 

for NN algorithm

Algorithms Accuracy (%)
A07 84 

A10 81.52 

A11 79.54 

A13 80 

A14 82 

MSMIDM 85.556 

Figs. 2–7 depict a comparison of conventional and 
proposed model-based algorithms utilizing accuracy, 
F1-measure, recall, precision, Jaccard score, MIS, ARS, 
VMS, MSE, and R2 classification metrics. 

Fig. 2 illustrates that the MSMIDM-based RF algorithm 
maximizes the confusion, statistical, and partitional-
based validation metrics compared to the standard RF 
method. The MSMIDM-based RF classifier improves the 
1.67 % accuracy, 1.69 % F1-measure, 2.64 % precision, 
2.64% Jaccard score, 3.46% MIS, 5.24% ARS, 5.74% VMS, 
and 6.75% R2 validation metrics as compared to the 
classical RF classifier.

Fig. 3 shows that the proposed MSMIDM-based SVM 
method outperforms classical SVM regarding all con-
sidered validation approaches. The MSMIDM-based 
SVM enhanced the 5.56 % accuracy, 5.28 % F1-measure, 
0.0 % recall, 7.56 % precision, 7.56 % Jaccard score, 9.55 
% MIS, 15.52 % ARS, 14.52 % VMS, and 22.5 % R2 assess-
ment as compared to the classical SVM classifier.

Fig. 4 depicts that the MSMIDM-based NB algorithm 
outperforms the classical NB approach based on classi-
fication results. The MSMIDM-based NB outperformed 
the standard NB classifier in terms of 7.41% accuracy, 
8.89% F1-measure, 8.33% recall, 12.36% precision, 
12.36% Jaccard score, 12.29% MIS, 20.12% ARS, 18.14% 
VMS, and 30.0% R2 authentication metric.

fig. 2. Classification results assessment between 
classical-RF and proposed 

MSMIDM based RF algorithm

fig. 3. Classification results assessment between 
classical-SVM and proposed  

MSMIDM based SVM algorithm

fig. 4. Classification results assessment between 
classical-NB and proposed  

MSMIDM based NB algorithm

Fig. 5 shows that the proposed MSMIDM-based DT 
algorithm maximizes the confusion, statistical, and 
partitional-related classification results over the classi-
cal DT algorithm. The MSMIDM-based DT boosted the 
2.87 % accuracy, 1.57 % F1-measure, 1.25 % recall, 2.16 
% precision, 2.16 % Jaccard score, 2.16 % MIS, 3.8% 
ARS, 3.16 % VMS, and 6.0% R2 validation parameter as 
compared to the classical DT classifier.

fig. 5. Classification results assessment between 
classical-DT and proposed  

MSMIDM based DT algorithm

proved accuracy by 1.553% when compared to the A07 
algorithm. The MSMIDM improves the worst-case accu-
racy of NN by 3.016% when compared to the A11 model.
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fig. 6. Classification results assessment between 
classical-KNN and proposed 

MSMIDM based KNN algorithm

Fig. 7 demonstrates that the proposed MSMIDM-
based NN algorithm obtains more robust classification 
results as compared to classical NN based on consid-
ered validation metrics. The MSMIDM-based NN out-
performed the standard NN classifier in terms of 6.67% 
accuracy, 5.62% F1-measure, 0.0% recall, 7.64% preci-
sion, 7.64% Jaccard score, 6.9% MIS, 15.71% ARS, 9.58% 
VMS, and 27.0% R2 validation metrics.

Fig. 6 illustrates that the MSMIDM-based KNN algo-
rithm achieves excellent classification results compared 
to the classical KNN algorithm. The MSMIDM-based KNN 
enhanced 16.67% accuracy, 21.46% F1-measure, 65.83% 
recall, 24.25% precision, 24.25% Jaccard score, 17.16% 
MIS, 31.43% ARS, 25.45% VMS, and 20.5% R2 validation 
process in comparison to the classical KNN classifier.

fig. 7. Classification results assessment between 
classical-NN and proposed  

MSMIDM based NN algorithm

5. CONCLUSION 

This study addresses and analyzes classification al-
gorithms for identifying myocardial infarction heart 
disease. The detection of diseases is one of the tasks 
of the machine-learning algorithm. The classification 
approach extracts the hidden risk and disease-related 
information from the data set based on the attributes. 

The first section of this study describes the challenges 
and issues with the machine learning algorithm for 
detecting myocardial infarction. The second section 
examines various classification model literature and 
identifies statistical and feature selection-based ap-
proaches to improve the classification model accuracy. 
The selection of attributes plays a major role in disease 
detection. Therefore, this study uses the statistical and 
feature selection-based minimum skewness approach 
and proposes a Minimum Skewness-based Myocar-
dial Infarction Detection Model (MSMIDM). The pro-
posed algorithm selects the attributes based on the 
minimum skewness value and performs classification 
tasks for disease prediction through RF, NB, SVM, DT, 
KNN and NN classification algorithms. The experimen-
tal analysis indicates that the proposed MSMID model 
improves the prediction accuracy of classification al-
gorithms. In comparison to the RF, SVM, NB, DT, KNN, 
and NN classification algorithms, the proposed MSMID 
model achieves 90%, 87.037%, 83.238%, 81.481%, and 
85.556% accuracy. According to the classification re-
sults, the MSMIDM-based RF algorithm is excellent for 
detecting myocardial infarction and other heart dis-
eases. Future research will use a statistical and feature 
selection-based approach to ensemble classification.
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Abstract – Hardware stabilizers are on high demand due to the increasing use of media capture devices such as smartphones and 
portable cameras in market. Hence an effort is made to develop a stabilizer prototype with Inertial measurement Unit (MPU 6050 
sensor), arduino Uno microcontroller and servo motor. Using existing libraries of arduino, a code is developed to read the position of 
the smartphone by the sensor and is fed to arduino microcontroller. The microcontroller generates an appropriate PWM signal based 
on the output of sensor and sends it to two servo motors to nullify the effect of jitter produced by the movement of the smartphone 
along roll and pitch axes respectively. Stabilized footage is produced by smartphones compensating the movement along roll and 
pitch axes respectively. The cost of this developed prototype is very low compared to existing gimbal systems in the market. 

Keywords: Hardware stabilizer, Inertial measurement Unit, servo motor

1.  INTRODUCTION

Video stabilization is a method used to minimize blur-
ring caused by camera movement during video record-
ing [1]. Shaky videos have always been a problem for 
professional photographers. The rapid advancement 
of smartphone technology is closely linked to the de-
velopment of photography and image processing. The 
camera is among the most used features. Poor quality 
results are produced by shocks and hand movements. 
A stabilizer for camera position is required to enhance 
the quality of camera images and video [14]. Using a 2- 
or 3-axis (roll, tilt, and yaw) gimbal system to separate 
the rotation of the UAV platform from the camera is the 
most popular method for video stabilization [2].  

Full-frame films can be created using the technique 
suggested by Matsushita et. Al. [3], which works by lo-
cally matching the picture data of nearby frames to au-
tomatically fill in any missing image segments. Motion 
inpainting is suggested as a means of enforcing tem-
poral and spatial consistency of the completion in both 
dynamic and static image sections.

Over the past 20 years, research on video stabiliza-
tion (VS) has been ongoing. Guilluy et. Al. [4] focused 
particularly on the Video Stabilization Quality Assess-
ment (VSQA) and introduced a new methodology 
that was influenced by the findings of research on Im-
age Quality Assessment (IQA) in general. When im-
age stitching techniques are directly applied to shake 
films, significant temporal and spatial distortions are 
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frequently present [5]. To address this issue, Guo et. Al. 
[5] provides a unified framework that combines video 
stabilization and stitching.

There have been three phases of video stabilization: 
digital, optical, and mechanical [6]. By using an invisible 
tripod built into the camera to correct the recorded vid-
eo and produce stabilized videos, a device called a gy-
roscopic stabilizer is used in mechanical stabilization. 
The use of optical stabilization is used in both high-end 
SLR cameras like Nikon and Canon and smartphones 
like Samsung, Apple, and others. Optical stabilization 
counteracts image vibration and achieves image sta-
bilization by moving the lens group on a plane per-
pendicular to the optical axis. Without the need for 
hardware, digital stabilization directly determines the 
motion vectors of the subsequent frames.  Motion cor-
rection and filtering are used to isolate and eliminate 
the shaky component. Ultimately, the picture warp re-
constructs frames.

To increase the estimation efficiency, the suggested 
approach [7] employs differential global motion esti-
mation with Taylor series expansion. The inter-frame 
error between successive frames is defined by the Af-
fine Motion Model. Through the analytical solution of 
the derivatives of the inter-frame error, motion vectors 
have been computed. Gaussian kernel filtering has 
been used to smooth out computed motion param-
eters following motion estimation. To eliminate the ro-
tation effect from the smoothed transformation chain, 
inverse rotation smoothing has been used. As a result, 
the accumulation error has been decreased by [7] and 
the missing image area has been much reduced.

To address the issue of video stabilization, Liu et. Al. 
[8] suggests using an additional depth sensor, such as 
the Kinect camera.  Even with its low resolution, noise, 
and incompleteness, the depth image helps with frame 
warping and camera motion estimation, making video 
stabilization a much better-posed problem.

A unique method for stabilizing videos is suggested 
by Yang et. Al. [9] and is based on the particle filtering 
framework.  Yang et. Al. [9] added tracking of the pro-
jected affine model of the camera motions to the con-
ventional application of particle filters in object track-
ing. Through simulated experiments, the algorithm's 
improved performance is shown by the author.

Image stabilization, whether software or hardware 
based, can significantly enhance images, particularly in 
hand-held photography, slower shutter speed shoot-
ing, and other unsteady conditions. Compared to SLR 
lenses smart phone cameras are far slower. They leave 
the shutter open for an extended period, which blurs 
any movement [10]. There are many techniques avail-
able in the present-day market that resolve this prob-
lem. They are Optical steady shot (OSS) by Sony, Vibra-
tion Reduction (VR) by Nikon and Image stabilizer (IS) 
by Canon [11]. Stabilization of footage is acquiring a 
greater significance day by day, and the form factor of 

the cameras that are used by the users is also rapidly 
decreasing [12]. 

Stabilizing footage either through specialized hard-
ware or by software is now becoming an industrial norm 
for use either in personal vlogs or in commercial videog-
raphy applications. With the increasing penetration of 
media capture devices such as mobile phones and por-
table cameras, the market for stabilizers in small appli-
ances is increasing day by day [13]. Osmo mobile, manu-
factured by DJI is one of the solutions for the same, cur-
rently costing nearly 130 dollars. Thus, the primary goal 
of the research is to reduce the cost of the prototype.

Hence, a hardware prototype is designed that can 
be used for video stabilization which builds upon the 
existing technologies that are already present in the 
camera.The smartphone video stabilizer has Arduino 
microcontroller, gyro sensor MPU-6050 [14] and 2 
servo motors for stabilization along two axes roll and 
pitch respectively. The change in angular velocity or 
displacement of the phone is detected by the MPU-
6050 sensor and this data will be transmitted to the mi-
crocontroller. The servo motor then rotates the base on 
which the smartphone is placed by the angle detected 
by the gyro sensor, hence, compensating for the mo-
tion. Therefore, resulting in a stabilized footage. A servo 
motor is used to stabilize the smartphone for smoother 
footage. Fig. 1 summarizes the block diagram of the 
proposed solution. 

Fig. 1. Block Diagram of the proposed solution

2. METHODOLOGY

The algorithm of the working of the prototype is 
summarized below:

Step 1: Wake up the MPU 6050 and initiate communica-
tion via I2C protocol using address 0x68.

Step 2: Assign the servo motors to pins 9,10 (PWM pins) 
of the Arduino controller. Initialize the Pulse 
width values corresponding to 0 and 180 de-
grees as obtained from calibration to separate 
variables. 

Step 3: Send a command to the Arduino to obtain the 
first values from the accelerometer and the gy-
roscope. 
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 Step 4: Calculate pitch and roll and assign them as ini-
tial values to the complementary filter.

Step 5: Wait for an interrupt and hence obtain the raw 
values from the sensor again. Calculate values 
of roll and pitch.

Step 6: Update the complementary filter with the new 
values of roll and pitch. 

Step 7: Use this filtered value and map it to obtain the 
value of pulse width based on the values ob-
tained from the calibration code.

Step 8: Send the appropriate pulse width to the motors 
to compensate for the motion caused by the 
jitter. 

A brief description of the components used in the 
development of the prototype is below:

2.1. MPU 6050 SENSOR

To stabilize the platform on which the smartphone 
was placed, an Inertial Measurement Unit (IMU) was 
required to identify the degree to which the setup 
deviated from its initial position [13]. The MPU-6050 
is an advanced chip that has two on-board sensors, 
a gyroscope and an accelerometer, each with its ad-
vantages [14].  The individual components of the IMU 
(MPU 6050) are extremely susceptible to noise. The 
gyroscope component is accurate for short duration of 
time but tends to drift after time (because it is integrat-
ing), while the accelerometer is sensitive to forces and 
gives inaccurate reading for short duration of time. The 
gyroscope gives a high quality signal in a short term 
and the accelerometer is good for measuring changes 
in speed. The complementary filter is a powerful and 
simple tool to improve the shortcomings of MPU 6050 
sensor. Combining the accelerometer and gyroscope 
together gives the basic complementary filter. A com-
plementary filter combines a high-pass and a low-pass 
filter.  In this case, a high-pass filter is used on the gy-
roscope readings, and a low-pass filter is applied over 
the accelerometer readings. A complementary filter 
eliminated the gyroscope drift and reduced the accel-
erometer sensitivity. Thus, the output becomes more 
robust against noise factors [15]. The coefficients of 
the high-pass and low-pass filters add up-to one, and 
hence filter is said to as complimentary. To appropri-
ately calibrate the filter, the coefficients of filter are 
changed by trial-and-error method. The high-pass filter 
design with a coefficient of 0.98 and low-pass filter with 
a coefficient of 0.02 is found to be appropriate for the 
given application. Therefore, 98% of the values for each 
update come from the gyroscope, and 2% come from 
the accelerometer.

The MPU-6050 is tested at the initial stage using an 
external I2C library developed by Jeff Rowberg and 
has been interfaced by a self-authored code using a 
complementary filter. The library had in-built calls for 
obtaining values from the MPU-6050 and made use 

of the on-board DMP (data management platform) to 
do the same. The values from the accelerometer, gyro-
scope stored individually on the MPU 6050 on different 
registers. Arduino is open source and is used for a large 
variety of projects. The filtered values from sensor are 
read by Arduino using the I2C communication proto-
col. The I2C communication address used by the sensor 
is a 7-bit address 0x68. The sensor supports a commu-
nication speed of 400Khz. Every time the data is ready, 
the sensor makes the interrupt (INT) pin high. MPU-
6050 sensors are placed in the unstabilized portion of 
the setup, and the degree of instability, as communi-
cated by the sensor, is then sent to the Arduino control-
ler after filtering to control the servo motor accordingly 
[14]. The Sultana et. Al. [16] uses the MPU 6050 with a 
complementary filter for the stabilization of the video. 
The performance of various wearable cameras in the 
surgical setting is carried out  and has concluded that 
IMU based sensors are appropriate in the operating 
room to objectively quantify camera motion [17]. The 
results are validated by comparing the positional sens-
ing of the device to a geared tripod head that allows 
for fine, measured manipulations of the sensor in three 
orthogonal axes.

2.2. SERVO MOTOR

The servo motor is connected to the output of the 
microcontroller and has metal gears with a torque of 
15.5kg cm to 17 kg cm. It has a built-in gearbox, po-
sition feedback mechanism, and motor controller. The 
servo motor can be controlled to move to any posi-
tion by using PWM using in-built resistive feedback. 
This motor has a three-wire interface, one for control 
and two for power supply. The weight of the motor is 
77 grams and has an operating voltage of 4.8V-6V. The 
biggest advantage of using a servo motor is the pres-
ence of robust pre-existing library functions for con-
trolling the servo motor [18]. The servo motor is also 
extremely lightweight and cost-effective.

For controlling the position of the servo motor, a 
PWM signal is to be sent to it. The width of this PWM 
signal determines the angle at which the shaft of the 
servo motor moves. Based on the manufacturer, the 
width of the PWM signal that is required to move the 
shaft from 0 to 180 degrees varies. To calibrate the 
servo motor to move exactly by 180 degrees, a pre-ex-
isting Arduino library for controlling servo motors was 
used to send a PWM signal of a width starting from an 
extremely low value of 100 microseconds. At 540 mi-
croseconds, it was noticed that the shaft of the motor 
started to move. This was marked as the pulse width 
corresponding to 0 degrees. A paper was placed below 
the servo motor and this position was marked. Then at 
2140 microseconds pulse width, it was noticed that the 
shaft moved by exactly 180 degrees. A mapping func-
tion was then used to linearly map 540 to 2140 micro-
seconds pulse width to -90 to +90 degrees, to match 
the output obtained from the MPU-6050. The motors 
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drew approximately 400mA of current and a peak cur-
rent of 4A. The use of servo motors, on account of their 
easier PWM-based position control, originated directly 
from the Arduino website itself [19]. 

2.3. ARDUINO UNO BOARD

An Arduino Uno was used in the development of the 
prototype. The I2C communication protocol was used 
to communicate with the MPU-6050 sensor, while two 
PWM pins of the Arduino Uno microcontroller were 
used to communicate with two motors. The software 
implementation was performed in the Arduino IDE.

2.4. OVERALL CIRCUIT

Connection of MPU 6050 with arduino Uno:

•	 Vcc to +5V
•	 Gnd to Gnd of Arduino
•	 SDA to Analog pin A4 (I2C communication)
•	 SCL to Analog pin A5 (I2C communication)
•	 INT to Digital pin 2

Connections of Servo motors with Arduino Uno:

•	 Red wire to positive terminal of external supply
•	 Black wire to negative terminal of external supply
•	 Yellow wire of motor B to Digital pin 9 of Arduino 

(PWM)
•	 Yellow wire of motor A to Digital pin 10 of Arduino 

(PWM)
•	 GND of Arduino to negative terminal of external 

supply
The overall circuit connection is shown in Fig. 2. 

Fig. 2. Overall Circuit Diagram

The implementation of the chassis and the software 
is discussed below:

2.5. CHASSIS DESIGN

The servo motor (A), which is stabilizing along the X 
axis. The IMU is guaranteed to be on the unstabilized 
section of the chassis because the user is holding this 
motor. On one side of motor A, the servo motor (B) for 
Y-axis stabilization is attached, and on the other, the 

rotating shaft of this motor is connected to the plat-
form holding the smartphone. A servo horn drilled into 
a wooden block has been used to mount Motor (A) on 
Motor (B), which is subsequently attached onto Motor 
(A) using epoxy resin. Additionally, Motor (B) is attached 
to a servo horn that is drilled into a wooden block that 
is positioned 90 degrees from the initial block. The re-
volving shaft of this motor is attached to the platform 
holding the smartphone. To provide smartphone stabi-
lization, motors (A) and (B) work in tandem. 

The chassis design of the prototype is indicated in Fig. 3. 

Fig. 3. Chassis design of the proposed solution

3. RESULTS AND DISCUSSION

The prototype designed will compensate for the 
motion along pitch and roll axes by employing the 
sensor along with two servo motors. The Gyroscope 
+accelerometer sensor is interfaced with the Arduino 
microcontroller. After calibrating the servo motor, they 
are placed on the chassis as described in Fig. 3. Upon 
running the code, the IMU sensor continuously moni-
tors for any change in angle. If there is a change in the 
angular position of the motor, caused by a movement 
in the user’s hand or by jitter, this change is filtered us-
ing the complementary filter sent to the Arduino mi-
crocontroller for better stabilization. If unfiltered read-
ings are sent to the motor, the motor shall not be able 
to stabilize as efficiently as with the filtered readings. 
The change in angle is mapped to the corresponding 
value of pulse width by the Arduino microcontroller. 
This pulse width modulation signal is fed to the servo 
motor and the motor then moves to the corresponding 
change in angle. This process is carried on iteratively. 
Note that this is an open-loop control system.

A graph of unfiltered values of Roll & pitch vs fil-
tered values of Roll & pitch are explained in plotted in 
Fig. 4 and Fig. 5 respectively. The illustrated values in-
clude the angle in pitch (Y-axis) and roll (X-axis), both 
of which are required to achieve stabilization. Fig. 4 
and Fig. 5 denote the results in the self-authored code, 
with the X-axis illustrating time and the Y-axis illustrat-
ing angle in degrees along the pitch and roll direction 
respectively. The MPU-6050 sensor is moved randomly 
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in space, and the resulting values are illustrated on the 
graph. The blue curves denote the unfiltered values 
while the red curves denote the filtered values.

Fig. 4. Self-authored code with the obtained values 
for pitch (Y-axis)

Fig. 5. Self-authored code with the obtained values 
for roll (X-axis)

To demonstrate the stabilization, the setup is moved 
first along the X axis (roll) and the resulting stabiliza-
tion is shown in Fig 6. The motion of the setup is caused 
along Y-axis (pitch) is shown in Fig. 7. A snapshot from 
a video showing the stabilization along both axes is 
shown in Fig. 6 and Fig. 7 respectively. Hence, the move-
ment of the person holding the chassis shall not matter, 
the platform housing the smartphone will remain stable.

Fig. 6. Stabilization along X-axis (roll)

Fig. 7. Stabilization along Y-axis (pitch)

To illustrate the movement of the motor upon send-
ing the required final angle through the Arduino code, 
an app developed by Google called ‘Science Journal’ 
was used as indicated in Fig. 8. This app used the in-
built compass of a smartphone to graphically illustrate 
the current angle as read from the phone’s compass. 
Further phone is attached to the top of the servo mo-
tor to obtain these readings. Thus, the command was 
given to the motor to move by different angles, and the 
readings obtained are shown in Fig. 8.

Fig. 8. Motor angle with respect to time, as obtained 
using the compass sensor of a smartphone, using the 

science journal app by Google

The angle detected by the compass sensor of a 
smartphone is around 16° Fig. 8 (part A) and the com-
mand was given to the motor to provide compensa-
tion is 15° as indicated in Fig. 8 (part B). Hence the error 
found to be around 1°. 
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Rafiq [14] and others develop a gimbal smartphone, 
which is made simple and less money consuming by 
utilizing microcontroller and MPU 6050 sensor. This 
MPU 6050 sensor is optimized to detect sway in axis X, 
Y, and Z or roll, pitch, and yaw. Gyroscope and accel-
erometer provide input to the microcontroller, which 
will process output on 3 servomotors that function to 
maintain the camera’s position at a specified set point. 
The results show that MPU 6050 sensor can response 
angle reading error of 1.34° of roll, 0.25° of pitch, and 
0.78° of yaw. Error in maximum servomotor movement 
is 1.5° [14]. The performance of the designed prototype 
cannot be compared with the reference [14] in terms of 
performance as the present design works on;y roll and 
pitch axes. 

4. CONCLUSIONS

Smartphone are embedded with software stabilizer 
(like OSS and VR), but hardware stabilizers are more 
accurate specially for photographic and good quality 
video recording purposes. In this work,a prototype is 
developed to compensate the jitter in shaky videos 
along roll and pitch axes. The values from a gyroscope 
and an accelerometer of MPU-6050 are sent to comple-
mentary filter. The arduino receives the filtered values 
and this will generate a PWM signal. The width of this 
PWM signal determines the angle at which the shaft of 
the servo motor moves. Two PWM signals are used to 
control the position of motor along 2 axes. The proto-
type explains a new method with less cost to improve 
the quality of image from smartphone.  The error will 
be introduced by the sensor and DC motor operation. 
The proposed solution can be scaled up to stabilize 
along the third axis yaw (Z axis). Stabilization along all 
three axes will ensure better and good quality footage. 
The total cost of the developed prototype including 
the component cost is around Rs. 3630.00. 
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Efficacy of Continued Fraction Expansion 
technique in the approximation of fractional 
order systems
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Abstract – At a macroscopic level derivatives and integrals are the usual mathematical tools to model real time processes and to 
perform the basic control and signal processing actions. However, the analysis, design, synthesis and implementation of fractional order 
differentiator and integrator is a difficult task because of its irrational behaviour. Therefore, for mathematical evaluation of any fractional 
order system, conversion to its approximate integer order equivalent is essential. In this paper approximated integer order models of 
fractional differentiator and integrator are developed using the continued fraction expansion technique. A continued fraction is an 
expression obtained through an iterative process. For any iteration to terminate, a finite numerical value is assigned, which in this paper 
is equal to the number of frequency points within the desired frequency band. It includes both the lower and upper limit values. A set of 
coefficients are obtained by finding the gains of the fractional term at respective frequencies and thereby applying the recursive formula. 
The coefficients thus obtained are substituted in the expression of continued fraction which results in a polynomial function of finite 
order. The developed models can be directly applied for analysis and realization of fractional order systems. The models are developed 
for fractional terms 0.1 to 0.9 in steps of 0.1, and also for 0.25 and 0.75. A detailed discussion on the sensitivity analysis is presented, which 
includes the influence of variable parameters on the accuracy and length of the order. Simulations have been performed in MATLAB. A 
comparison with both, the ideal values and also with existing methods is performed and tabulated to validate the correctness of the 
developed models both in terms of accuracy and integer order of the model. It shows that the Matsuda method yield very good results 
both in terms of magnitude and phase. And, is most suitable for linear phase circuits. Also, the proposed models can be directly used for 
the realization of customized fractional order Proportional Integral (PI), Proportional-Derivative (PD) and PID controllers. To establish 
the correctness of CFE based technique for hardware realization, the integer order approximated model of one-tenth and seven-tenth 
differentiator is decomposed to obtain the circuit parameters resistor (R) and capacitor (C). Then its implementation in OrCAD Capture 
CIS is performed. It can be seen that the results of realization closely match the actual response.

Keywords: Matsuda method, Continued Fraction Expansion, Fractional order differentiator, Fractional order integrators, 
 Frequency band

1.  INTRODUCTION

In recent years, researches have been able to explore 
many potential applications of fractional calculus in 
science, engineering and business administration [1-7]. 
It has also been shown that modeling and controlling 
many financial, biological, chemical, physical, electri-

cal and control phenomena is better done using frac-
tional order calculus [8-10]. Some physical phenomena 
which show fractional behaviour are; spectral densities 
of music, viscoelasticity (modelling of cement, gels, 
polymers), cardiac rhythm, diffusion in plasmas, trans-
port of substances by water in soil, muscle activities, 
flexible transmission lines, path planning and tracking 
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for a mobile robot, heat diffusion in the soil, relaxation 
behaviour of polarized impedances in dielectrics and 
interfaces and hydraulic actuator.

In order that richness of the dynamic features exhibited 
by a system or process be properly modified, we need a 
model of the system, tools for its analysis, ways to specify 
the required behaviour, methods to design the control-
ler, and techniques to implement them. Since the usual 
tools to model dynamic systems at a macroscopic level 
are integrals and derivatives, the algorithms that imple-
ment the controllers are mainly composed of such tools. 
Also, the basic control actions are proportional, derivative 
and integral. It is quite natural to conclude that by intro-
ducing more specific control actions and mathematical 
substitutes of the form sα and 1/sα, (0 < α < 1) we could 
achieve more satisfactory compromises between posi-
tive and negative effects and combining the actions we 
could develop more powerful and flexible design meth-
ods to satisfy the controlled system specifications [11-15]. 
In systems theory the analysis of dynamical behaviour 
is often made by means of transfer functions. The physi-
cal systems which exhibit fractional order (f-o) dynamic 
behaviour are described by f-o transfer functions in the 
s-domain. The simple form of a f-o transfer function is 
F(s)=s±α (0 < α < 1). The form sα is continuous time (c-t) f-o 
differentiator and the form s-α is c-t f-o integrator. To im-
plement transfer functions of this form is not easy, due to 
its infinite dimensional nature. Therefore, for implemen-
tation, it is required to convert fractional functions into 
integer order functions using different approximation 
techniques [16-24]. These techniques which are available 
in literature are based on rational approximations in the 
frequency domain developed to approximate the arbi-
trary order with low level of error and wide bandwidth, 
such as Oustaloup’s [16], refined Oustaloup’s [17], Charef’s 
[18], Carlson’s [19, 20], Matsuda’s [21], etc. Both Oustaloup 
and refined Oustaloup methods are based on pole and 
zero recursion and are useful where a frequency band 
of interest is set initially. Also the desired order of the de-
veloped model can be chosen a priori. Charef method is 
also based on interlacing of pole-zero technique, but in 
this technique the desired order of the developed model 
cannot be chosen a priori. And moreover, the order of the 
developed model depends on the fractional order α. The 
Carlson method is based on Newton iterative process. 
Similar to Charef method here also the order of the de-
veloped model depends on fractional order α and is not 
uniform for all values of α. In Matsuda method the approx-
imation is obtained using Continued fraction expansion 
technique and the frequency band as well as the order of 
the approximated model is set initially. The approxima-
tion of fractional differentiator s0.5 using different meth-
ods is summarized in a survey paper [25]. There are many 
more applications of fractional order calculus. For exam-
ple, a synthesis methodology of fractional-order chaotic 
systems was discussed in [26]. The analysis and analog 
design of fractional-order charge/flux controlled memris-
tor emulators of incremental/decremental type was de-
scribed in [27]. In [10, 28, 29] the analog design of fraction-

al-order proportional-integral-derivative controllers was 
reported. The fractional-order lead/lag compensator was 
investigated in [30, 31]. The design of double exponent 
fractional-order filters and power law filters were inves-
tigated in [32, 33], respectively, and so on. The dynamic 
analysis, and subsequently the hardware implementation 
and realization of such systems can be performed after 
representing them with finite number of poles and zeros. 
Usually, hardware implementation of finite order transfer 
functions is done easily using electronic components/de-
vices. Therefore, in order to study the dynamical behav-
iour, and for hardware realization purposes, the integer 
order approximation of the f-o system is required.

Here, the authors have proposed rational approxima-
tions of fractional order operator sα for all values of α in 
the range (-1 to 1) upto one decimal place and for α = ±¼ 
& ±¾. This forms one of the major contributions of the 
paper. While analysing fractional order systems, if the in-
teger order approximation of the different fractional or-
ders is readily available, then the fractional order transfer 
function is converted to its integer order equivalent by 
merely substituting the approximations of the fractional 
orders. The resulting transfer function then best approxi-
mates the original fractional order system. The Matsuda 
approximation technique has been utilized for this pur-
pose. Though, this technique is well established, the ef-
fect of variation of the parameters used to develop the 
approximation has not been considered yet. So, another 
major contribution of the paper is to highlight the varia-
tion in frequency response of the approximated integer 
order models of fractional operator by varying its param-
eters. The findings are as follows: In Matsuda method 
there are two important parameters to be selected. One 
is the number of frequency points (n) and the other is the 
frequency range for which the developed model is to be 
used. The relation between differentiator and integrator is 
that they are inversely proportional to each other and this 
concept is true for most of the models developed using 
the different approximation techniques. But this is not ap-
plicable to all the models developed by Matsuda method. 

The approximate fractional order derivatives obtained 
as ratio of polynomials in the Laplace domain can be 
implemented using analog and digital electronics. How-
ever, in both cases the exactness depends on the ap-
proximation to solve the fractional order function. The 
correctness of the circuit is therefore dependent on the 
numerical method and approximated Laplace model 
used for synthesis. The Field Programmable Analog Ar-
ray (FPAA) and Field Programmable Gate Array (FPGA) 
can be used for fast verification and prototyping of 
fractional order dynamical systems.  The circuit whose 
output displays the behaviour of an irrational function 
is known as fractional order element (FOE) or fractance 
device in literature [34-39]. The analog realization with 
different topologies viz., ladder network, nested ladders, 
first order RC filters, CMOS OTA based filters have been 
presented in [40, 41]. The authors in [42] present imple-
mentation of resistor less fractional order filters. A review 
of all the recent developments on the realization of frac-
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tance devices can be found in [43]. A comparative study 
of discrete component realization is given in [44]. The 
FPGA realization of fractional order chaotic systems is 
explained in [45, 46]. The drawback in FPGA implemen-
tation is that the hardware resources are dependent on 
the length of the digital word that is used, and this can 
degrade the desired response due to the finite number 
of bits to perform computer arithmetic. Therefore imple-
mentation with analog electronics using FPAA is good 
alternative to achieve desired accuracy as presented in 
[47]. This paper demonstrates a generalized design pro-
cedure to develop a passive element R-C structure of 
fractional order differentiator. As an example, two frac-
tional order differentiators of powers 0.7 (seven-tenth 
differentiator) and 0.1 (one-tenth differentiator) are sim-
ulated using the circuit simulator OrCAD Capture PSpice. 
A general formula for magnitude and frequency scaling 
is also presented. The magnitude and phase plots are 
discussed.

The section wise sequence is as follows: Introduction 
is covered in Section I. Matsuda method is explained in 
Section II. In this section integer order models of fractio-
nal order differentiator developed using the Continued 
Fraction Expansion (CFE) formula is listed. Performance 
and simulation results are discussed in Section III. Se-
ven-tenth and one-tenth differentiator is realized using 
OrCAD Capture CIS and is presented in Section IV. The 
conclusion of the paper is in Section V.

2. METhOD

In this section the mathematical steps involved to devel-
op the approximated integer order (AIO) models of frac-
tional differentiators and integrators of order α,(α∈([±0.1, 
±0.9] in steps of 0.1 and ±1/4, ±3/4)) based on CFE tech-
nique are discussed. This method is popularly known as 
Matsuda method among the fractional community. 

The fractional order (f-o) operator is given as [22]

(1)

The f-o differentiator (FOD) is defined as [22]

(2)

The f-o integrator (FOI) is defined as [22]

(3)

In Matsuda method, the approximated integer order 
transfer functions of the f-o system are obtained by the 
use of CFE [21]. For the fractional order α, there are two 
parameters to be set before applying the formula of 
continued fraction expansion as given in Eqn. (4). The 
two parameters are: number of frequency points (n) and 
the specific Frequency Band (FB) in which the approxi-
mation is to developed. ωi’s are the numerical values of 
the frequency points. A detailed explanation of the fre-
quency band and frequency points is given in section 
3.1.1. ai’s are the set of coefficients which are obtained 
using Eqn. (5). The f-o operator in (1) can be replaced by 
its equivalent integer order function given as [21, 22]

In Eqn. (4) ai’s are the set of coefficients at different 
frequencies ωi (1≤i≤n), which are defined within a de-
sired FB [21, 22].

(5)

where q1 (ωi) = |F(jωi )| for i = 1,2,3,…..,n   |F(jωi )| are the 
gains at respective frequencies.

The expression to find gain |F(jωi )| at a specific fre-
quency ωi is equal to ±(α)×20 log ωi

Rest of the q’s (q2, q3…,qn ) are obtained using the re-
cursive formulae [21, 22] 

Using Eqn. (4), the AIO models of f-o differentiators 
and integrators are derived and analyzed in the coming 
subsections.

The analysis of f-o differentiators based on Mat-
suda method is performed for all orders of α with FB 
[10-2, 102] and n = 9. The frequency points within this 
band are set as [0.01, 0.0316, 0.1, 0.3162, 1, 3.1623, 10, 
31.6228, 100]. Using this data, the AIO transfer func-
tions for the FOD sα,(α∈([0.1:0.1:0.9] and 1/4, 3/4)) are 
derived and given in Table 1. 

sα G_m atsuda(s)

s0.1 1.828((s+52.78)(s+3.143)(s+0.2456)(s+0.01342)/ 
(s+74.5)(s+4.071)(s+0.3181)(s+0.01894) )

s0.2 3.3572((s+44.96)(s+2.766)(s+0.2155)(s+0.01111)/ 
(s+89.98)(s+4.64)(s+0.3615)(s+0.02224) )

s0.3 6.2275((s+38.54)(s+2.435)(s+0.1887)(s+0.009063)/ 
(s+110.3)(s+5.298)(s+0.4106)(s+0.02594) )

s0.4 11.7439((s+33.2)(s+2.145)(s+0.165)(s+0.007245)/ 
(s+138)(s+6.06)(s+0.4661)(s+0.03011) )

s0.5 22.7203((s+28.72)(s+1.89)(s+0.1439)(s+0.005634)/ 
(s+177.5)(s+6.948)(s+0.5291)(s+0.03481) )

s0.6 47.7342((s+24.93)(s+1.665)(s+0.1252)(s+0.004207)/ 
(s+237.7)(s+7.987)(s+0.6006)(s+0.0401) )

s0.7 98.224((s+21.7)(s+1.467)(s+0.1085)(s+0.002945)/ 
(s+339.5)(s+9.211)(s+0.6817)(s+0.04607) )

s0.8 237.755((s+18.94)(s+1.292)(s+0.09376)(s+0.001833)/ 
(s+545.5)(s+10.66)(s+0.7741)(s+0.05278) )

s0.9 769.99((s+16.56)(s+1.137)(s+0.08061)(s+0.0008552)/ 
(s+1169)(s+12.4)(s+0.8795)(s+0.06036) )

s0.25 4.565((s+41.6)(s+2.595)(s+0.2017)(s+0.01006)/ 
(s+99.42)(s+4.957)(s+0.3853)(s+0.02403) )

s0.75 149.6819((s+20.27)(s+1.376)(s+0.1009)(s+0.002371)/ 
(s+421.6)(s+9.906)(s+0.7264)(s+0.04932) )

Table 1. AIO transfer function of FOD sα, (α ∈ 
([0.1:0.1:0.9] and 1/4, 3/4))using Matsuda method in FB

(4)
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3.  SIMUlATION RESUlTS

This section presents frequency response analysis 
of the approximated models. As examples magnitude 
and phase error plots of s0.1, s0.7 and s0.25 are shown in 
Section 3.1. In section 3.1.1 the effect of variation of n 
and FB on FOD response is discussed and results ana-
lyzed. Similarly, magnitude and phase error plots of 1/
s0.4, 1/s0.8 and 1/s0.75 are shown in Section 3.2 and the 
effect of variation of n and FB on FOI response is dis-
cussed in Section 3.2.1. 

The outcome of the analysis is summarized highlight-
ing the limitations and advantages of the proposed 
method. The Matsuda method based FOD models de-
veloped in this paper are compared with models de-
veloped using four other rational approximation tech-
niques. The results of the comparison are tabulated in 
Section 3.3. 

The comparison has three components: one is the 
maximum magnitude error in dB and second is the 
maximum phase error in degree with respect to their 
ideal values, and third is the order of the approximated 
model. 

3.1. MATSUDA METhOD BASED FOD

The magnitude and phase plots of one-tenth differ-
entiator s0.1 (model given in Table 1) is shown in Fig. 1. 
Also shown is the ideal continuous bode of f-o differ-
entiator s0.1 for comparison. The magnitude and phase 
responses of Matsuda based one-tenth differentiator 
closely matches the continuous bode in the defined FB 
[10-2,102]. 

Fig. 1. Frequency Response of Matsuda based one-
tenth differentiator s0.1 in FB [10-2, 102],n = 9 

Fig. 2. Frequency Response of Matsuda based 
seven-tenth differentiator s0.7 in FB [10-2, 102 ], n = 9

Figs 2 and 3 show the magnitude and phase plots of 
Matsuda based f-o differentiators s0.7 and s0.25 (models 
given in Table 1) compared with their respective ideal 
continuous bode counterparts. It is seen that the re-
sponses closely match the ideal responses.

Fig. 3. Frequency Response of Matsuda based one-
fourth differentiator s0.25 in FB [10-2, 102], n = 9

3.1.1. Effect of Variation of n  
 and FB on FOD Response

Matsuda method, the effect of variation of the two 
parameters - the specific FB and the number of fre-
quency points within it, on the response of the AIO 
transfer function of FOD is studied and results analyzed.

Case 1: For this purpose, n is set as 9 and the AIO 
transfer function for one-tenth differentiator s0.1 is 

(6)

Case 2: If the FB is changed to [10-2, 102], the fre-
quency points change [1, 1.7783, 3.1623, 5.6234, 10, 
17.7828, 31.6228, 56.2341, 100] and keeping n same, 
the AIO for s0.1 becomes

(7)
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We observe that the order of the transfer function 
remains same but the position of poles and zeros vary.

Case 3: Now, keeping FB as in Case 1 and varying n = 
13 with frequency points set as [0.01, 0.0215, 0.0464, 0.1, 
0.2154, 0.4642, 1, 2.1544, 4.6416, 10, 21.5443, 46.4159, 
100], the approximated transfer function for s0.1 is 

(8)

From Eqn. (8) it is clear that when n is increased, the 
order of the transfer function increases.

Fig. 4 shows the position of poles and zeros for the 
three cases. Generalizing, it can be inferred that for dif-
ferent FBs, if n remains unchanged, only the position 
of poles and zeros vary; but the order remains same. 
And if n is varied, the order of the approximated trans-
fer function also changes. Further, if n is increased, the 
plots exhibit better matching with the ideal continuous 
time (c-t) domain f-o differentiator. Analysis can also be 
performed for different FBs and different n. 

The set of frequencies generated in the FB [100, 102] 
and various n are listed in Table 2. Table 3 shows the set 
of frequency points for n= 9 in different FBs.

Fig. 4. Pole-zero maps of Matsuda based s0.1 for 
different FBs & n (a) [10-2,102], n = 9 (b) [100,1, 102 ], n = 9 

(c) [10-2,102], n =13

n Frequency points

3 0.01, 1, 100

5 0.01, 0.1, 1, 10, 100

7 0.01, 0.0464, 0.2154, 1, 4.6416,21.5443, 100

9 0.01, 0.0316, 0.1, 0.3162, 1, 3.1623, 10, 31.6228, 100

11 0.01, 0.0251, 0.0631, 0.1585, 0.3981, 1, 2.5119, 6.3096, 15.8489, 
39.8107, 100

13 0.01, 0.0215, 0.0464, 0.1, 0.2154, 0.4642, 1, 2.1544, 4.6416, 10, 
21.5443, 46.4159, 100

15 0.01, 0.0193, 0.0373, 0.0720, 0.1389, 0.2683, 0.5179, 1, 1.9307, 
3.7276, 7.1969, 13.8950, 26.8270, 51.7947, 100

17 0.01, 0.0178, 0.0316, 0.0562, 0.1, 0.1778, 0.3162, 0.5623, 1, 
1.7783, 3.1623, 5.6234, 10, 17.7828, 31.6228, 56.2341, 100

Table 2. Matsuda method: Set of frequency points 
for different n in the FB [10-2, 102]

FB Group of frequencies for n=9

[100, 102 ] 1, 1.7783, 3.1623, 5.6234,  
10, 17.7828, 31.6228, 56.2341, 100

[10-2, 102 ] 0.01, 0.0316, 0.1, 0.3162, 1, 3.1623, 10, 31.6228, 100

[10-3, 103 ] 0.001, 0.0056, 0.0316, 0.1778,  
1, 5.6234, 31.6228, 177.8279, 1000

[10-1, 105 ] 0.1, 0.5623, 3.1622, 17.7828, 100, 562.3413, 3162.2776, 
17782.7941, 100000

[10-1, 101] 0.1, 0.1778, 0.3162, 0.5623, 1, 1.7783, 3.1623, 5.6234, 10

[103, 105] 1000, 1778.2794, 3162.2776, 5623.4132, 10000, 
17782.7941, 31622.7766, 56234.1325, 100000

To study the effect of variation of n, the response of 
one-tenth differentiator s^0.1 has been plotted with FB 
[10-2, 102] with n = 7, 9, 11, 13 and is shown in Fig. 5. The 
corresponding magnitude and phase errors are shown 
in Fig. 6. 

Table 3. Matsuda method: Group of frequencies for 
different FBs, for n=9 

Fig. 5. Frequency Response of Matsuda based one-
tenth differentiator s0.1 in FB [10-2, 102 ], 

 n = 7,9,11,13

Fig. 6. Magnitude and phase errors of Matsuda 
based one-tenth differentiator s0.1 in FB [10-2, 102 ],  

n = 7,9,11,13
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From the frequency response and error plots, we see 
that as the choice of number of frequency points in-
creases the response matches more closely to the ideal 
c-t domain one-tenth differentiator. For the entire FB [10-

2, 102], the maximum magnitude error is less than 0.5 dB 
"for" n ≥ 9 and the flatness of the phase diagram is ob-
tained for n=13 which finds application in linear phase 
circuits. It is also observed that the magnitude error of 
the approximant is least at the chosen frequency points.

As the choice of the number of frequency points in-
creases, the order of the AIO transfer function also in-
creases and accuracy towards the actual value is attained. 

An important point worth mentioning here is that 
the order of the approximated transfer function does 
not depend on the order of the fractional operator.

Another important inference is that proper approxi-
mated models are obtained only for odd values of n 
and the system is non-causal for even values of n. To 
illustrate this, let the number of poles be np and the 
number of zeros be nz. 

For odd value of n, np = nz= (n-1)/2 ie. the numera-
tor and denominator polynomials have the same order. 
For even value of n, np = (n/2)-1 and nz=n/2 the numera-
tor polynomial has order one higher than denominator 
polynomial. Since system is non-causal, further analysis 
has not been pursued for FODs. Table 4 lists the order 
of the AIO models obtained for different values of n.

Table 4. Order of Approximated transfer function of 
FOD sα using Matsuda method for different values of n

n 3 5 7 9 11 13 15 17
Order of approximated 

integer order model 1 2 3 4 5 6 7 8

3.2.  MATSUDA METhOD BASED FOI

The AIO transfer functions of the FOI in Eqn. (3) are 
obtained by directly inverting the transfer function of 
the models obtained in Section 2. This is due to the fact 
that the order of numerator and denominator polyno-
mials is same in the models of Table 1. All the models 
thus obtained are stable.

Figures 7, 8 and 9 show the frequency responses of 
Matsuda based f-o integrator 1/s0.4 ,1/s0.8 and 1/s0.75 re-
spectively compared with their ideal continuous bode 
responses in the FB [10-2, 102] and n set as 9. It is ob-
served that the responses of the Matsuda based f-o in-
tegrator models closely match the ideal responses.

In Section 2 the AIO models of FOD were obtained 
only for odd values of n; the models being non-causal 
for even values of n. An important observation is that by 
inverting the models with even values of n, we could ob-
tain transfer functions with order of the numerator one 
less than that of denominator. The order of the model 
developed for even values of n is n/2. Figs. 10, 11 and 
12 show the frequency responses of Matsuda based f-o 
integrator 1/s0.1 ,1/s0.3 and 1/s0.8 respectively compared 

with their ideal continuous bode responses in the FB [10-

2, 102] and n set as 8. It is seen that the responses of these 
Matsuda based f-o integrator models for even values of 
n also closely match the ideal responses.

Fig. 7. Frequency Response of Matsuda based 
four-tenth integrator 1/s0.4 in FB [10-2, 102], n = 9

Fig. 8. Frequency Response of Matsuda based 
eight-tenth integrator 1/s0.8 in FB [10-2, 102], n = 9

Fig. 9. Frequency Response of Matsuda based 
three-fourth integrator 1/s0.75 in FB [10-2, 102], n = 9
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Fig. 10. Frequency Response of Matsuda based 
one-tenth integrator 1/s0.1 in FB [10-2, 102], n = 8

Fig. 11. Frequency Response of Matsuda based 
three-tenth integrator 1/s0.3 in FB [10-2, 102], n = 8

Fig. 12. Frequency Response of Matsuda based 
eight-tenth integrator 1/s0.8 in FB [10-2, 102], n = 8

3.2.1. Effect of Variation of n  
 and FB on FOI Response

Since FOI models are obtained directly by inverting 
the FOD models, the discussion presented in section 2 
also holds true for FOI response. 

To study the effect of variation of n, simulations have 
been performed for four-tenth integrator 1/s0.4 with dif-
ferent odd values of n and one-tenth integrator 1/s0.1 
with different even values of n. 

Fig. 13 shows the frequency response of approxi-
mated Matsuda based four-tenth integrator 1/s0.4 as 
compared to the c-t domain FOI for the FB [10-2, 102],  
n = 9, 11, 13, 15 and their corresponding magnitude 
and phase error plots are shown in Fig. 14. It is seen 
that if n is increased, the response matches very closely 
to ideal c-t domain FOI 1/s0.4. The maximum magnitude 
error is less than 0.5 dB and the maximum phase error 
is less than 5° for n ≥ 11. The maximum magnitude er-
ror is less than 0.1 dB for n ≥ 13 and the phase response 
is flat for n = 15 in the FB [10-1, 101]. The frequency re-
sponse of Matsuda based one-tenth integrator 1/s0.1 in 
the FB [10-2, 102]," for " n =6, 8, 10, 12 is shown in Fig. 15. 

The plot is compared with the ideal response of one-
tenth integrator and it is seen that if n is increased, the 
response matches closely to ideal c-t domain FOI 1/s0.1. 
The corresponding magnitude and phase error plots 
are shown in Fig 16. It is seen that the maximum mag-
nitude error is less than 0.3 dB for n = 12 and maximum 
phase error is less than 5° for n =6, 8, 10, 12.

Fig. 13. Frequency Response of Matsuda based 
four-tenth integrator 1/s0.4 in FB [10-2, 102 ], 

n = 9, 11, 13, 15

Fig. 14. Magnitude and phase errors of 
Matsuda based four-tenth integrator                                                                                 
1/s0.4 in FB [10-2, 102 ], n = 9, 11,13,15



Fig. 15. Frequency Response of Matsuda based 
one-tenth integrator 1/s0.1 in FB [10-2, 102 ], 

n = 6, 8, 10, 12

Fig. 16. Magnitude and phase errors of Matsuda 
based one-tenth integrator 1/s0.1 in FB [10-2, 102], 

n = 6, 8, 10, 12

Simulations have been performed for FOD and FOIs 
for order α (α ∈ ([±0.1:±0.1:±0.9] and ±1/4, ±3/4)) in 
the FB [10-2, 102 ] for different odd and even values of 
n using Matsuda method of approximation. Similar ob-
servations were noted. It is seen that accurate approxi-
mation is achieved for both magnitude and phase for 
higher values of n, specifically for n ≥ 13.

3.3. COMpARATIVE STUDy

In this section, a comparative analysis of the FOD 
models developed in this paper is done with models 
developed using four other rational approximation 
techniques. These are Charef method, Carlson method, 
Oustaloup method and Modified Oustaloup method. 
The comparison is based on the frequency response of 
the models i.e. maximum magnitude and phase errors 
are compared as shown in Tables 5 and 6. Also order 
of the developed approximated models are mentioned 
in the comparison table as it is an important factor for 
realization purposes. Since the number of active/pas-
sive elements required for hardware implementation 
depends upon the order of the approximated model, a 
compact hardware can be made only with lesser num-
ber of components.

In Carlson method and Charef method there is no 
provision in the formula to select the desired order for 
which the approximation is to be developed [20, 39]. 
Only the desired frequency band can be chosen a priori. 
The order of the approximated model depends on the 
fractional order α. But in the Oustaloup method and 
Modified Oustaloup method both desired order and de-
sired frequency band can be selected before applying 
the formula [16, 17]. This can also be seen from the Ta-
bles 5 and 6 that all the models developed by applying 
Matsuda, Oustaloup and modified Oustaloup methods 
have fixed orders, 4, 5 and 5 respectively. Whereas for 
the models based on Charef and Carlson methods the 
integer orders are not fixed. It depends on the value of α. 
Although we can the assign a parameter for desired or-
der in Oustaloup and modified Oustaloup methods, but 
the order of the generated transfer function will always 
be an odd number [16, 17]. For comparison, the order of 
these models are chosen as 5, because the models hav-
ing order 3 gave very poor results. 

Fig. 17. Magnitude and phase errors of Matsuda, 
Charef, Carlson, Oustaloup and Modified Oustaloup 
based three-tenth differentiator s0.3 in FB [10-2, 102]

Fig. 18. Magnitude and phase errors of Matsuda, 
Charef, Carlson, Oustaloup and Modified Oustaloup 

based nine-tenth differentiator s0.9 in FB [10-2, 102]

As an example, the maximum magnitude and phase 
error plots is shown in Fig 17 for FOD s0.3. The corre-
sponding error values obtained after simulation is pre-
sented in Tables 5 and 6. It can be seen that maximum 
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magnitude error is least for Charef method which is 
0.15 dB, and is 0.69 dB in Oustaloup method, 0.84 dB 
in Modified Oustaloup method, 1.02 dB in Matsuda 
method and 1.56 dB in Carlson method. The maximum 
phase error is 1.04°, 4.72°, 5.54°, 13.72° and 21.01° for 
models based on Charef, Matsuda, Modified Oust-
aloup, Oustaloup and Carlson methods respectively. 
Fig. 18 shows the maximum magnitude and phase er-
ror plots of FOD  s0.9 and its corresponding error values 
are tabulated in Tables 5 and 6. It can be seen that Mat-
suda based model has least maximum magnitude error 
of 0.39 dB. The maximum magnitude error for Charef, 
Modified Outaloup, Oustaloup and Carlson methods are 
0.81 dB, 1.03 dB, 2.58 db and 3.36 dB respectively. Also 
Matsuda based model has least maximum phase error 
of 2.08° and it is 4.39° and 5.85° for Modified Oustaloup 
and Charef based models respectively and is very high 

for Oustaloup (40.57°) and Carlson (58.21°) method ap-
proximated models. Similarly, simulations have been 
performed for all FOD of order α (α∈([0.1:0.1:0.9] and 
1/4, 3/4)) in the FB [10-2, 102] and results tabulated. It 
can be seen that order of Matsuda based models is 
4, which is least among all the other methods. Also it 
can be seen that the accuracy of the proposed Mat-
suda based models is very good in comparison to 
Carlson, Oustaloup and Modified Oustaloup methods. 
Although Charef based models have lesser magnitude 
and phase errors but the order of the approximated 
models are very high which is not suitable for imple-
mentation purposes. Therefore Matsuda based models 
are both accurate and have least order among all other 
methods and are therefore most suitable for applica-
tions in linear phase circuits.

sα
Maximum Magnitude Error (in dB)

Matsuda Method  

(All order 4)
Charef Method Carlson Method

Oustaloup Method  

(All order 5)

Modified Oustaloup 

Method  

(All order 5)

s0.1 0.38 0.81 (Order 4) 0.54 (Order 12) 0.22 0.30

s0.2 0.73 0.33 (Order 7) 1.02 (Order 7) 0.45 0.59

s0.3 1.02 0.15 (Order 9) 1.56 (Order 19) 0.69 0.84

s0.4 1.20 0.09 (Order 10) 2.04 (Order 14) 0.95 1.03

s0.5 1.27 0.08 (Order 11) 1.32 (Order 4) 1.22 1.15

s0.6 1.21 0.09 (Order 11) 1.86 (Order 16) 1.52 1.21

s0.7 1.03 0.15 (Order 11) 2.34 (Order 11) 1.84 1.20

s0.8 0.74 0.33 (Order 8) 2.88 (Order 23) 2.20 1.14

s0.9 0.39 0.81 (Order 5) 3.36 (Order 18) 2.58 1.03

s0.25 0.88 0.22 (Order 8) 1.21 (Order 6) 0.57 0.72

s0.75 0.89 0.22 (Order 9) 2.53 (Order 10) 2.02 1.18

Table 5. Maximum Magnitude Error comparison between proposed FOD sα, (α∈([0.1:0.1:0.9] and 1/4, 3/4)) 
in the FB [10-2, 102 ] with four different methods

Table 6. Maximum Phase Error comparison between proposed FOD
FOD sα, (α∈([0.1:0.1:0.9] and 1/4, 3/4)) in the FB [10-2, 102 ] with four different methods 

sα
Maximum phase Error (in degrees)

Matsuda Method  

(All order 4)
Charef Method Carlson Method

Oustaloup Method  

(All order 5)

Modified Oustaloup 

Method  

(All order 5)

s0.1 1.79 5.85 (Order 4) 7.06 (Order 12) 4.57 2.22

s0.2 3.40 2.24 (Order 7) 13.95 (Order 7) 9.15 4.06

s0.3 4.72 1.04 (Order 9) 21.01 (Order 19) 13.72 5.54

s0.4 5.58 0.64 (Order 10) 27.90 (Order 14) 18.25 6.54

s0.5 5.94 0.56 (Order 11) 30.31 (Order 4) 22.77 7.03

s0.6 5.75 0.65 (Order 11) 37.38 (Order 16) 27.26 7.01

s0.7 5.02 1.05 (Order 11) 44.26 (Order 11) 31.72 6.52

s0.8 3.78 2.24 (Order 8) 51.32 (Order 23) 36.16 5.61

s0.9 2.08 5.85 (Order 5) 58.21 (Order 18) 40.57 4.39

s0.25 4.11 1.48 (Order 8) 17.25 (Order 6) 11.44 4.86

s0.75 4.46 1.49 (Order 9) 47.56 (Order 10) 33.94 6.11
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4. IMplEMENTATION OF FOD

The proposed Matsuda method based fractional or-
der differentiators listed in Table 1 are developed us-
ing the CFE formula given in Eqn. 4. The frequency re-
sponse plots and the maximum magnitude and phase 
error plots of these s-domain models are generated 
using MATLAB software. In this section RC circuits of 
these s-domain models are created using partial frac-
tion expansion formula given in Eqn. 9 and the results 
verified using OrCAD Capture CIS circuit simulator.

4.1. RC (RESISTOR CApACITOR)  
 CIRCUIT MODEl

The integer order function of FOD for the FB [ωL ωH] 
rad/s is converted into partial fraction expansion form 
as follows [39]: 

(9)

The objective here is to develop an RC model of the 
FOD, analogous to the circuit of Fig. 19. The circuit is 
having one resistor and cascaded RC sets connected in 
parallel [39]. The RC sets count is dependent upon the 
number of poles of the integer order function. The re-
sultant admittance of the circuit is [39]

Comparing (9) and (10),

(10)

(11)

Fig. 19 becomes the equivalent circuit of FOD.

Fig. 19. RC circuit model

4.2. SCAlING

Once an RC model of FOD is generated in one FB, the 
conventional method used to generate the RC model 
for the same FOD in another FB was to start from scratch 
i.e. first develop the integer order approximation in the 
desired FB and then find the values of R & C. But scaling 
is a technique in which this repetition of procedure is 
not required. Directly from the RC model of FOD first 
developed in the chosen FB, the models in other bands 
can be obtained as explained in this section. In case if 
it is desired to change only the magnitude of FOD and 
not the FB, magnitude scaling is also presented here. 
There are three types of scaling, namely: magnitude 
scaling, frequency scaling and magnitude-frequency 
scaling as given in Table 7.

Table 7. Scaling parameters

Scaling Magnitude 
Scaling

Frequency 
Scaling

Magnitude-
Frequency Scaling

Scale factor m k a, b
New Scaled 

values
[R'=R/m,  
C'= mC]

[R'=R,  
C'=C/k]

[R'=aR, 
C'=C/(ab)]

Remark

To shift 
magnitude, 

plot  
up/down

To shift 
magnitude and 

phase plots  
right/left

To simultaneously 
shift magnitude plot 
up/down and phase 

plot right/left

4.3. ONE-TENTh DIFFERENTIATOR s0.1

The first example considered is a one-tenth differ-
entiator s0.1. Matsuda method is used to obtain the ap-
proximated integer order model given as 

(12)

The frequency range is set as 101 to 105 rad/s. For Mat-
suda based AIO transfer function nine frequency points 
are chosen within this range including the end fre-
quencies. Hence the set of frequencies are [(10, 31.62, 
100, 316.22, 1000, 3162.28, 10000, 31622.8, 100000)]. 
Eqn. 12 is transformed into partial fraction expansion 
form first and then the passive elements of the circuit 
are obtained using Eqn. 11.

The values for Matsuda approximated models are: 

Rp=0.9163Ω; 

R1=0.9273 Ω; R2=1.7050 Ω; R3=2.2232 Ω; R4=2.2676 Ω; 

C1=0.0144 mF; C2=0.1440 mF; C3=1.4000 mF; C4=23.300 mF

All the values of R and C are positive. 

These RC values are used to plot the frequency re-
sponse of one-tenth differentiator s0.1. The results ob-
tained using OrCAD Capture CIS simulator is shown in 
Fig. 20. It is seen that the plot exhibits 2 dB/dec rise and 
the phase is approximately 9 deg as desired in the FB 
[101  104 ] rad/s.

Fig. 20. Bode plot of one-tenth differentiator s0.1 in 
the FB [101  104] obtained using RC values based on 

Matsuda method

In this example, frequency scaling is demonstrated 
on Eqn. (12) by changing the FBs. It has been men-
tioned earlier in Section 4.2 that, in case of frequency 
scaling only the capacitance values change. The scaling 
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factor ‘k’  is the frequency value by which the FB is to be 
changed.  All the capacitances in the circuit are divided 
by ‘k’ to obtain the desired response. 

Thus the new values of capacitances for only fre-
quency shift are given as

(13)

Now, choosing k=10, the scaled capacitances ob-
tained for one-tenth differentiator s0.1 in the FB [102 
105 ] are C1

'=1.4475 μF, C2
'=0.0144 mF, C3

'=0.14 mF and 
C4

'=2.33mF.

Similarly choosing k = 103, 106, 109, 1012 and 1015, the 
scaled parameter is derived for the FBs [104 107],[107  
1010], [1010 1013], [1013 1016] and [1016 1019] respectively.

Simulations with scaled capacitances for one-tenth 
differentiator s0.1 are performed and it was observed 
that the frequency response plots were in correspon-
dence to the frequency response plots of ideal one-
tenth differentiator in the subsequent FBs of three-
decade widths.

Fig. 21. Magnitude plots of Matsuda method based 
one-tenth differentiator s0.1 for different FBs obtained 

by scaling of capacitances in the FB of interest

(a)

(b)

(c)

(d)

Fig. 22. (a)-(f ). Phase plots of Matsuda method 
based one-tenth differentiator sα (α=0.1) for 
different FBs [101 104 ], [104 107 ], [107 1010 ],  

[1010 1013 ], [1013 1016] and [1016 1019]  
obtained by scaling of capacitances

(e)

(f )

Figures 21 and 22 show magnitude and phase plots 
of one-tenth differentiator s0.1 for different FBs [101 104 
], [104 107 ], [107 1010 ], [1010 1013 ], [1013 1016] and [1016 
1019] of 3 decades each. The total span of frequency is 
from 101 to 1019, obtained by scaling of capacitances. 

From Fig. 21, it is observed that the responses of s0.1 
differentiator obtained by scaling the capacitances in 
different FBs, match with their ideal responses in the 
FB of interest (i.e. for three decades). In each case the 
slope of the magnitude plot is 2dB/dec (as desired for 
a s0.1 differentiator). It is further observed that there is 
no change in the magnitude when the FBs change. For 
each FB, the phase plots are shown in Fig. 22 (a-f ). 

It is again clear that the phase is approximately 9° (as 
desired for a s0.1 differentiator) in the region of interest 
for the whole range with a maximum error of 1.8° and 
0.8° in the ranges [101 104 ] and [102 104] rad/s respec-
tively in each plot. Separate subplots have been pur-
posefully shown so as to validate the results.

4.4. SEVEN-TENTh DIFFERENTIATOR s0.7

The Matsuda method is used to develop integer or-
der approximations of s0.7 in the FB [10-2 102]. The ap-
proximation is given in Eqn. 14.

(14)

Eqn (14) is then transformed into partial fraction ex-
pansion form. Since the order of the approximation is 4, 
the number of circuit elements required as per Fig. 19 is 
nine (five resistances and four capacitances). 

The values of the circuit elements obtained for Mat-
suda based AIO transfer functions are: 

Rp=98.0392 Ω; 

R1=10.6mΩ; R2=298.5m Ω; R3=1.9869 Ω; R4=11.1859 Ω; 

C1=277.7 mF; C2=363.7 mF; C3=738.2 mF; C4=1.9393 mF

Using these RC values, the circuit is simulated with 
input voltage as 1V ac. The magnitude and phase plots 
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of seven-tenth differentiator s0.7 is shown in Fig. 23. It is 
observed that the magnitude and phase values as ob-
tained from the plot for all the frequency points in the 
chosen FB are very close to their corresponding ideal 
values in the whole FB.

Fig. 23. Bode plot of seven-tenth differentiator s0.7 
in the FB [10-2  102 ] obtained using RC values based 

on Matsuda method

The analysis for magnitude scaling is performed on 
the Matsuda model.

Now, if it is desired to change the magnitude (gain) of 
the FOD, magnitude scaling is applied. The scaling fac-
tor ‘m’ depends upon the desired change in magnitude. 
For an ‘A’ dB rise or fall in magnitude, the scaling factor 
is obtained as follows: 

(15)

(16)

Correspondingly all resistances are divided by factor 
‘m’ and all capacitances are multiplied by factor ‘m’. 

Thus, new values of resistances and capacitances for 
magnitude shift are given as 

(17)

The following two cases are considered for simulations 
on Matsuda approximated seven-tenth differentiator: 

Case 1: 14 dB rise in magnitude

The scaling factor ‘m’ is calculated as 5.01187. The 
scaled values of resistances and capacitances are 

Rp=19.56 Ω; 

R1=2.1149 mΩ; R2=59.5586 mΩ; R3=396.439 mΩ; R4=.2318 Ω; 

C1=1.3917 F; C2=1.8228 F; C3=3.6997 F; C4=1.7195 F

Case 2: 25 dB fall in magnitude

The scaling factor ‘m’ is calculated as 0.056234. The 
scaled values of resistances and capacitances are 

Rp=174.34 KΩ; 

R1=188.84 mΩ; R2=5.3081 Ω; R3=35.33 Ω; R4=198.91 Ω; 

C1=15.616 mF; C2=20.45 mF; C3=41.51 mF; C4=109.054 mF

It can be seen that, all the values of R and C are positive.

Figure 24 shows the frequency response plot of sev-
enth-tenth differentiator for different two different scal-
ing factors. It can be seen that the magnitude plot is 
shifted up by 14 dB and down by 25 dB in the entire FB for 
Case 1 (red line with diamond shapes) and Case 2 (blue 

line with triangle shapes) respectively as desired. There is 
no change in the phase plots.

Fig. 24. Magnitude plots of Matsuda method based 
seven-tenth differentiator s0.7 for different scaling 

factors

Similar simulations were performed for other FODs 
of order (α∈([±0.1:±0.1:±0.9] and ±1/4, ±3/4)) (models 
presented in Table 1) with all RC elements having posi-
tive values.

5.  CONClUSION

In this paper, we have proposed s-domain stable 
models of f-o operator sα developed using continued 
fraction expansion technique, popularly known as Mat-
suda method. The findings of the parameter sensitivity 
analysis are as follows: the parameter of importance is 
n, the number of frequency points within the FB of in-
terest. It is observed that the selection of ‘n’ is directly 
proportional to the order of the approximated integer 
order transfer function and that the approximation is 
non-causal for odd values of n in case of FOD. A detailed 
frequency analysis is performed and it is seen that for 
the models proposed in our work, the error is less. Also, 
these models are most suitable for linear phase circuits 
as the phase response is almost flat in desired FB. In 
the Matsuda approximation method, if the number of 
frequency points chosen is n ≥ 13, the phase response 
shows linear behaviour throughout the desired FB. An 
important point worth mentioning here is that the 
order of the approximated transfer function does not 
depend on the order of the fractional operatorα. For 
the proposed model’s direct realization in hardware 
is possible for f-o control purposes as the order is less 
and accuracy is high. In order to validate the proposed 
models so that they can be used for realization pur-
poses, a structure with passive elements is designed 
and results of one tenth and seven tenth differentiator 
presented. Similar results were found for other FODs 
of order α(α∈([±0.1:±0.1:±0.9] and ±1/4, ±3/4)) (mod-
els presented in Table 1) with all RC elements having 
positive values. This shows that negative impedance 
converter is not required and also inductors, which 
would actually make the system bulky have not been 
used in circuit realization. This reduces the complexity 
of hardware realization. Another advantage of this de-
sign procedure is that there is only one junction other 
than reference junction. The scaling relations of R and 
C have been developed for smooth transition from one 
FB to another. Simulations were performed with scaled 
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parameters and it was found that the magnitude and 
phase response matched 20α dB/decade and 90α de-
grees respectively.
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