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Polarization Reconfigurable Patch Antenna Using 
Parasitic Elements for Sub–6 GHz Applications
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Original Scientific Paper

Abstract – Polarization reconfigurable antenna using parasitic elements are designed for sub-6 GHz applications. A circular patch 
antenna is designed along with two semicircular arc - elements attached to the radiator with four diodes. By controlling the ON and 
OFF states of the diodes, the polarization of the antenna can be switched between LHCP and RHCP. Parasitic elements are characterized 
and placed around the conducting patch to enhance the gain of the antenna. The antenna exhibits a better gain of 5 dBi in both the 
polarization states. The prototype antenna is fabricated on a FR-4 substrate with full ground plane and tested for reflection coefficient, 
radiation pattern and polarization conversion ratio. The results are compared with the simulated one and they are having highest 
correlation between them.

Keywords: parasitic elements, axial ratio, polarization conversion ratio, LHCP and RHCP
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1.  INTRODUCTION

With the advent of adaptive and cognitive antennas, 
the research on reconfigurable antennas is still on with 
new directions. Meta-surfaces are extensively studied 
in literature with various forms and configurations to 
design reconfigurable antennas. By the same way, 
parasitic patches are also used for the reconfigurable 
antennas. This antenna can steer the primary lobe in 
three distinct directions by reconfiguring a different 
frequency. By enabling the parasitic elements to be-
have like a reflector or director, PIN diode switches 
make pattern reconfiguration easier when adjusting 
their electrical length [1]. It consists of four L-shaped 
patches, two modified trapezoid-microstrip lines, a pair 
of vacant-quarter feeding loops, and four grounded in-
verted L-shaped strips. The antenna gain is enhanced 
by insertion of grounded inverted strips below the 
patches, enhancing its bandwidth and wider CP opera-
tion [2]. For a filtering antenna design, dipole antennas 
are used with an asymmetric parasitic element; utiliz-
ing it’s odd and even modes [3]. Metasurfaces are im-
plemented for reflect array in [4] and performance en-
hancement of monopole antenna for few application-
oriented implementations. A simple feeding network 

with 3×3 metasurface antenna designed in [5] has the 
capability to have LP, CP and also beam switching be-
tween 0⁰ and +30⁰. Square patch with diagonal slots on 
the radiator in [6], provides higher gain with the help 
of parasitic elements. Liquid metal-based polarizer is 
designed with two layers of micro fluidic channels in 
[7]. Circularly polarized antenna is proposed with the 
rectangular unit cells with truncated corners [8]. Con-
ventional patch antenna is replaced with meta-surfac-
es as radiating elements in [9] gives low in band RCS. 
Here, operating frequency is reconfigured by loading 
the Varactor diodes. When the channels are empty it 
acts as the reflector and when the channels are filled 
with fluidic elements, it acts as the linear to circular po-
larization converter. To generate a wideband antenna 
consisting of one parasitic element placed between 
the dipole arms and two orthogonal bowties are used 
[10]. A broadband CP antenna is proposed with rotated 
parasitic patches in [11].

Non uniform meta-surfaces are embedded on the 
patch antenna gives wideband circular polarization 
in [12]. Corner truncated patch meta-surface is used 
to transform the linearly polarized wave into a circular 
polarized wave [13]. By rotating the meta-surface layer 
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different polarizations are obtained. Dual band polariza-
tion reconfigurable antenna designed with double layer 
meta-surface [14], meta-surface embedded design for 
low RCS antenna in [15] used mechanical rotation of the 
substrate to aid the reconfigurable nature. Wideband 
CP antenna with high gain is obtained using mushroom 
cells [16]. Two-layerfabry-perot cavity antenna designed 
with parasitic element to exhibit beam steering in [17]. 
He substrate of this antenna is a bi-stable composite 
shell, which has two states for stretched and coiled-up 
[18]. Physical rotation of the meta-surfaces with the PIN 
diodes enabled the multi band operation from the an-
tenna. A reconfigurable antenna array is made by us-
ing frequency selective surface (FSS) with PIN diodes 
in [19]. Mushroom type meta-surfaces exhibit penta-
polarization in [20] and wide axial bandwidth in [21] are 
designed with two layers. Metamaterials are utilized to 
improve antenna gain and reduce side lobes, adjusted 
for the same frequency depending on research param-
eters such as size, bandwidth, and gain [22]. The antenna 
is circularly polarized, with four radiating slots fed by the 
dual coaxial probe [23]. In [24], a microstrip patch anten-
na printed on the ground plane loaded with dumbbell 
meta-atoms and loaded with stubs used to attain better 
performance and characteristics. A single truncated cor-
ner square patch, incorporating a corner cut square slot 
increases design flexibility by allowing wide bandwidth 
in circular polarization [25]. The antenna designed with 
reduced size and enhanced gain in [26, 27]. The metasur-
face based pattern reconfigurable antenna allows beam 
steering in the desired directions using four different 
slots placed from different positions [28].  

The literature offers wide range of reconfigurable 
implementations with multiple layers or with complex 
geometries. The objective of the work is to design a 
compact polarization reconfigurable patch antenna 
with minimum number of diodes. A circular patch an-
tenna is designed with four diodes which operate on 
4.7 GHz. Section 2 talk about the design of parasitic 
element and the integration of antenna with parasitic 
elements. Section 3 discussed the performance of the 
antenna and the last section presented the conclusion.

2. DESIGN OF ANTENNA AND PARASITIC 
ELEMENTS

2.1. DESIGN OF PARASITIC ELEMENTS

Set of two square shaped elements are infused like 
dumbbell shape to form the unit cell which is shown 
in Fig.1(a). The unit cell is characterized by the reflec-
tion coefficient (S11) to act as the parallel layer to the 
antenna element. The unit cell reflects all the incom-
ing waves at 4.7 GHz with a bandwidth of 100 MHz. The 
selected geometry is an un-symmetric structure hence 
the TE and TM mode response has a small variation be-
tween S11 and S21 is presented in Fig.1(b). This unit cell 
is replicated on the radiating surface of the antenna to 
enhance the reflection from the antenna surface.

Fig.1.(a). Parasitic element with the dimensions are 
a=3.5 mm, b= 1.5 mm, W2= 10.5=L2

Fig.1.(b). Unit cell Characteristics  
(parasitic element)

2.2.  PROPOSED ANTENNA DESIGN

(a)

(b)
Fig.2. (a) Front view (L1=W1=60mm, w2=1.4mm, 

w3=1mm, g=20mm) (b) Back view



3Volume 16, Number 1, 2025

The antenna design starts with the circular patch 
with full ground plane. The dimensions of the antenna 
are 60 mm* 60 mm * 1.6 mm. Coaxial feed is used to 
excite the antenna and it resonates at 5 GHz. The loca-
tion of the feed is chosen such a way that it induces 
the orthogonal modes. To enable the current rotation 
on either side, two arc shaped conductors are placed 
along the circular patch. Four diodes are placed on 
each corner of the arc to establish the contact between 
the patch and arc. The diodes are named as D1, D2, D3 
and D4 which are marked on Fig. 2.

To improve the gain of the antenna, parasitic elements 
are arranged on the radiating plane with the inter ele-
ment spacing (g) = 20 mm. This improved the gain of 
the antenna further. The S11 of the antenna undergoes a 
small shift due to the loading of parasitic elements. 

2.3. WORKING PRINCIPLE OF THE ANTENNA

Surface current is observed on the radiator for differ-
ent diode states. When D1 and D2 diodes are ON, the 
diagonally opposite arc radiators are connected with 
the disc radiator. Current rotation for different time in-
cident is presented for Phi= 0⁰, 90⁰, 180⁰ and 270⁰ in 
Fig. 3 (a) & (b). The rotation is towards the right hand 
side which ensures the RHCP operation of the antenna. 
The surface current direction is marked on the circular 
patch for better understanding. When D3 and D4 di-
odes are ON, then the current rotation is towards the 
left hand side which ensures LHCP of the antenna.

(a)

(b)

Fig. 3. (a) RHCP Rotation (b) LHCP Rotation

3. PERFORMANCE ANALYSIS AND RESULTS 
DISCUSSION

Prototype antenna is fabricated and tested for differ-
ent metrics as reflection coefficient, radiation pattern 
and Polarization conversion ratio (PCR) values. Fabri-
cated and chamber testing antenna is shown in Fig.4 
(a) and (b). The diodes are biased and connected to the 
outer arc as shown in Fig. 4(a).

(a)

(b)
Fig.4. (a) Fabricated antenna  

(b) Measurement setup at Champer

3.1.  REFLECTION COEFFICIENT

Reflection coefficient characteristics of the antenna is 
taken from simulated and measured in both operating 
modes. The results are presented in Fig. 5(a) and 5(b) 
respectively. The antenna resonates at 4.7 GHz with 
bandwidth ranging from 4.47 GHz to 4.89 GHz. The S11 
for the antenna for RHCP and LHCP shows high correla-
tion with the simulated results. 

The simulated VSWR for both LHCP and RHCP are de-
picted in Fig.6.

(a)
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(b)
Fig. 5. Measured vs simulated S11 Characteristics

Fig. 6. Simulated VSWR Characteristics

3.2. POLARIZATION CONVERSION RATIO:

Polarization conversion ratio (PCR) is one of the met-
ric to verify the suitability of polarization converters. 
The parasitic elements are verified for this metrics and 
are calculated from equation (1). 

(1)

where |RYX| - magnitute of cross-correlation coef-
fiecient between Y and X.

|RXX|- magnitute of auto-correlation coeffiecient of X

The co and cross polarization results are obtained and 
the PCR is calculated and presented in Fig. 7. A very good 
conversion will have the value of 1 or nearer to that. The 
proposed parasitic elements are exhibiting the PCR of 
0.9 in the working band. This is suitable for this antenna 
design and conveniently assisting for the circular polar-
izations from the antenna.

Fig. 7. Calculated (PCR)

3.3. AxIAL RATIO

When parasitic elements are added to the antenna 
plane, they helped in improving the axial ratio through 
coupling Effects. Parasitic elements are strategically 
placed to create additional coupling between the ele-
ments of the antenna, which can help balance the elec-
tric field components. This balance is crucial for achiev-
ing good circular polarization. The parasitic elements 
can introduce phase shifts that compensate for any 
imbalances in the original antenna design. This helps 
in aligning the orthogonal field components more ef-
fectively, leading to a lower axial ratio.

Axial ratio of the antenna is presented for different in-
ter element spacing (g). The radiator without the parasitic 
element gives the axial ratio greater than 5 dB and the 
plot approached less than 3 dB for the value of g=20 mm. 
The parasitic elements are acting as polarization conver-
tors and resulted in circular polarization with better axial 
ratio. It is clearly understood from Fig. 8 (a) and (b). that 
the 3-dB axial ratio of the antenna covers the impedance 
bandwidth of 320 MHz which is sufficient for sub 6 GHz 
applications. Measured gain and efficiency of the antenna 
is presented in Fig. 9. The gain of the antenna is improved 
by adding more number of parasitic elements with opti-
mized inter element spacing. The maximum gain is ob-
served to be 8.2 dBi compared with the references listed 
in Table 1. Form the table, the gain is maximum when the 
antenna size is larger and the proposed antenna is better 
than the references [6] and [11] in terms of size and gain. 
Radiation pattern of the antenna is measured in the work-
ing frequency and are stable irrespective of the biasing 
conditions which is shown in Fig. 10. 

(a)

(b)
Fig. 8. (a) Variations of parasitic element with 
different gap (b) Measured Axial ratio of the 

antenna g=20 mm
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Gain improvement of the antenna is due to the para-
sitic elements primarily because these elements can 
help direct and focus the radiation pattern more effec-
tively. Parasitic elements act as the reflectors, guiding 
the electromagnetic waves in a more focused direc-
tion. This increased the directivity results in higher gain 
because most of the radiated power is concentrated in 
the desired direction. Properly designed parasitic ele-
ments can enhance the overall radiation efficiency by 
reducing losses due to impedance mismatches or un-
wanted radiation in non-preferred directions.

Fig. 9. Measured antenna gain and efficiency

(a)

(b)

Fig.10. Radiation Pattern (a) 4.8 GHz (During LHCP) 
(b) 4.8 GHz (During RHCP)

Table 1. Comparison of Proposed Work with 
Existing Antenna from the Literature

S.No Antenna 
Size (mm)

Frequency 
(GHz)

No of 
Printing 

Layer

No of 
pol.

Gain 
(dB)

[1] 38×40 2.42, 2.43, 
3.5, 3.29 1 NA 5.3, 3.82, 

2.77, 2.2

[2] 180×180 1.85,2.8 1 2 10.8

[3] 140×140 1.75-2 2 2 8.0

[6] 40×39 4.52-7.42 2 1 6.5

[8] 82×82 1.95-3.85 1 2 8.1

[10] 130×130 2.32-2.95 2 2 8.0

[11] 42×42 3.75-6.67 1 2 7.0

[22] 50×50 3.5 1 NA 6

[25] 39.4×39.4 5.6,6.2 1 1 6.6

[27] 78×78 3.5 1 2 7.5

[28] 55×55 4.9,5.2 1 NA 3.9,5.6

Pro. Work 60×60 4.8 1 2 8.2

4. CONCLUSION

The paper presented the parasitic elements loaded 
patch antenna for sub 6 GHz application. Polarization 
reconfigurable states of the antenna are verified with 
4 PIN diodes and the antenna exhibits LHCP and RHCP 
rotation. The axial ratio bandwidth covered the C band 
between 4.5 GHz and 4.8 GHz. Working principle of the 
antenna is validated through current distribution and 
the measured results are in good agreement with the 
simulated results. The inclusion of parasitic elements 
improved the gain of the antenna significantly. 
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Abstract – Advancement in Artificial intelligence has resulted in evolvement of various Deepfake generation methods. This subsequently 
leads to spread of fake information which needs to be restricted. Deepfake detection methods offer solution to this problem. However, 
a particular Deepfake detection method which gives best results for a set of Deepfake images (generated by a particular generation 
method) fails to detect another set of Deepfake images (generated by another method). In this work various Deepfake detection methods 
were tested for their suitability to decipher Deepfake images generated by various generation methods.  
We have used VGG16, ResNet50, VGG19, and MobileNetV2 for deepfake detection and pre-trained models of StyleGAN2, StyleGAN3, 
and ProGAN for fake generation. The training dataset comprised of 200000 images, 50 % of which were real and 50% were fake. The 
best performing Deepfake detection model was VGG19 with more than 96 percent accuracy for StyleGAN2, StyleGAN3, and ProGAN-
generated fakes.
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1.  INTRODUCTION

The deepfake image synthesis and detection field 
has attracted significant research due to the conver-
gence of computer vision and artificial intelligence. 
This multidisciplinary area, which attracts academi-
cians, researchers and business experts, focuses on the 
automated creation and recognition of modified visual 
content. Deepfake image generation and detection 
have practical repercussions in a variety of fields, from 
digital forensics and content verification to maintain-
ing user confidence in computer-human interactions. 
Furthermore, it has the power to fundamentally alter 

how society interacts with visual information. The cre-
ation of models that can not only create but also rec-
ognize real images from altered ones is at the core of 
this endeavor. Similar to how image captioning seeks 
to describe scenes, the main goal in this case is to cre-
ate material that fools or imitates reality. This technol-
ogy offers inventive ways to create digital content but 
also presents difficulties that call for strict safeguards 
against misuse and false information.

Modern deep learning techniques serve as inspira-
tion for the architecture supporting deepfake image 
production and detection. Modern methods usually 
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use the encoder-decoder paradigm, which is appropri-
ate for both facets of this topic. To encode the source's 
unique features, the encoder must convert them into 
little feature vectors. The decoder then makes use of 
these vectors to create them or determine their legiti-
macy. The core of the encoder component is a convo-
lutional neural network (CNN). The use of well-known 
CNN architectures like VGG, ResNet, and MobileNet, is 
common in the encoder. The model's capacity to spot 
subtle patterns in real and altered images is aided by 
this larger viewpoint.

The use of four specialized detection models demon-
strates our commitment to excellence in deepfake im-
age production and detection. Every model has been 
painstakingly designed to handle particular aspects of 
deepfake identification, improving the model's over-
all accuracy and adaptability. We explore the world of 
Generative Adversarial Networks (GANs), a powerful 
method for producing deepfake content, as a comple-
ment to these detection attempts. We seek to advance 
the authenticity and realism of the created images by 
utilizing adversarial training, adding to the continuing 
arms race between creation and detection.

In this paper, we conduct a comprehensive evalu-
ation of eight different CNN models, such as VGG16, 
ResNet50, VGG19, and Xception, among others, for 
deepfake detection. Initially, we train these CNN 
models on the OpenForensics dataset, a widely used 
benchmark dataset in the field of deepfake detection. 
To evaluate these models performance and generaliz-
ability, we test them using a recently created dataset 
that contains a wide variety of deepfakes. Furthermore, 
to enhance the robustness of our evaluation, we aug-
ment the OpenForensics dataset by incorporating our 
own generated data, thereby expanding the dataset's 
diversity and realism. Subsequently, we retrain the CNN 
models on this augmented dataset, leveraging the en-
riched data to improve the model's performance.

Finally, we rigorously evaluate the trained models by 
testing them on three distinct sets of GAN-generated 
data: ProGAN, StyleGAN2, and StyleGAN3 [1]. The new-
ly generated dataset from these GANs is available on 
Kaggle for public access. We hope to shed light on how 
well CNN models perform in identifying deepfakes us-
ing a variety of datasets and GAN architectures by us-
ing this thorough approach.

2. LITERATURE REVIEW

In 2019, Yadav et al. [2] put forth that deepfake im-
ages are man-made media, especially edited videos or 
photos, produced by cutting-edge machine learning 
algorithms that can accurately replicate real human ex-
pressions and activities. They examine many strategies, 
from conventional GAN-based techniques to more 
complex variants, like conditional GANs and cycle-con-
sistent GANs. To create extremely realistic facial forger-
ies, the proposed deepfake generation model uses a 

conditional GAN architecture, where the generator is 
conditioned on both the input and the target identity. 
To remove the potential misuse of deepfake, they add-
ed watermarks on the deepfakes. Sanjana et al. [3] gave 
a thorough analysis of the current deepfake detection 
methods to stop the spread of false information and 
protect the integrity of multimedia content. Detection 
techniques like CNNs and GANs can spot deepfake face 
swapping, in which one person's face is swapped out 
for the face of another. To increase the effectiveness of 
deepfake detection, transfer learning techniques that 
use pre-trained models for related tasks (e.g., facial rec-
ognition) are used.

Malik et al. [4] provided a thorough analysis of the 
various techniques and procedures employed for 
deepfake detection. They look at a variety of strate-
gies, computer vision approaches, and deep learning-
based solutions in particular. The survey examines the 
advantages and disadvantages of various detection 
techniques and covers both text-based and video-
based deepfake. Rana et al. [5] and Paul et al. [6] show 
significant progress in developing robust deepfake 
detectors capable of fending off ever-more complex 
manipulation techniques using GANs for adversarial 
training. The study produces encouraging results in au-
dio-based deepfake detection using recurrent neural 
networks, concentrating on minute acoustic artifacts 
created during speech synthesis to distinguish altered 
audio from real recordings.

Nguyen et al. [7] investigated various deep learn-
ing architectures, such as GANs, autoencoders, and 
others, that are used to produce deepfake content. To 
maintain visual integrity, autoencoders, a form of un-
supervised deep learning model, have been used for 
deepfake production. By training on small samples of 
recently emerging deepfake content, one-shot learn-
ing algorithms have demonstrated potential for iden-
tifying unique deepfake variants. Datasets like Face Fo-
rensics++ and the deepfake Detection Dataset (DFDC) 
have been significant in advancing research and test-
ing performance in the deepfake detection field. Shen 
et al. [8] have investigated the technical aspects of how 
GANs are utilized to create deepfakes, including train-
ing the networks, selecting suitable datasets, and fine-
tuning the models to produce realistic results, which 
are probably covered fully in the study. To improve con-
vergence and generation quality, the Wasserstein GAN 
algorithm variation with a deep convolutional architec-
ture is used to train the generator network. They use 
the Structural Similarity Index (SSIM) metric and Peak 
Signal-to-Noise Ratio (PSNR) to objectively analyze the 
similarity between the created content and the ground 
truth data to assess the performance of our deepfake 
generation. Giudice et al. [9] outline a technique to spot 
abnormalities in the Discrete Cosine Transform (DCT) 
domain of GAN-generated. This work focuses on pre-
venting deep fakes. The DCT is frequently used for im-
age compression, including JPEG encoding, and GANs 
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also employ it for creation. By examining anomalies in 
the DCT coefficients of images created using GANs, the 
authors of this research take a fresh approach to deep-
fake identification. They make a distinction between 
real content and content that has been altered by us-
ing statistical metrics and machine learning classifiers 
to identify specific DCT artifacts connected to deep-
fake image.

Shad et al. [10] conducted a comparative analysis 
of the performance of eight CNN architectures. They 
have used images from the Flickr dataset for training 
the models. Fake images for training were generated 
using StyleGAN. They evaluated these models on five 
different evaluation metrics, such as accuracy, preci-
sion, recall, etc. VGGFace and ResNet50 performed best 
with an accuracy of 99% and 97%, respectively. Saxena 
et al. [11] gave a thorough introduction to GANs, not-
ing the difficulties in training and using them, suggest-
ing different ways to solve these problems, and provid-
ing suggestions for possible future research paths. The 
study contributes to a deeper knowledge of GANs and 
acts as an invaluable resource for scholars and practi-
tioners in the field of artificial intelligence by carefully 
examining existing research and methodologies. 

Ali et al. [12] tested the generalization of the fake 
face detection methods. Two types of fake face detec-
tion methods have been tested in this paper. The first 
is texture-based Local Binary Patterns (LBP), and the 
second is using different CNN architectures such as 
Alexnet, VGG19, ResNet50, etc. These methods are test-
ed on known and unknown data, and the results show 
that their performance drops for the unknowns. These 
results indicate the lack of transferability of the learned 
classifiers to the general face-forgery classification cas-
es. Patashnik et al. [13] proposed StyleCLIP, a powerful 
framework for manipulating s generated by StyleGAN 
using natural language descriptions. By aligning the 
CLIP model's textual embeddings with StyleGAN's la-
tent space, users can apply targeted modifications to 
generated text simply by providing descriptive text. 
StyleCLIP allows users to create diverse and specific vi-
sual outputs, offering an exciting approach to interac-
tive and intuitive synthesis and manipulation.

Kumar et al. [14] reviewed various techniques for 
implementing and detecting deepfake images, focus-
ing on Deep Convolution-based GAN models. A com-
parative analysis of the proposed GAN model with 
existing models is performed using parameters such 
as Inception Score (IS) and Fréchet Inception Distance 
(FID). Deepfake images present a substantial threat 
to biometric security and facilitate counterfeiting and 
fraudulent activities. 

 Tiwari et al. [15] discuss the use of GANs in creating 
highly realistic deepfakes and their role in both gener-
ating and detecting fake content through discrimina-
tor networks. CNNs are highlighted for their effective-
ness in classification and detecting subtle anomalies 
in images and videos, making them a primary method 

for deepfake detection. RNNs and LSTMs are noted 
for their capability to handle sequential data, making 
them suitable for analyzing video content and identi-
fying temporal inconsistencies indicative of deepfakes. 
Recent advancements in attention mechanisms and 
transformers show promise for improving deepfake 
detection accuracy through sophisticated feature ex-
traction and analysis. The authors evaluated deepfake 
detection models using the Inception Score (IS) and 
Fréchet Inception Distance (FID) to quantify the quality 
of the generated data and the effectiveness of detec-
tion algorithms.

Nowroozi et al. [16] describe the application of GAN-
based CNN models for deepfake detection, highlight-
ing their effectiveness in distinguishing real from artifi-
cial faces. The effectiveness of the CNN models, which 
are Cross-Co-Net and Co-Net, was compared to alter-
native approaches. It showed superior accuracy, which 
underscores the robustness of combining GAN-gener-
ated data with CNN for deepfake. 

Sharma et al. [17] presented the effectiveness of 
GANs for deepfake detection, leveraging a GAN-based 
CNN model. Using the Indian actor’s dataset, demon-
strates how GANs may be used to expand training da-
tasets, hence improving the robustness of the model. 
The suggested approach outperforms existing tech-
niques and demonstrates its potential for useful ap-
plications in digital forensics and image recognition.  
Sergi et al. [18] investigated the human ability to iden-
tify deepfakes created using the StyleGAN2 algorithm. 
Three intervention tactics were tested for their efficacy 
in detecting deepfakes through an online poll that at-
tracted 280 participants. Following the evaluation of 
twenty images, the participant's accuracy score ranged 
from 60% to 64% depending on the situation, indicat-
ing that deepfake images produced by StyleGAN2 are 
difficult for humans to detect. Notably, interventions 
did not significantly improve detection accuracy. The 
findings highlight the difficulty in detecting deepfake 
images and underscore the urgent need for enhanced 
detection methods and public awareness.

3. RESEARCH GAP

There has been a lot of intensive research and devel-
opment in this field in the last few years as a result of 
the rise of Artificial Intelligence (AI) and Deep Learning 
(DL) technologies. In the literature that we reviewed, 
there are several gaps in the current state of deepfake 
detection research. While the majority of research to 
date has focused on GAN-based methods and spe-
cific designs, there are noticeably few comprehensive 
comparative studies that look at a larger variety of GAN 
variants. Moreover, reliance on established datasets, 
such as Face Forensics++ and DFDC, restricts the un-
derstanding of model effectiveness across diverse data 
sources, indicating a need for research that examines 
model’s performance on more varied and less curated 
datasets. 
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Furthermore, the challenge of generalization per-
sists, with many models demonstrating effectiveness 
on known data but struggling to maintain accuracy in 
the face of new deepfake techniques or unknown data. 
The field lacks sufficient exploration of the robustness 
of detection models against adversarial attacks, high-
lighting a critical gap in ensuring the reliability of de-
tection methods in real-world scenarios. The scarcity of 
work comparing different detection models on fakes 
generated using different GANs is evident. 

An organized research for identifying the most robust 
detection algorithm capable of performing well on all 
types of deepfakes across various GAN architectures 
is essential. The lack of established evaluation metrics 
and benchmarks makes it difficult to compare detec-
tion models consistently, which emphasizes the neces-
sity of research projects targeted at creating accurate 
and consistent evaluations of model performance.

4. PROBLEM STATEMENT

The objectives of our research are to

•	 Generate deepfake images using three different 
GANs, so that we have diverse fake images to test 
our detection methods.

•	 Train eight different CNN models on the dataset 
to detect fake images, which will be our detection 
models.

•	 Compare the performance of deepfake detection 
models when they are tested on the diverse fake 
images that are generated different GANs in order 
to suggest the best performing deepfake detec-
tion method.

5. METHODOLOGY

Fig. 3 shows the general preprocessing and detec-
tion flow that the model is going through. 

5.1. DATASET

The dataset used comprised of both real and fake im-
ages Fig. 1 shows sample images, real and fake, along 
with the fake images generated using ProGAN, Style-
GAN2, and StyleGAN3.

(a)

(b)

(c)

(d)

(e)

Fig. 1. Dataset containing (a) Real , Fake from (b) 
OpenForensics, (c) ProGAN, (d) StyleGAN2, and (e) 

StyleGAN3. [19]

We used the Openforensics dataset [19] which is an 
open dataset and contains approximately 200,000 im-
ages. It was split in the ratio 70:20:10 (70% training, 
20% validation, and 10% testing). The quantity of im-
ages used in the datasets for training, testing, and vali-
dation is displayed in Table 1.

A dataset of 15,000 fake images was generated from 
the three pre-trained GAN models, five thousand from 
each. We added 5,000 and 1,400 fake generated images 
from each GAN model for training, testing and valida-
tion. This increased the robustness, diversity, and over-
all quality of the dataset before it was used for training.

Table 1. The Dataset Utilized

Datasets
Number of images

Train Validation Test

Real 70001 19787 5413

Fake 70001 19641 5492

5.2. GENERATION OF DEEPFAkES

Generative Adversarial networks (GANs) are mostly 
used to generate fake media. A GAN consists of two 
parts. The first is the generator, which generates the 
fakes. It starts with a random vector and keeps improv-
ing until it generates an image of the desired quality. The 
discriminator in the second section determines whether 
the data produced by the generator is real or fake based 
on real training data. If the discriminator correctly clas-
sifies the generator's fake as fake, then the generator 
updates its model weights to generate better fakes, and 



13Volume 16, Number 1, 2025

if the discriminator fails to recognize the fake of the gen-
erator, then the discriminator updates its model weights 
to better distinguish between real and fake. Both the 
generator and discriminator keep updating their models 
in a loop until the generator can generate fake images 
good enough to fool the discriminator. Fig. 2 depicts the 
GAN architecture nicely in a pictorial manner. It shows 
how the two parts work together, as mentioned above.

Fig. 2. Block diagram of GAN

For generating fakes, we used three types of pre-
trained GAN models: StyleGAN2, StyleGAN3, and Pro-
GAN. A total of 5000 tests were generated for each GAN 
model to test its detection methods. ProGAN, short for 
Progressive GAN, was trained on the 'CelebA' dataset 
and produced images with a resolution of 128x128 pix-
els [20]. Its progressive training approach starts with 
low-resolution and gradually increases the resolution, 
allowing it to capture fine details as it progresses. 

In contrast, StyleGAN2 and StyleGAN3 are both high-
resolution GANs. With a 256x256 model, they were trained 
on the 'FFHQ' dataset [21], which includes human faces 
and is known for generating exceptionally high-quality 
images. Since SyleGAN3 is advancement over StyleGAN2, 
it generated the best fake images of them all.

Algorithm 1 outlines the process of generating fake 
images using pre-trained GAN models. Initially, the al-
gorithm loads the pre-trained GAN model from a speci-
fied file and extracts the generator network responsible 
for generation. Afterward, it sets parameters such as the 
number of fakes to generate and the truncation factor 
for controlling quality. Through a loop, the algorithm 
generates each fake image by creating a random latent 
space vector, feeding it into the generator network, and 
converting the output into a recognizable format. These 
generated fake images are then saved to a designated di-
rectory. By systematically iterating through these steps, 
the algorithm efficiently produces a set of fake images, 
leveraging the capabilities of pre-trained GAN models.

Algorithm 1 - Deepfake generation using GAN

Input:
•	 Pretrained model
•	 Truncation factor (truncation_psi) or latent dimen-

sion for controlling quality

5.3. DETECTION OF DEEPFAkES

CNN models are frequently used for detection tasks 
and usually use an encoder-decoder design. The CNN 
encoder creates a condensed feature vector after pro-
cessing the inputs. The desired output is then produced 
by a CNN decoder using this feature representation. In 
this system, a CNN model is used for training the datas-
ets and has the best accuracy.

The goal is to ascertain the relative performance of 
each model in identifying deepfake content. Models 
such as ResNet50V2, DenseNet121, VGG16, VGG19, 
InceptionNetV3, InceptionResNetV2, Xception, and 
MobileNetV2 are being examined in greater detail. In 
this manner, we may truly learn about their distinct ad-
vantages and disadvantages in terms of spotting deep-
fakes.

We may choose the model or combination of mod-
els that works best for our deepfake detection task by 
evaluating each model's accuracy independently. By 
using this technique, we can improve the deepfake 
detection system and make it more dependable and 
capable of handling the rapidly changing deepfake 
technology landscape. 

The basis for constructing and optimizing the eight 
different CNNs is our training dataset, which consists of 
more than 140,000 images.

Hyperparameter and Training Settings:

•	 Learning Rate: 0.0001

Output: 

•	 Fake generated images stored in specified directory. 

Load Pretrained GAN Model:

•	 Load the pre-trained GAN model from the speci-

fied file.

•	 Extract the generator network (G) from the loaded 

model.

Create Output Directory

Generate fake images:

•	 Loop for each :

a. Generate a random latent space vector using torch.

randn.

b. Generate an  using the generator network (G) with 

the specific latent space and conditioning.

c. Convert the PyTorch tensor to a PIL .

d. Save the generated  in the output directory with a 

unique filename.

End
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Algorithm 2: Deepfake Detection using CNN

Input:

•	 datasets for training, validation, and testing (real 
and fake images)

•	 Hyperparameters for the CNN model

•	 Number of training iterations

Output: 

•	 Trained CNN model 

Start

•	 Import necessary libraries and modules.

•	 Set the base path for the dataset.

Prepare the Dataset

•	 Load and preprocess the training, validation, and 
testing datasets.

•	 Visualize a sample of s from the training set.

Build the Model

•	 Define the architecture for the CNN model.

•	 Utilizing the Adam optimizer and categorical cross-
entropy loss, compile the model.

Define Callback for Evaluation

•	 Create a custom callback (Prediction Callback) to 
evaluate the model on the validation set after each 
epoch.

Train the Model

•	 Set the number of training steps and validation 

Fig.3. shows the block diagram of our detection mod-
el, where it shows how we train the model and then 
preprocess the dataset, after preprocessing the model, 
it is trained on the different CNN architectures. After 
training the model has been exported and tested on 
the test dataset which consists of 10,000 images con-
taining both real and fake. Then the accuracy of the 
model has been calculated.

Fig. 3. Block diagram of detection model

Our approach to deepfake detection follows a struc-
tured and well-thought-out flow. It all starts with the 
data collection of both real and fake images that form 
the basis of our system. To make this data useful, we 
take a step called preprocessing, where we divide it 

•	 Activation Method: ReLu

•	 Optimizer: Adam optimizer

•	 Batch Size: 64

•	 Number of Epochs: 10

The model was trained with a learning rate of 0.0001 
and the Adam optimizer, which combines the benefits 
of AdaGrad and RMSProp.  With a batch size of 64 to fit 
GPU memory, the model was trained for 10 epochs to 
balance training time and performance.

After the training phase, we use a testing dataset of 
about 10,000 images to thoroughly evaluate the mod-
el's performance. Each model is tasked with determin-
ing whether a given image is real or fake throughout 
this review. After testing the model, we predict wheth-
er it is real or fake and then calculate the accuracy of 
the model.

Algorithm 2 outlines the steps involved in building, 
training, and evaluating a deepfake detection model 
using a generic CNN architecture. The flexibility of us-
ing CNN allows for customization based on specific 
requirements and facilitates the development of an ef-
fective deepfake detection system.

steps based on batch size and dataset size.

•	 Train the model using the training and validation 
datasets.

•	 Utilize the custom callback for evaluating the mod-
el's performance on the validation set.

Save the Model

•	 Save the trained CNN model for future use.

End
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Table 2. Comparison of Detection Accuracies of 
CNN models tested on various GANs

Models

Comparison of Detection Accuracies of CNN 
models tested on various GANs

Style_GAN_2_
FFHQ_256

Style_GAN_3_
FFHQ_256

ProGAN_
CelebA_128

VGG16 29.620% 21.342% 35.305%

VGG19 35.343%  26.355% 42.397%

DenseNet121 30.650% 23.165% 38.525%

MobileNetV2 29.420% 20.270% 33.447%

In the initial stage when we evaluated the perfor-
mance, we realized that the model needed to be trained 
on all of the datasets, including ProGAN, StyleGAN2, and 
StyleGAN3. Then a calculated choice was made to add 

into three key parts: the training set, the validation set, 
and the test set. We distribute them in a balanced way, 
with 70% for training, 20% for validation, and 10% for 
testing. CNNs are an effective technique that we utilize 
to train the model using the training dataset.

We used exported models for deepfake detection 
in the testing set. This indicated the true effectiveness 
of our deepfake detecting algorithm. It served as per-
formance evaluation of the system, demonstrating its 
dependability and efficiency in exposing misleading 
material across a range of contexts. 

6. RESULT AND DISCUSSION

Training and testing of the models was done on cloud 
infrastructure. It featured dual Intel Xeon Silver 4114 
CPUs with 40 cores, 128GB of DDR4-2666 ECC Memory, 
and an Nvidia Tesla V100 GPU with 32GB VRAM. With 
4TB of HDD storage and a 100 Mb/s Ethernet interface, 
it was well-equipped for demanding Deep learning 
tasks.

A dataset containing 200,000 distinct real and fake 
images were used to train the model. Random images 
were fed into the testing process to determine whether 
or not they were real. 

Despite initial success with the OpenForensics da-
taset, testing on deepfake images from StyleGAN2, 
StyleGAN3, and ProGAN revealed underwhelming ac-
curacies. Table 2. Shows the obtained accuracies, which 
ranged from 20% to 50%, these accuracies are notice-
ably low across multiple CNN architectures. These re-
sults tell us about how well the model could distin-
guish between real and fake.

more images to the training dataset created by each of 
the three GAN models—Style_GAN_3, Style_GAN_2, 
and ProGAN to improve accuracy. 

The objective of this addition was to ensure that the 
model was exposed to better quality fake images and a 
wider variety of fake images by adding more diversity 
and balance to the dataset. So, to address the initial low 
accuracy rates, the newly generated fake images were 
subsequently included in the training and validation 
sets of the dataset.

After making this modification, the model's per-
formance was significantly improved. Across all three 
GAN datasets, the re-trained models showed a notable 
increase in accuracy after being trained on better fake 
images. Experiments with different activation strate-
gies and learning rates were conducted to achieve 
even better results. ReLU activation and 0.0001 learn-
ing rate were found to work best for the model.

Fig.4. shows the graph of loss in training and loss in 
validation vs the epochs. Graphs of all the eight  models 
have been included in the figure. Optimal configura-
tions of 64 batch sizes and 10 epochs were determined 
through systematic testing for all CNN models. 

In Fig.4 it can be observed that VGG16 has the best 
training-validation loss curve as it has good training 
loss convergence and the validation loss also converg-
es close to training loss with little fluctuations. Some 
of the model's validation graphs were smooth with 
less fluctuation, and good convergence and some had 
spikes and variation as compared to training loss. This 
indicates how the models performed on unseen data 
as compared to seen data and help determine which 
model works best on unseen data. Some models do 
not have a good training validation graph, it is because 
the model has not generalized well that is it has not 
performed well on unseen data, its accuracy is bad and 
the other reason is that sometimes the validation data 
differs in quality to that of the training data.  The mod-
els that have better validation graphs have generalized 
well on unseen data.

Table 3. Shows the accuracy of summarizing differ-
ent CNNs on the difficult job of detecting manipulated 
images part of our thorough review of deepfake detec-
tion approaches.

Table 3. Comparison of Detection Accuracy for 
Various GAN Models Using Different CNNs

Models

Comparison of Detection Accuracy for 
Various GAN Models Using Different 

Convolutional Neural Networks (CNNs)

Style_
GAN_2_

FFHQ_256

Style_
GAN_3_

FFHQ_256

ProGAN_
CelebA_128

VGG16 95.038% 94.901% 94.987%

VGG19 97.983% 96.744% 97.397%
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Fig. 4. Loss in training and validation where (a) VGG16, VGG19, and DenseNet121, (b) InceptionResNetV2, 
InceptionV3, and MobileNetV2, and (c) ResNet50V2 and Xception

(c)

(a)

(b)

In Table 3. Three different deepfake datasets are used 
to thoroughly evaluate each CNN's performance in 
differentiating between real and fake content: Style_
GAN_2_FFHQ_256, Style_GAN_3_FFHQ_256, and Pro-
GAN_CelebA_128. The accuracy in percentage values 

DenseNet121 95.650% 95.045% 95.525%

InceptionResNetV2 96.495% 96.380% 96.447%

InceptionV3 97.052% 96.668% 96.831%

MobileNetV2 95.707% 95.592% 95.659%

ResNet50V2 95.150% 93.230% 95.304%

Xception 96.956% 96.908% 96.898%

of the models under consideration—VGG16, VGG19, 
DenseNet121, InceptionResNetV2, InceptionV3, Mo-
bileNetV2, ResNet50V2, and Xception is achieved.

VGG19 emerges as a strong contender with the 
highest accuracy of 97.983% on the Style_GAN_2_
FFHQ_256 dataset and 97.397% on ProGAN_Cele-
bA_128. Xception demonstrates its robustness on the 
Style_GAN_3_FFHQ_256 dataset by attaining the high-
est accuracy of 96.908%. Some of the models like In-
ceptionResNetV2 and InceptionV3 had accuracy above 
96% in all of the datasets and they were consistent 
along with the other models. 

Overall, for all the models the accuracy ranged be-
tween 94% and 98%. Models gave the least accuracy 
on StyleGAN3 images because they were of the best 
quality amongst the images created by three GANs. 
ProGAN and StyleGAN2 images were comparatively 
detected with greater accuracy.
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7. CONCLUSION

Our study shows that different models work well 
in different situations for spotting deepfake images. 
We tested the eight CNN models against fake images 
from three GANs: StyleGAN2, StyleGAN3, and ProGAN. 
VGG19 and VGG16 do great in some cases, while In-
ceptionV3 and Xception are consistently good giving 
an accuracy above 96.6% for all three GANs. The best-
performing model however is VGG19 since it has the 
best overall accuracy across the three GANs. So our 
study based on the performances of the CNN models 
concludes that VGG19 is the better alternative to de-
tect deepfake images coming from various sources. 

With more powerful GPUs and CPUs, we can gener-
ate and detect deepfakes more efficiently. Advanced 
systems enable the use of models like EfficientNet, a 
highly effective CNN architecture, further enhancing 
our deepfake detection capabilities.

With the rise of artificial intelligence, the quality of 
deepfakeimages is only going to increase thus making 
their detection a continuous research topic. Our goal 
was to find a model that works well on fake s generated 
through diverse sources thus making it a reliable tool 
for countering the ever-evolving deepfake creation.  
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1.  INTRODUCTION

Graph processing technology is continually advanc-
ing and thriving due to the distinctive capacity of 
graphs to model intricate relationships and dependen-
cies within data, making them ideal for various con-
temporary applications. Notable graph applications 
include Knowledge Graphs (KG) [1] used in search en-
gines, personal assistants, and recommendation sys-
tems; Graph Neural Networks (GNNs) [2] employed in 
AI tasks such as node classification, link prediction, and 
graph classification; and real-time graph analysis for 
streaming data from platforms like Twitter and finan-
cial transactions.

Given the extensive use of graphs, there is an increas-
ing demand for efficient management and analysis. This 
demand has spurred the creation of graph processing 

systems and databases like Neo4j [3], which are adept 
at storing, analyzing, and streaming large graph datasets 
due to their scalability, real-time processing capabilities, 
and proficiency in handling complex relationships.

An ideal graph processing system should excel in an-
alytics performance, provide fast mutations, and exhib-
it low memory consumption, regardless of mutation 
operations. However, these systems encounter several 
challenges inherent to graph processing and stream-
ing. These challenges include the varying graph char-
acteristics, the memory-intensive graph algorithms, 
the access patterns that cause latency, and the continu-
ous evolution of graph topology and properties [4]. 

To understand these challenges, it is important to 
recognize that among the crucial software design ele-
ments are the graph data structure, which is responsi-
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ble for storing vertices and edges, and the graph muta-
tion protocols, such as additions or deletions of vertices 
and edges. While most of the optimization techniques 
in the literature stem from the data structures research 
community, there is a lack of research on their practical 
applicability within graph workloads. 

Our research contributes by providing a practical tax-
onomy of techniques aimed at enhancing the efficien-
cy of graph storage and mutation. These techniques in-
clude the optimization of the memory layout of graph 

data structures, compression, partitioning, batching 
techniques, changeset-based updates with delta maps 
and multi-versioning to improve the update-friendli-
ness of classic data structures such as the Compressed 
Sparse Row (CSR) [5]. Furthermore, our analysis delves 
into the performance claims of existing literature on 
high performance, unveiling persistent challenges in 
read, write, and memory performance. This allows us to 
shed light on research gaps and overlooked aspects of 
performance crucial for real-world scenarios. 

Fig. 1. Conceptual framework of our review

We present the background in Section 2 of our study. 
Second, we discuss our research methodology and re-
search questions in Section 3 before presenting our re-
view and analysis in sections 4 and 5. Finally, we discuss 
our findings in section 6, present the related work in 
section 7, and then present our future work and con-
clude in section 8.

2. BACKGROUND & CONTEXTUALIZATION

A graph is defined as a mathematical representation 
comprising vertices (nodes) and edges, which rep-
resent entities and the relationships between them, 
respectively. The volume, velocity, and variety of big 
data [6-8] that come from storing and processing large 
graph data, pose unique challenges in the field of com-
puter science and data processing. 

Graph technology, including graph processing sys-
tems and graph databases like Neo4j [3], emerges as a 
suitable approach for storing, analyzing and streaming 
big graph data, due to its scalability, real-time processing 
capabilities, and ability to handle complex relationships. 

These GPS store graph data (i.e., graph topology and 
properties) in containers using data structures, such 
as adjacency lists, edge lists, or matrices [5]. They also 
provide algorithms for running analytic workloads and 
queries as well as updating graphs. These systems use 
combinations of high-performance data structures and 
update protocols to achieve their target performance. 

They take advantage of hardware resources such as 
parallelism and Distributed machines to address the 
scalability challenge of processing and streaming large 
graphs efficiently. 

From our research, it became evident that graph pro-
cessing and streaming systems encounter three major 
challenges in efficiently storing and updating graphs 
which are as follows.

Challenge 1. Many real-world situations can be un-
derstood via the lens of scale-free networks. These 
graphs have a power-law distribution of degrees and 
a low density [9], with many vertices having very few 
or even zero degrees. The Internet and other social 
networks are two common examples of such graphs. 
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When designing systems, however, it might be diffi-
cult to account for the skew (degree variation) of these 
graphs. In reality, additional memory and processing 
power (RAM, CPU) may be needed to process vertices 
with higher degrees.

Challenge 2. The large size of graph data and access 
patterns of graph algorithms are important factors in 
the practical applicability of graph systems in produc-
tion environments. Essentially, the memory-intensive 
nature of graph algorithms and their access patterns is 
one of the primary causes of the latency in graph com-
putations. For instance, the PageRank algorithm [9] re-
quires a large amount of input/output (I/O) operations 
to main memory and random accesses when iterating 
over vertices and edges in the graph, causing a lot of 
cache misses [10] and more slowdown

Challenge 3. The velocity characteristic of big data 
makes processing data more challenging where large 
amounts of graph data are generated rapidly and need 
to be added to graphs as new relationships in real-time. 
This is handled by stream processing systems, closely 
associated with real-time processing, involving pro-
cessing data as it is created [11]. 

In summary, big data’s volume, velocity, and variety 
pose challenges for traditional data processing meth-
ods including the storage, mutation and processing of 
graph data sets. 

3. METHODOLOGY

There is a growing body of literature in the context of 
processing and streaming big dynamic graphs. In our 
paper, we aim to give a global overview of the different 
techniques used by researchers to improve the perfor-
mance of graph processing systems and streaming.

In an attempt to give this overview, we narrowed 
the scope of this review to cover literature published 
over the past 16 years. We define a set of strings de-
rived from keywords related to our research. The initial 
keywords are Graph, Analytics, Processing, Storage, 
Streaming and Mutation. We then use combinations 
to form strings to search for relevant papers on IEEE 
Xplore, ACM Digital Library and Google Scholar. We 
compile our database of around 97 prominent publica-
tions, we exclude some papers as they are out of our 
scope (e.g., incremental computation and graph data-
base systems [12]).

With the collected papers, we note the following 
techniques that are used generally in the literature, 
which include:

•	 The optimization of graph data structures for the 
storage of dynamic graphs

•	 The design of parallel algorithms to execute graph 
analytics and queries efficiently on dynamic graphs

•	 The design of high-level graph languages to ex-
press and execute graph queries

•	 The implementation of algorithms for Distributed 
processing of graphs

•	 The design of efficient graph mutation protocols 
for fast graph updates

We focus on the graph representation in memory 
and the algorithms for graph updates as shown in Fig. 
1 and Table 1. 

Table 1. Analysis dimensions and their 
corresponding sections in this paper

Dimension Description RQ RQ Section

Graph 
Representation

The data structures to store 
the graphs RQ1 Sec. 4

Memory 
Consumption

The memory footprint of 
the graph represented in 

physical memory

RQ2, 
RQ3 Sec. 4 & 5

Graph Mutation
The implementation of graph 

mutations: in-place, delta 
maps, snapshots

RQ4 Sec. 5

Performance 
Optimization

The process of modifying 
a system to improve its 

functionality, thus making 
it more efficient in read and 

updating workloads

RQ2, 
RQ3, Sec. 4 & 5

Parallelism 
& Hardware 
Resources

The underlying architecture 
of systems such as multi-

core, CPU Cache and 
Distributed Systems   

RQ2, 
RQ3, Sec. 4 & 5

4. TAXONOMY OF TECHNIQUES FOR EFFICIENT 
GRAPH REPRESENTATION

In this section, we give an overview of techniques 
for optimizing classical graph data structures for high 
analytic and update performance as well as minimizing 
the memory footprint. We organize this section as the 
following. First, we discuss the performance of classi-
cal data structures, to identify their limitations. Then we 
analyze the different techniques available for research-
ers to optimize them, namely: optimizing the memory 
layout of the data structures (Section 4.2), compression 
(Section 4.3), using memory allocator software (Section 
4.4) and partitioning (Section 4.5). Finally, we present a 
summary in Table 2.

4.1. REPRESENTATIvE GRAPH CONTAINER

In the following, We provide descriptions of classical 
graph data structures and we discuss the costs of per-
forming graph mutations on each structure.

Adjacency Matrix

It holds a square matrix M with dimensions VxV, 
where V stands for the graph's vertex count. To indicate 
a directed edge from a source vertex vs to a destina-
tion vertex vd, the cell M[vs][ vd] must be assigned a 
non-zero value. While this method simplifies edge ma-
nipulation, it's inefficient for sparse graphs due to high 
memory usage and suboptimal analytics performance. 
Moreover, adding or removing vertices requires com-
pletely recreating the matrix.
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Adjacency Lists

This structure stores vertex information within a 
node list, with each element pointing to a list of its 
neighbours. It consumes less memory compared to an 
adjacency matrix because it only stores existing edg-
es. The typical approach involves using linked lists for 
these connections, yet there are more efficient alter-
natives designed for better caching. For instance, vari-
ants like Blocked Adjacency Lists use simpler arrays for 
representing adjacencies [13] or utilize linked lists with 
fixed-size edge-containing buckets.

CSR (Compressed Sparse Row)

This representation, widely used for sparse graphs, 
condenses adjacencies into primarily two arrays: an 
edge array holding indices of destination vertices from 
the node array. The latter contains offsets to identify 
the beginning and end of the neighbours' list. To find 
the degree of node i, we compute Node_Array[i+1] – 
Node_ Array[i]. However, while this format is efficient 
in many cases, it still faces limitations, particularly in 
contexts where frequent updates occur. Several varia-
tions of CSR (Compressed Sparse Row) have been sug-
gested—such as CSR++ [14-16] —aiming to enhance 
support for quicker structural updates. Further details 
on this topic are discussed in subsequent sections.

4.2. MEMORY LAYOUT AND CACHE 
 AwARENESS

A good memory layout for a graph representation 
refers to the optimal way to arrange the graph data 
in memory to enhance its performance [10], by using 
hardware optimizations such as caching and prefetch-
ing. Moreover, knowing the access patterns of graph 
algorithms and storing graph entities in a specific lay-
out can guarantee both spatial and temporal locality 
for graph data structures and algorithms [14, 17, 18], 
hence better performance. 

By considering these factors, researchers in the graph 
community propose new variants of data structures by 
changing their memory layouts [9, 14, 16, 18, 19]  to op-
timize the performance of graph analytics, queries and 
streaming, and improve their overall efficiency.

Essentially, to remediate the poor cache locality 
of AL, many researchers [13, 20] use bucketing tech-
nique where buckets are used to group edges from 
the same source vertex together, or use linked lists to 
group edges from different source vertices together 
(we elaborate this on Section 5. As we note from the 
evaluation results of works in the literature, there are 
only a few works that provide a thorough sensitivity 
analysis of different variations of their solutions like  
[19, 21]. There is a consensus on the size of the buckets 
which shouldn't be too huge, as it would slow down 
update performance, or too small, as that would cause 
cache misses. Apart from [16] as a pioneer solution for 
dynamic graph storage, we think there is a lack of con-

figurability in systems in the literature and therefore a 
lot of opportunities to tweak existing designs in favour 
of new ones and for different types of workloads. 

Furthermore, since CSR is known for its high cache 
performance and slow update performance, many re-
searchers  [15, 16, 19] opt for it as a main data structure 
for graph analytics and queries, then use an extra data 
structure to store the updates. For instance, to support 
fast updates, LLAMA stores multiple versions of the 
graph in CSR structures. 

Essentially, it implements two variants of CSR, name-
ly performance-optimized (PO) and space-optimized 
(SO), where the former keeps a complete list of edges 
of the same vertex in each version of the graph, and the 
latter only stores fragments of the edge lists for every 
vertex in different snapshots. As the names suggest, 
the PO provides high performance since all the edges 
are stored contiguously but the memory suffers from 
multiple copies of the edge list.

The SO saves on memory; however, it is slower since 
the edge lists are not stored contiguously, and the sys-
tem needs to reconstruct the full adjacency of a vertex 
for read queries. 

Finally, while memory layout techniques predomi-
nantly focus on graph topology, we emphasise the 
criticality of aligning memory layout with storing graph 
properties and auxiliary graph data (e.g., user keys), es-
pecially given the prevalence of graph algorithms deal-
ing with weighted graphs.

4.3. COMPRESSION FOR DYNAMIC GRAPHS

Compression allows for a reduction of the memory 
needed to store data while maintaining its essential 
properties and functionality [22]. It is more efficient in 
graph representation since it allows for better cache 
performance since more data can be loaded in the 
cache and accessed at once by the CPU.

However, despite being a classic technique, there 
appears to be a scarcity of research exploring the ap-
plication of compression techniques within the realm 
of graph updates. Notably, we observed a prevailing re-
liance on Ligra+ [23] within existing systems, attribut-
able to its user-friendly interfaces. Among the notable 
systems claiming high performance in this context are 
Aspen [18], and SSTGraph [24], suggesting a potential 
avenue for further investigation into optimizing graph 
update procedures. 

Aspen stores graph data in compressed purely func-
tional trees, a form of persistent data structure for stor-
ing large graphs. By compressing trees, Aspen solves 
the issue of storing massive graphs (up to 200B edges) 
in machines with just 1TB of RAM by using compres-
sion. Given that Aspen stores edges as integers, it uses 
difference encoding to reduce the size of the edge ar-
rays. However, while this method can significantly re-
duce memory consumption, it still increases the price 
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of encoding and decoding processes, and a penalty 
may be incurred when executing queries or updating 
the graph. 

To remediate this cost, SSTGraph a parallel framework 
designed for the storage and analysis of dynamic graphs, 
is based on the tinyset parallel dynamic set data struc-
ture, which implements set membership using sorted 
packed memory arrays. This allows for logarithmic time 
access and updates, as well as optimal linear time scan-
ning. Compared to systems that use data compression, 
tinyset achieves comparable space efficiency without 
the computational and serialization overhead.

Finally, there is a notable absence of exploration 
into advanced compression algorithms within this do-
main. We propose that the graph processing commu-
nity delve deeper into the challenges associated with 
graph workloads to assess the feasibility and potential 
benefits of implementing sophisticated compression 
algorithms.

4.4. MEMORY ALLOCATORS IN GRAPH  
 STREAMING

A memory allocator is a software component that 
manages the allocation and deallocation of memory 
in a computer program [25]. GPS either develop their 
memory allocators or use out-of-the-box allocator 
libraries to manage their memory allocations and re-
duce memory fragmentation [26]. 

The first approach is used by some systems [20, 21, 
27] where they develop built-in memory managers 
that facilitate the speedy allocation of memory needed 
for applying mutations. For instance, to efficiently per-
form memory reclamation and manage space, Hornet's 
[27] internal memory management uses a B+ tree for 
insertions and deletions to keep track of the available 
blocks of edges. Moreover, when data is duplicated, the 
system uses a load-balancing mechanism to locate the 
freed memory for later usage. 

However, our findings underscore both the lack and 
the potential for smart predictive allocation techniques 
[28], particularly concerning updates within graph pro-
cessing systems. Notably, while reallocation of edges 
commonly employs a predefined factor in existing 
systems, this often results in unnecessary allocation of 
extra space. We posit the feasibility of implementing 
smarter allocators leveraging machine learning meth-
odologies to predict the optimal reallocation factor, 
thus enhancing memory utilization efficiency within 
graph processing frameworks.

The second approach uses memory allocators such 
as Jemalloc [29] and TCMalloc [30], which are widely 
used for their parallel support of memory allocation 
which helps with providing high update throughput. 
Moreover, these allocators use highly efficient algo-
rithms to limit memory fragmentation, which leads to 
better cache locality and lower memory footprint.  

We note a particular system called Metall [31] which 
is a persistent memory allocator that uses the copy-
on-write technique for graph workloads, stores and 
manipulates large graphs at the exascale (billions of 
billions of operations per second), by employing smart 
allocation algorithms like those found in TCMalloc [30]. 
Essentially, Metall employs the use of mmap system 
calls to create memory-mapped files. With mmap, one 
may essentially access the files as if they were RAM, 
since it redirects the data to a virtual memory region. 
Therefore, to offer lightweight multi-versioning, Metall 
makes use of copy-on-write by taking snapshots of the 
graph after ingesting a batch of updates and employ-
ing a file copy method in the filesystems called reflink, 
which permits copy-on-write of data. 

4.5. DYNAMIC DATA STRUCTURE 
 PARTITIONING

Graph data partitioning is the process of dividing 
a large graph into smaller subgraphs [7], called parti-
tions, to enable parallel processing of the graph on 
multiple machines or processors [8]. 

Some GPS systems [32, 33] use partitioning to opti-
mize their performance by introducing several novel 
techniques to scale graph processing on a distributed 
cluster, including partitioning for sequential storage ac-
cess, random distribution of data across the cluster, and 
work stealing for load balancing. These techniques en-
able GPS to handle graphs with trillions of edges, repre-
senting up to 16 TB of input data. However, the research 
on graph mutations using partitioning in a distributed 
system is still premature, and a very small number of ar-
ticles address the challenges that come with it. 

Finally, a single previous study provided an overview 
of graph update types, dynamic graph partitioning, and 
associated challenges [34]. Additionally, [35] did not ad-
dress the performance consequences of partitioning on 
updates, memory, and read operations. Hence, it could 
be beneficial to investigate this aspect further.

Table 2. Summary of the characterization of 
systems included in this study based on their 

techniques for efficient graph storage

Dimension Impact  
on Perf. Implementations

Graph 
Processing 

& 
Streaming 

Systems

Memory 
Layout 

Cache-friendly data 
structures

Blocking, CSR, 
PMA

[15, 17, 19, 
27, 36]

Data 
Compression

 Small memory 
footprint and better 

cache locality

Difference 
Encoding, Bit 

Indexing
[18, 24, 33]

Partitioning 
Distributed 

processing and load 
balancing

Edge-cut, Vertex-
cut [32, 37] 

Memory 
Allocators

 Parallel allocation, 
low memory 

fragmentation, high 
cache performance

Jemalloc, 
TCMalloc, B+ Trees

[14, 16, 20, 
27, 31]  
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5. TAXONOMY OF UPDATE PROTOCOLS FOR 
EFFICIENT GRAPH MUTATION

In addition to the representation of graphs in mem-
ory for graph queries and analytics, a wide range of 
GPS [16, 18, 20, 38] support graph mutation by allow-
ing modifications to the graph's topology by adding or 
removing edges and vertices, as well as modification to 
the graph properties.

Essentially, to achieve that, we identify emerging pat-
terns in the literature where GPS implement different 
techniques that we refer to as update protocols, which 
are different approaches for the ingestion and storage 
of new incoming graph data. 

In the following, and in an attempt to answer our re-
search question, we define the update protocols and 
analyze the different techniques in the literature for 
implementing graph updates and discuss their perfor-
mance implications and limitations. Finally, we present 
a summary in Table 3.

5.1. OvERvIEw OF UPDATE PROTOCOLS

a) Update Ingestion

We categorize the update ingestions depending on 
two criteria: i) How a stream of incoming updates is 
handled right before storing them in the system? (Sec-
tion 5.2), and ii) how a stream of incoming updates is 
handled in the presence of analytical queries (e.g., al-
gorithms, pattern matching, scans ...) (Section 5.3).

First, there are two approaches to ingesting the up-
dates in the GPS: i) Single update queries refer to the 
insertion or removal of a single edge or vertex at a time, 
while ii) batch updates refer to the grouping of the up-
dates in a batch before applying them all at once. More-
over, we extrapolated two modes researchers are explor-
ing for ingesting updates depending on how the graph 
analytics and queries are executed:  in bulk or concur-
rently. Essentially, in the bulk mode, updates and graph 
algorithms are executed sequentially “in phases”. On the 
other hand, in the concurrent mode, updates and graph 
analytics are processed simultaneously [13, 20, 27].

b) Update Storage

When applying the mutations, changes can be applied 
1) in-place (i.e., incorporated into the main structure) or 
2) stored in additional data structures called deltas [16]. 
In-place update is a technique where systems augment 
the traditional graph data structures, by permitting in-
place storage of updates without the costly rebuilding 
of the whole graph data structure. As for the Delta ap-
proach, GPS use update-friendly data structures such as 
Adjacency List or Edge List to quickly store the updates, 
with the additional cost of merging these updates into 
the main read-friendly structure such as CSR. We elabo-
rate on these techniques in Sections 5.4 and 5.5.

5.2. UPDATE INGESTION: SINGLE  
 vS BATCH UPDATES

First, single updates are challenging to support for 
two main reasons. First, in most cases [14, 19, 20] and 
especially in deletion workloads,  the system needs to 
perform a search over the neighbours of a vertex upon 
every edge insertion, which is not possible to do in par-
allel. This makes the system's performance very slow.

Fig. 2. Dynamic graph data structures. A) CSR representation of a graph using PMA to store the edge array. 
B) Adjacencies of a graph are stored in growable arrays with factor x2. C) Adjacencies of a graph are stored 

in a linked list of blocks

Second, depending on the availability of memory, 
systems need to allocate more memory to store the 
new edges [14]. Consequently, the frequent checks 
for memory availability and reallocations cause a large 
overhead, making the single updates very slow.

To remediate the slow single update performance, 
systems [14, 16, 18, 38] opt for batch updates where the 
batch of edge updates is pre-processed.

For instance, the sorting allows grouping all the 
edge updates of a specific vertex, separating deletions 
from insertions, which allows running edge updates in 
parallel for separate vertices. This improves the rate of 
update ingestions. This finding is supported by prior 
research [9, 17, 20] highlighting the effectiveness of 
sorting in optimizing the processing of edge updates.

Moreover, another technique used in batch updates is 
partitioning, which refers to splitting the updates into par-
titions that can be handled in parallel by multiple threads 
simultaneously [32]. This allows for better load balancing 
between parallel threads, especially for skewed graphs. 

Unfortunately, the techniques mentioned above still 
incur large latency overhead as measured by GPS in litera-



25Volume 16, Number 1, 2025

ture [14, 16, 19], and most systems do not offer both single 
updates and batch updates, which is necessary for some 
real-world scenarios where updates are not frequent.

5.3. UPDATE INGESTION &  
 MULTI-vERSIONING: BULK vS 
 CONCURRENT UPDATES 

The approach used by systems [13, 20, 27], to imple-
ment updates using the bulk mode, is a sequential 
approach where updates are held back until queries 
are completed, allowing updates to modify the graph 
while keeping data consistency [39], which ensures 
that the returned results accurately represent the cur-
rent state of the data. 

On the other hand, in the concurrent mode, systems 
may process updates and queries simultaneously. In this 
case, maintaining query consistency can be challenging. 

Systems [14, 17, 20] in the bulk mode, mostly focus 
on supporting high update rates since updates don’t 
have to be delayed by the queries. For instance, STING-
ER achieves an update rate of over 1.8 million updates 
per second on single multi-core machines, by execut-
ing updates in batches and running them in parallel 
without being concerned about concurrent reads. 

Despite the high update throughput, research [18] 
shows that systems that employ the bulk mode have 
limited usage, since in real-world scenarios, graph us-
ers are constantly updating and running analytic que-
ries concurrently. In the case where update/read hap-
pens in phases, this can introduce delays and decrease 
the system's overall performance. 

On the other hand, in the concurrent mode, systems 
may process updates and queries simultaneously. In 
this case, maintaining query consistency can be chal-
lenging . In the following, we review different ap-
proaches used in practice, to allow concurrent updates 
and queries and discuss the challenges researchers 
face and potential research areas for the future. 

Hybrid Store 

A lot of systems [16, 18, 19, 40] implement protocols 
to maintain data coherence and consistency between 
multiple readers and writers through different isolation 
levels, which is similar to traditional database systems.

One way to achieve concurrent analytic workloads 
and update workloads is by creating a hybrid graph 
representation that uses separate data structures [16], 
[19]: one usually referred to as the write-optimised (WO 
Storage) data structure for the incoming updates and 
another read-optimised (RO Storage) structure for stor-
ing the main graph and can be accessed concurrently. 
This way, updates and read workloads would operate 
in parallel on different structures. 

In this category, we cite a notable system LLAMA [16], 
which creates a new delta, a.k.a., snapshot, every time 
the user runs a batch of updates as shown in Fig. 4 B). 

This technique enables readers to have parallel access 
to the previously created snapshots and run analytics 
and queries on the RO store without interfering with the 
newer update queries performed on the WO store. An-
other example is GraphOne [40], which implements a 
hybrid store for snapshots using an adjacency lists (AL) 
store and an edge list (EL) as shown in Fig. 3 A). The AL 
keeps track of a linked list of vertex degrees at various 
points in time using timestamps. 

Concurrency Control

Concurrency Control (CC) is a notable approach we 
extracted from the literature for processing concur-
rent reads and writes in GPS literature. For instance, a 
popular model is the Multiversion Concurrency Con-
trol (MVCC) [19] used by transactional systems such 
as Teseo [19] to achieve Snapshot Isolation. Teseo uses 
timestamps and a reversed chain of images to store the 
original copies of data, showing the items as they were 
before any changes were made (from newest to old-
est). These versions are temporarily kept in the transac-
tion's undo buffers whilst they are being rolled back, 
and then they are garbage collected as soon as the 
transaction is no longer valid (i.e. version pruning). 

However, Teseo and many other systems face chal-
lenges with garbage collection, necessitating its ex-
ecution without disrupting ongoing queries, thereby 
imposing additional costs on performance. We ob-
served the lack of systems addressing the performance 
implications of executing compaction. We deem this 
a critical performance concern as both the execution 
of version pruning and the required resources may be 
hindered by the granularity and frequency of updates.

5.4. UPDATE STORAGE: IN-PLACE UPDATES

 Systems [9, 13, 14, 19, 20] implement in-place up-
dates by designing data structures that are suitable 
for graph updates, where the new entities (vertices 
or edges) can be directly stored in the data structures 
without requiring to reallocate the main data structure 
or to store them in extra data structures. 

The main idea is to leave some space in the data 
structure for the new incoming entities, and in case 
there is not enough space, the data structure should al-
locate extra space suitable for that new entity as shown 
in Fig. 2. In the following, we discuss the popular ap-
proaches to achieve in-place updates.

a) Dynamic Arrays

A lot of systems use growable dynamic [9, 13, 14] 
where edge insertions are performed by directly stor-
ing the new edges in dynamic growable edge arrays. 
Systems employing Adjacency Lists are more prone to 
use this technique as shown in Figs. 2 B) and C).

NetworKit [13] performs edge insertions by directly 
storing the new edges in dynamic growable edge ar-
rays and reallocating twice the initial array size when 
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there is no memory space available. The same method 
is employed by Madduri et. al. [9] except that the size 
of the new edge array is defined in terms of a customiz-
able factor rather than a fixed factor of 2. 

Subsequently, when employing dynamic arrays, the 
amortised cost for updates is O(1) for insertions and 
O(deg V) for deletions. However, the memory footprint 
can be quite substantial as the reallocations leave un-
used space, when there are no updates. As mentioned 
above, using smart memory managers can help keep 
track of unused space and perform a better strategy 
for pre-allocation while maintaining a memory foot-
print comparable to static graph data structures. We 
also highlight the importance of knowing the pattern 
of the streams, to estimate the size of the reallocation. 
We predict that machine learning techniques are a pos-
sible venue for research that the community of graph 
processing and streaming should explore to propose 
innovative mechanisms to tackle these challenges in 
real-world graphs. For instance, by learning the pat-
terns of the creation of relationships in social networks, 
e.g., a post that goes viral on social media might bring 
many followers in a short amount of time. 

b) PMAs

Packed Memory Arrays (PMAs) are another classic 
technique in data structures that allows in-place up-
dates by maintaining dynamic sets of sorted elements. 
It is based on storing an array of sizes larger than the 
number of elements N and leaving gaps between the 
elements to allow for new insertions with a moderate 
cost of O(lg²(N)). However, PMA relies on extra compu-
tation using an implicit balanced tree that keeps track 
of gaps within regions of the array as shown in Fig. 2 A).  
Essentially, when the number of gaps is too small or too 
large, systems are required to perform a re-balancing 
of the tree to rearrange the gaps in the array. This may 
slow down the update performance and delay the ana-
lytic workloads.

For instance, [17] developed a variant of CSR based 
on PMAs called PCSR, which provides efficient single-
threaded mutations by leaving space at the end of 
each adjacency list. Moreover, multi-versioning sys-
tems like Teseo use PMAs to store multiple versions of 
the graph. By using PMAs, Teseo updates graph data in 
place, hence preserving the contiguous memory place-
ment of the data. Ultimately, PMAs have gained trac-
tion within dynamic graph representations [19, 41, 42]. 
However, the expected improvement in read perfor-
mance associated with PMAs does not justify the over-
head incurred by tree rebalancing. Systems employing 
dynamic arrays [21] outperform PMAs in terms of up-
date performance while supporting in-place updates.  

c) Deletions

Regarding the deletions of graph entities, there are 
two main approaches: physical deletions and logical 
deletions. In the latter, systems [14, 16] enhance ver-
tex and edge data with flags that can be set if they are 

removed, which allows for logical deletions of entities. 
The disadvantage of this method is that it requires 
changing the graph algorithms to account for deleted 
entities during traversals, which can make them slower, 
due to extra branches in the algorithm.

On the other hand, when entities are deleted physi-
cally from memory, the corresponding slots in the data 
structure are left unfilled, which results in a higher 
storage cost than logical deletion. Systems [16, 19, 40] 
employ compaction, which means reconstructing the 
graph without assigning space for the removed enti-
ties, to decrease unnecessary space after numerous 
physical deletions. This operation is very costly as it re-
quires a whole rebuild of the graph, however, it helps 
reduce memory fragmentation and, therefore better 
read performance.

5.5. UPDATE STORAGE: DELTA UPDATES

One way to extend CSR to support fast updates is 
by employing deltas, which are separate structures to 
store only the new changes in vertex/edge logs. For in-
stance, edge lists [16, 40] are particularly well suited for 
storing updates as deltas, as we can append new edges 
in O(1) time and space. They also help to maintain the 
temporality/history of updates, since the edges are 
stored in the order they arrive.

In practice, to support deltas, systems [16, 18, 19, 40] 
tend to design separate structures as read-optimized 
stores (usually CSR-based) and write-optimized stores 
which practically refer to a delta. However, the down-
side of storing updates in delta maps or edge lists is 
two-fold. First, maintaining separate structures for 
each batch of updates increases the system’s memory 
requirements, as a frequent stream of graph updates 
results in many deltas. Second, analytics performance 
is degraded because they need to read from both the 
original structure and the deltas and reconcile them.

For example, LLAMA creates a new delta (i.e., snap-
shot) once the write-optimized store has been “flushed” 
into the read-optimized store. This might be practical 
for multi-versioning, but creating new deltas too fre-
quently often results in out-of-memory errors as shown 
in [21] which can be fatal for real-time systems. 

Finally, to remediate this problem, these systems per-
form compaction on the frequently created data struc-
ture into one main structure. For this purpose, several 
authors [16, 19, 40] have attempted to design their ver-
sion of compaction. Throughout our research, we came 
across a multitude of references to the same operation, 
such as “archiving,” “merging,” and “building.” 

GraphOne [40] stores newly added edges in a circu-
lar log and uses adjacency lists as the main read-opti-
mized store, which provides a coarse-grained snapshot 
method as shown in Fig. 3 A). First, GraphOne estab-
lishes an edge log cutoff for the "transfer" of the edges 
from the buffer to the base structure to preserve the 
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separate store for the update operations and achieve 
good analytic performance. Second, in some cases, 
some data may be kept in both stores for a predeter-
mined amount of time to maximize efficiency, this is 
known as data overlap. However, when there is a lot of 
duplication, it may use more RAM than usual.

It is shown in [19] that GraphOne's iterator architec-
ture is to blame for its subpar performance in reading 
workloads. Point lookups are not possible because of 
the high space and time costs associated with analytic 

performance, which are incurred whenever the system 
iterates over vertices or edges and copies neighbours 
into an intermediate buffer.

In summary, compaction is computationally demand-
ing, often zeroing the mutability performance benefits 
of these structures. For users who wish to operate on the 
most up-to-date version of the graph data, we believe 
that designing a system for in-place graph mutations is 
a better option to achieve higher analytics and update 
performance with lower memory requirements.

Fig. 3. Delta Updates, A) Hybrid storage using AL main storage and Edge List as delta. B) Snapshot 
mechanism as seen in LLAMA to access multiple versions of the graph. C) Delta structures stored in PMAs 

used in Teseo to support concurrent read and writes

Table 3. Summary of the characterization of 
systems included in this study based on their 

techniques for efficient graph updates

Technique Category  Advantages  Systems

Single Upd. Ingestion
Fine granularity of updates 
& Requires more CPU and 

memory
[14, 17, 20]

Batch Upd.  Ingestion
 Fast update, load 

balancing Requires extra 
pre-processing 

[14, 16, 18, 
40]

Upd. in Bulk  Ingestion
Fast update throughput, 

fast analytics & No 
concurrency

[9, 14, 17, 
20, 27]

Concurrent 
Upd.  Ingestion

Parallel updates and 
reads& High memory 

footprint, slow updates

[16, 18, 19, 
40]

In-place 
Upd. Storage Low memory footprint, fast 

analytics & Slow updates
[9, 13, 14, 
17, 19, 42]

Delta Upd. Storage

Multi-versioning, fewer 
resources & Slow analytics, 

high memory footprint 
slow updates 

[16, 18, 40]

6. RESULTS & DISCUSSION

In the following, we summarize key insights about the 
50 research on high-efficiency graph representation and 
51 update protocols. Table 4 presents a classification of 
the most popular graph systems reviewed in our paper, 
based on the dimensions discussed previously. 

a) Configurations and Hybrid Representations

Based on the findings presented in Table 4, it is evi-
dent that numerous systems heavily rely on the Com-
pressed Sparse Row (CSR) format due to its cache-
friendly nature and reduced memory footprint. Howev-
er, these systems often incorporate optimizations such 
as hardware enhancements or distributed computing 

frameworks [37], and supplementary data structures to 
manage updates efficiently, but there are limited de-
signs for inherently fast data structures that support 
fast in-place and single updates while maintaining low 
memory footprint and high read performance.

Researchers can take advantage of the power of ma-
chine learning, to have more adaptable configurations 
depending on the workload. For instance, in the case 
of social networks, we can use learning algorithms to 
estimate the factor by which we can grow our dynamic 
arrays. This means that for a celebrity account, there are 
higher chances of gaining more followers than a nor-
mal account, therefore we can choose a higher factor 
(x4, x5) to pre-allocate the edge lists while keeping an 
x2 factor for normal accounts to maintain a low memo-
ry footprint of our dynamic graph.

b) Cross-platform implementation  
 and evaluation

We highlight the prevalence of shared-memory sys-
tems, underscoring the ongoing necessity for advance-
ments in this domain to attain comparable perfor-
mance levels to distributed systems. Moreover, within 
the realm of distributed systems, there exists a notable 
lack of research on graph streaming, particularly con-
cerning protocols tailored for update ingestion and 
storage in distributed infrastructures, or at least evalua-
tion of the data structures in Distributed environments 
to showcase the advances in that area.

This observation implies that while the examined 
systems may ensure performance within specific hard-
ware configurations, they lack assurance regarding the 
portability of their data structures across different in-
frastructures. Thus, there arises a demand for solutions 
which can seamlessly transition between single-ma-
chine and distributed environments. 



Table 4. Summary of reviewed systems. Infra.: 
the supported architecture either Single Machine 
(SM) or Distributed (Dist); DS: data structures (CSR, 

Adjacency List, Tree); SU: support for single updates; 
Batch: support for batch updates; MV: support for 

multi-versioning; Compact: support for compaction; 
Up. Store: the update storage, either In-place (IP) 

or Delta (D); Scans: performance in read workloads; 
Mem: memory consumption; Up. Perf.: performance 
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BGL[43] SM AL + - - + IP - - +

PGX.SM[36] SM CSR - + + - D + + -

Ligra[44] SM CSR - - - - X + + -

GraphLab[45] Dist CSR - - - - X - + -

PGX.D[37] Dist CSR - + + - D + + -

STINGER[20] SM 
Dist AL + + - - IP - - +

Hornet[27] GPU AL + + - - IP - + +

Madduri et. 
Al. [9] SM AL - + - + IP - - +

PCSR[42] SM CSR + - - + IP + - +

LLAMA[16] SM CSR - - + + D + - -

Metall[31] SM AL - + + + D - + +

GraphOne[40] SM AL+EL + + + + D - + +

Aspen[18] SM Tree - + + + IP - + +

Teseo[19] SM Tree + + + + IP + - +

c)  Achieving optimal performance trade-offs

We have shown that the choice of the optimization 
techniques, in either graph representation or updates 
depends on the specific characteristics of the graphs, 
the types of workloads, and the constraints of the ap-
plication environment. Most systems tend to improve 
on an aspect of performance, either read performance, 
updates throughput or memory consumption, and 
to barely achieve the best trade-off between all three 
of these aspects. For instance, the majority of the sys-
tems that we reviewed struggle to support several ver-
sions of the graph because of high memory cost, and 
graph compaction is necessary to reduce the amount 
of space needed for changes, however, this operation 
requires expensive computation and slows down the 
performance of the system.

d)  Overlooked metrics and benchmarks

While memory layout techniques typically concentrate 
on graph topology, we stress the importance of align-
ing memory layout with the storage of additional graph 
data, such as user keys and properties. This alignment 
becomes particularly critical due to the widespread use 
of graph algorithms dealing with weighted graphs.

Furthermore, there is a notable emphasis on proto-
cols for updating graph topology. However, it is infre-
quent to find comprehensive implementations and 
evaluations of performance when considering other 

graph data elements, such as graph properties, reverse 
edges, or intermediary results in graph algorithms. 

7. RELATED wORK

The prevalence of graph processing and streaming in 
various domains has prompted researchers to conduct 
reviews to understand how graphs are used in practice 
[5], [35]. 

Graph Systems and Databases. Angles et al. [46] 
provide a comprehensive survey of graph database 
models, focusing on data structures, query languages, 
and integrity constraints. [5] review graph systems and 
classifies them based on their infrastructure. Further-
more, Besta et. al. [35] provide descriptions and analy-
sis of different approaches for representing graphs in a 
streaming context. However, they do not analyze the 
performance trade-offs of different approaches for 
graph storage and mutation. 

High-Performance Graph Representations. [47] 
propose theoretical frameworks for the study of data 
structure designs and the generation of new structures 
to better serve specific types of workloads. They high-
light the applicability of their abstractions for key-value 
stores, however, they do not study the compositions 
for the graph model.

Moreover, Wheatman et al. [42] review existing graph 
representations such as CSR and adjacency lists. They 
provide a theoretical study of the time complexity of 
graph access operations as well as update operations 
on such data structures. However, they do not review 
how systems in the literature aim to optimize the per-
formance of these graph data structures.

8. CONCLUSION

In this paper, we discuss the increasing focus within 
the literature on optimizing classical graph data struc-
tures to achieve high analytical and update perfor-
mance while minimising memory usage. We provide 
an overview of techniques available to researchers and 
developers, highlighting their roles in enhancing graph 
processing and streaming. Additionally, we examine 
update protocols and the performance implications of 
different designs. Our main findings reveal challenges 
faced by systems offering multi-versioning in terms of 
compaction costs, the inadequate evaluation of aux-
iliary data structures like reverse edges and multiple 
graph properties, and the need for more advanced 
partitioning and compression algorithms for dynamic 
graph data structures. Furthermore, our survey leads 
us to suggest that systems cannot provide high perfor-
mance for scans, updates and memory consumption 
simultaneously. As a future scope, we aim to develop 
a framework for graph processing and streaming that 
would address the gaps in the research literature, es-
pecially tackling the expensive cost of compaction for 
multi-versioning. Furthermore, we aim to extend our 
study by delving into algorithmic details of compres-
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sion and partitioning for graph mutations and, per-
forming quantitative analysis and benchmarks.
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Abstract – This paper presents the Whale Optimizing Algorithm (WOA) to improve the performance of the induction motors 
through vector control (VC). The optimization algorithm is utilized to tune the proportional-integral (PI) controllers in both the outer 
and inner controlling loops. The parameters of these controllers are crucial components of the control system. The WOA is inspired 
by the social behavior of humpback whales, which is a powerful meta-heuristic algorithm as compared to other techniques. The 
controlling system and the WOA are implemented using MATLAB-SIMULINK environments. Simulation results demonstrate that this 
approach significantly improves both dynamic and steady-state responses of the induction motor compared to other optimization 
techniques. Simultaneously, the success of the WOA in reaching the global optimal parameters can be realized by the significant 
reduction in computation time and iterations as compared to other methods. The results show a considerable enhancement of about 
2% in rise time, 30% in overshoot, and 60% in settling time in accelerating mode in conjunction with a reference case. Also, it gives an 
improvement of about 9% in rise time, 11% in overshoot, and 64% in settling time in step response. This research contributes to the 
field of motor control by providing an efficient and reliable optimization method for enhancing the performance of induction motors 
for various industrial applications.
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1.  INTRODUCTION

Induction motors (IM) have many technical features 
such as; low cost, minimum maintenance, high effi-
ciency, durable build, and extended operating life for 
medium and high loads. Accordingly, they were em-
ployed in wide fields of industrial applications. Con-
trolling strategies for electrical machines utilize several 
techniques depending on the machine's type and per-
formance requirements. To achieve high-performance 
characteristics with these control approaches, various 
machine and controller parameters must be optimized 
[1]. These factors vary from one operation status to 
the other, such as temperature, saturation, frequency, 
and skin effect which impact on those parameters. As 
a result, the influence of all parameter variations in 
field-oriented control (FOC) for an induction motor at 
constant flux, field weakening regions, starting mode, 
and full-load condition is important in this article. The 
induction motor with field-oriented control or vector 
control (VC) emulates the direct current motor, and the 
stator and rotor flux components are vertical, so FOC 

reserves high dynamic operation for IM controllers. 
This controlling method keeps the percentage of volt-
age and flux in the airgap at its rated level. The motor's 
physical components like flux, current, and voltage are 
changed as space vectors [1, 2]. 

Driving the IM for higher than the rated speeds, the 
applied voltage is maintained constant as the frequency 
rises, as in Scalar Control (SC). Even though vector con-
trol gives excellent performance and ensures high dy-
namic response, this behavior may be lost if the actual 
parameters are mismatched with the estimated param-
eters that are utilized in the controller.  Hamdy [2], looks 
at how different parameters affect how well an induc-
tion motor with FOC at start-up and full load performs.

Vector control is a control strategy used to regulate 
the torque and flux of IM independently. Proportional-
integral (PI) controllers are widely used in these con-
trol systems. The parameters of a PI controller need to 
be tuned to achieve the desired system performance. 
Tuning these parameters can be a challenging task, 
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for this goal, there are several techniques presented in 
the literature; Hasan et al. [3], present a combination of 
Kharitonov's theorem and particle swarm optimization 
(PSO) which improves the dynamic performance due 
to parameter variation. Dhaouia et al. [4], used the slid-
ing mode based on a MARS controller with intelligent 
ANFIS which improves the transient response. Salih et 
al. [5], present a PI controller based on an artificial neu-
ral network to control the synchronous machine, this 
gives high dynamic response and stability.

In addition to such methods, a variety of optimiza-
tion techniques have been used to tune PI control-
lers. The majority of optimization methods are classi-
fied as "computational intelligence algorithms," with 
stochastic gradient descent as the primary method 
of computation [6]. To produce intelligent programs, 
the strategy must incorporate principles of training, 
adaptability, and evolution. One of the most important 
features of these methods is that they help to find the 
best solution to complex optimization problems faster 
than standard optimization methods [7]. Mehedi et al. 
[8], present a comprehensive analysis of improved FOC 
incorporating intelligent controllers, which have led to 
improved performance metrics compared to traditional 
control methods. Shaija Daniel [9], utilizes two nature-
inspired optimization algorithms, Gray Wolf Optimiza-
tion (GWO) and Teaching-Learning-Based Optimiza-
tion (TLBO), for the optimal tuning of PI controllers. The 
results show an improvement in the performance of 
the IM drives in terms of speed control, efficiency, and 
dynamic response. Albalawi et al. [10], present the ap-
plication of ant colony optimization (ACO) to enhance 
the the steady-state and dynamic response. Tiacharoen 
et al. [11], propose applying the Bee optimization tech-
nique to the design of the FOC and the development of 
an intelligent control system. The results demonstrate 
improved efficiency and effectiveness in the control 
system, showcasing, the potential of Bee optimization 
as an achievable optimization method. Mohamed et al. 
[12], present genetic and PSO algorithms in the context 
of direct torque control of the IM. This method leads 
to improving the torque, speed, and torque ripple. Em-
ploying those optimization techniques is simple, able 
to avoid local optima, and compatible with many appli-
cation problems in various fields, thus those algorithms 
have become popular. 

Mirjalili et al. [13], present a new heuristic method 
called whale optimization algorithm that emulates the 
hunting behavior of the whales. this method is popula-
tion-based and utilizes the seeking modes of exploration 
and exploitation. The WOA shows a competitive perfor-
mance in terms of convergence, accuracy, and simplic-
ity. The authors emphasize the effectiveness of the WOA 
in various domains, including engineering and software 
applications. The results demonstrate the significance of 
the WOA as a valuable addition to the group of optimiza-
tion algorithms, presenting a nature-inspired approach 
to solving complex optimization problems. The compre-

hensive evaluation and positive outcomes make WOA a 
noteworthy choice for researchers and practitioners in 
optimization-related fields.

In this work, we investigate the utilization of the 
whale optimization algorithm to tuning the PI control-
lers in the vector control strategy, for the induction 
motor. The main goal emphasizes searching for the 
optimum values of the controller parameters that en-
hance both the steady-state and dynamic response. 
The evaluation criteria of the motor performance will 
be the integral time square error fitness function. This 
approach is the contribution of this work, which is 
characterized by simplicity compared to the complex 
and sophisticated optimization methods presented 
in previous works. The effectiveness of the proposed 
method is demonstrated by comparing it with the 
method used PSO technique presented in [3]. The 
challenge is achieving a balance between dynamic 
performance (rise time, overshoot, and settling time) 
and system stability, which traditional methods often 
fail to adequately resolve. The WOA's helical searching 
path is particularly effective in avoiding local optima, 
which helps prevent the algorithm from diverging and 
oscillating. This characteristic significantly reduces the 
computation time and number of iterations over other 
optimization techniques these are the main contribu-
tion of this work.

The paper is organized as follows; Section 2 presents 
the principles of vector control; Section 3 provides 
the adopted methodology in detail. Different types 
of fitness functions of the optimization algorithm are 
discussed in Sections 4; Sections 5 and 6 present the 
simulation results and conclusions.

2. VECTOR CONTROL

The induction motor may be operated with excel-
lent transient behavior using vector or field-oriented 
control (FOC). It converts the IM's dynamic structure to 
an independent excitation DC machine [14]. The mag-
netic field is a function of the excitation current in a DC 
motor. Therefore, if the magnetic field is considered to 
maintain invariant and autonomous of the armature 
current, then the torque can be directly proportion to 
the magnetic field and armature current as [14, 15]:

Te=km∙If∙Ia (1)

Where; km is the machine constant, If is the field cur-
rent and Ia is the armature current. It appears like an in-
dependently stimulated D.C motor when the induction 
motor is converted to the d-q plane. The (FOC) method 
separates the stator current into two parts: the first 
provides air gap magnetic flux and the second gener-
ates torque. The characteristics of these current com-
ponents are linear [15], and they allow independent 
flux and torque control. Before returning to the rotor, 
these components are moved to the stator frame. The 
two components correspond to the field current on the 
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d-axis and the armature current on the q-axis of a sepa-
rately activated DC motor [14]. As indicated in the pha-
sor diagram in Fig. 1, the rotor field vector can be aligned 
along the d-axis. Fig. 2 shows the principles of vector 
control realization. The concept is represented in a syn-
chronously rotating reference frame, and the inverter 
generates the supply voltages (va, vb, vc) proportional to 
the reference control signals (va

*,vb
*,vc

*) The stator cur-
rent components (flux and torque) are employed as 
system controlling signals ids

s* & iqs
s* respectively, which 

are reconverted to three-phase reference currents 
(ia

*, ib
*, ic

*) and then converted to reference voltages 
(va

*,vb
*,vc

*) meanwhile the PI controllers [14, 15]. FOC 
can be utilized in one of two ways: directly or indirectly. 
The main difference is how they estimate the vectors 
(cosθe and sinθe).

Fig. 1. Correct Rotor Flux Orientation

Fig. 2. Field Oriented Vector Control

3. WHALE OPTIMIZATION TECHNIQUE

Mirjalili and Lewis [13] proposed the whale optimi-
zation technique for solving numerical problems. The 
system mimics humpback whale intelligence hunting 
activity. This type of eating activity is known as “bub-
ble-net feeding” and is only seen in humpback whales. 

While surrounding prey during hunting, the whales 
blow bubbles in a circular pattern. Simply put, bubble-
net hunting techniques involve humpback whales div-
ing down around 12 meters, creating a spiral-shaped 
bubble around their prey, and then swimming up to 
the surface, tracking the bubbles. With the view of 
achieving these optima, the helical bubble-net can be 
mathematically modeled for hunting activity as in the 
following [5, 10, 16, 17]:

3.1. ENCIRCLING PREY 

Humpback whales can track down and surround 
their prey. The WOA evaluates the current adequate 
tracking agents' status to be the objective target or 
near the optimal position, while the rest of the track 
agents will attempt to modify their location about the 
best search agent. The following equations describe 
this behavior [18]:

(2)

(3)

Where; k is the iteration pointer, Y⃗ * is the location vec-
tor of the best solution that has been found till the cur-
rent iteration k, Y⃗  is the location vector of each agent. 
The factors A⃗ and C⃗ are determined as following:

(4)

(5)

Where; a⃗  is reduced from 2 to 0 due to the iteration 
process, and b is a random value between 0 and 1.

3.2. ATTACKING WITH A BUBBLE-NET 
 MECHANISM

The bubble-net technique is a mix of two different 
methods that can be modeled mathematically as the 
following [13]:

a. Shrunk encircling technique 

By reducing the value of a⃗  in the equation, this be-
havior of whales may be emulated in Equation (4). It’s 
worth noting that a⃗  reduces the fluctuation range A⃗ . In 
other words, A⃗  is a random number in the interval [-a, 
a] where a⃗  is reduced from 2 to 0 during the duration of 
repetitions. The new location of a search agent can be 
defined anywhere between the initial location of the 
agent and the location of the current best agent by us-
ing random values for A⃗  in [-1, 1].

b. Upgrading the spiral location

To move like humpback whales, a spiral equation is 
set up between the location of the whale and the loca-
tion of the prey, as shown:

(6)

(7)



34 International Journal of Electrical and Computer Engineering Systems

Where; S⃗ ' is the distance between the whale and the 
target, m is a constant that specifies the logarithmic 
form, and n is random in the range [-1, 1]. 

Humpback whales do move in a spiral-shaped pat-
tern while also swimming within a diminishing circle. 
Selecting the decreasing circular motion or the heli-
cal model tendency can be simulated throughout the 
rounds of the program by assuming a possibility of 
50%. That is,

(8)

Where; g is a random number between 0 and 1.

3.3. SEARCHING FOR TARGETS

Most of the meta-heuristic techniques use random 
selection to get the best solution. Because the location 
of the optimum design in the bubble-net approach is 
unknown, whales explore for targets at random. In dif-
ference to the exploiting step, which is used A⃗  in the 
region between [-1, 1], this step uses A⃗  as a random val-
ues vector larger than or equal to -1. According to this 
assumption, a hunting agent can go a long distance far 
from the reference whale. In exchange, the location of 
the hunt agent is updated based on a random selection 
of search agents, rather than the best search agent dis-
covered thus far. These two activities can be expressed 
as follows [13, 17, and 18]:

(9)

(10)

Where; Z⃗ rand represents a vector of random locations.

Whale optimization process begins with a set of ran-
domly generated populations. The searching agents 
change their location according to the preceding rea-
sons, at each iteration. WOA is an optimizer that works 
on a global scale. The WOA algorithm can quickly tran-
sition between exploration and exploitation due to 
adaptive change of the search vector A⃗ . Furthermore, 
WOA only has two significant internal settings that 
may be changed. WOA’s high exploration capabilities 
are due to the whales’ position update system Equation 
(10). The effect of high exploitation and convergence 
is obtained from the derivation of Equations (7 and 8). 
Those equations demonstrate the WOA is very good at 
avoiding local optima and getting to the next solution 
quickly during each iteration.

3.4. WHALE OPTIMIZATION PROCEDURE

The algorithm can be explained as follows:

•	 Beginning by generating a collection of random 
agents for each variable.

•	 Extract a set of solutions and compare the current 
solutions with the best-obtained solution then up-
date the agent’s position accordingly.

•	 Reducing the factor a⃗  from 2 to 0 to perform the 
shrinking encircling technique.

•	 Inspect the value of g an exchange between the 
shrinking technique and the helical technique.

•	 If A≥1, select an arbitrary search agent and if A<1, 
select the best solution to update the location of 
searching agents.

•	 Ending the process when the satisfied termination 
constraint is achieved.

4. FITNESS FUNCTION

The error criteria are used to determine the fitness 
functions. There are a lot of criteria for evaluating con-
troller performance, and the Integral time of Absolute 
Error (ITAE) criterion is used in this study [19]. The equa-
tion gives the measure cumulative error of the motor 
performance at certain operation intervals:

(11)

The ITAE uses a time-weighted error weighting scale 
that gives more weight to error values at a certain time 
(T) to account for the predicted steady-state time.

The second performance metric is the Integral Square 
Errors (ISE) constraint.

(12)

There are also absolute Errors (ITSE) compounded by 
the Integral of Time (T)

(13)

The period spans from 0 to T, with T being the 
amount of interval for a unit step input to bring the 
system to a steady state.

As shown by the MSE (mean square error),

(14)

All these fitness functions represent a comprehensive 
evaluation both of dynamic and steady-state respons-
es. It is worthwhile to say that when the advantage of 
a fast system needs minimum achievable values for 
the transient response, then the maximum overshoot, 
settling time, and rising time are typically regarded as 
crucial.

5. SIMULATION RESULTS

The presented method of developing the controllers 
of the vector control of the IM is recognized by being 
implemented using the MATLAB-SIMULINK program. 
The optimization approach was accomplished in of-
fline mode to evaluate the controllers' parameters sin-
gly. The nameplate parameters of the investigated in-
duction machine are listed in Table 1.
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Table 1. Machine parameters

Motor Parameters Value

Rated Torque 800 Nm

Frequency 50 Hz

Rated voltage 460 V (line-line)

Number of poles 4

Stator inductance 0.302 mH

Stator winding resistance 14.8 mΩ

Rotor inductance 0.303 mH

Rotor resistance 9.3 mΩ

Mutual inductance 10.5 H

Rotor inertia 3.1 kgm2

Friction coefficient 0.08 N.m.s

Nominal flux 0.73 Wb

The parameters of the WOA were adjusted to 100 in-
spection agents, 100 iterations, and two searching di-
mensions representing the two variables (kp, ki) of the 
three PI controllers in the FOC system. The optimization 
process was utilized by developing a MATLAB sub-rou-
tine in offline mode. The movement in the whale op-
timization searching agents during the 100 iterations 
is illustrated in Fig. 3. Obviously, the agents quickly 
collected toward the global optima in the helical track-
ing path as shown by the red solid curve. This helical 
trajectory path gives the strength of this technique by 
bypassing all local optimal points which prevent the al-
gorithm from divergence and oscillation.The absolute 
locations of the agents after ending the process are 
listed in Table 2, which presents the founded optimum 
parameters for the three PI controllers in the system 
(speed, torque, and flux controllers). 

Table 2. The optimum parameters

Controller kp ki

Speed 735.4 8970.8

Torque (iq) 2.3 11.6

Flux (id) 80.5 34.2

(a)

(b)

(c)

Fig. 3. Optimization agents’ trajectories; (a) Speed 
controller parameters, (b) Torque controller 
parameters, (c) Flux controller parameters.

To investigate the effectiveness of the obtained pa-
rameters of the FOC controllers, the overall system 
must be tested by different operating modes. Firstly, 
the controller investigates the four-quadrant operation 
mode at the full and no-load conditions as depicted in 
Fig. 4. The figure illustrates the rotor speed, the shaft 
torque, and phase current. Obviously, from this, the 
response shows a fast starting time of about 0.17s, a 
small overshoot of approximately 1% over the nomi-
nal speed, and a steady-state time of 0.21s. Secondly, 
to realize the features of the proposed controller a 
comparison performance in conjunction with the FOC 
model presented in [3], in which a robust PI-PSO con-
troller of the IM motor was presented. The accelerating 

and decelerating operation under full-load conditions 
is shown in Fig. 5.  From this comparison one can note 
that the motor speed is perfectly tracking the reference 
speeds. Also, the estimated and actual electromag-
netic torque is identical to the load torque. Moreover, 
the step response comparison between the proposed 
controller and reference case is shown in Fig. 6. The 
dynamic constraints obtained from these comparison 
cases are summarized in Table 3. 

Finally, the reference speed-tracking performance 
for different speed commands, at full-load conditions, 
is illustrated in Fig. 7. The dynamic constraints ob-
tained from these comparison cases are summarized 
in Table 3.
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Table 3. Time domain constraints comparison

Constraints
Ramp response Step response

Proposed controller Matlab example Proposed controller Matlab example
Rise time (s) 0.455 0.465 0.145 0.16

Overshoot % 0.7 1 0.8 0.9

Shoot time (s) 0.46 0.466 0.154 0.17

Settling time (s) 0.5 0.8 0.18 0.5

Fig. 4. Four-quadrant operating mode

Fig. 5. Accelerating and decelerating comparison

Fig. 6. Step response comparison

Fig. 7. Different command speed tracking

6. CONCLUSIONS

The paper proposes a metaheuristic approach for en-
hancing the performance of a three-phase induction 
motor. Particularly, the research interests are in apply-
ing the whale optimization method to control the IM 
utilizing the VC method. The optimized control strategy 
incorporates a searching process for the PI controller 
parameters. The WOA shows a unique behavior as com-
pared with other optimization techniques, in terms of 
the number of iterations and fast computing time. The 
helical searching path of the population agents enables 

them to bypass the local optima regions, which prevents 
the algorithm from divergence and oscillation. The ob-
tained PI controllers showcased enhanced performance 
in controlling motor speed. Compared to the PI-PSO, the 
proposed PI-WOA gives an improvement of about 2% 
in rise time, 30% in overshoot, and 60% in settling time 
in accelerating mode. Also, it gave an improvement of 
about 9% in rise time, 11% in overshoot, and 64% in set-
tling time in step response in conjunction with the refer-
ence case. This suggests that the WOA method effective-
ly fine-tuned the control parameters, leading to better 
dynamic response and overall motor performance.
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Abstract – This article presents about the design, time domain analysis and qualitative analysis of a circular monopole Ultra Wideband 
(UWB) antenna for Wireless Body Area Networks (WBAN) applications. The size of the proposed antenna is 30 x 30 x 1 mm3. The 
proposed antenna provides Ultra wide bandwidth from 2 – 10 GHz and also complies with IEEE C95.3 safety standards. The simulated 
and measured results are close to each other with minimum deviations. To ensure proper and less distorted communication in real time 
scenarios, time domain analysis was done for free space, on body and off body conditions. The magnitude and phase of transmission 
coefficient (S21) were found to be consistent. The group delay was analyzed under free space, on &off body conditions whose variations 
are less than 0.5 ns in the entire UWB range. Fidelity factor was also analyzed for flat and bent conditions to ensure pulse similarity. Also 
to ensure the communication link quality, the obtained minimum path loss of 51.10 dB and maximum Received Signal Power of 0.17 
dBm were found to be satisfactory warranting a good transmission and reception characteristics of the proposed antenna.
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1.  INTRODUCTION

Because of the fast moving life style of the people, 
Bio telemetry is creating remarkable footprints. To 
implement proper bio telemetry, a proactive health 
management is required. Wireless Body Area Network 
has gained a keen attention because of the major role 
played by it in health care systems. This is because it 
finds its application in various sectors like Bio health 
care, Telemedicine, sports, multimedia applications [1] 
and indoor data transmission [2]. WBAN communica-
tions can classified into 3 types on the basis of placing 
the antenna in/on the body and the method of com-
munication with other devices. One is in body commu-
nication, where communication is established between 
the antenna located inside the body and another an-
tenna located outside but on the body surface. Next is 

the on-body communication where two or more devic-
es placed on the surface of the human body communi-
cates with each other. Lastly, the off- the device located 
on the human body surface and an outward device or 
a network located away from the surface of the human 
body at a certain distance. Antennas that are capable of 
supporting both on and off body communications are 
of primary importance [3].

To implement such a network with good perfor-
mance, the Ultra Wideband technology will be highly 
suitable. Ultra Wideband (UWB) antennas shall be one 
of the right candidates because of the advantages like 
compactness, low profile, large bandwidth, high data 
rate, low power consumption, less penetrating effects. 
Announcement from Federal Communication Commis-
sion (FCC) for utilizing the frequency range 3.1 – 10.6 
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GHz has led to such advantages. Though UWB anten-
nas offer certain advantages, they also suffer from cer-
tain kind of short falls. Since UWB communications use 
short pulses with less time duration for transmission 
and reception, there are possibilities for those pulses 
being distorted easily.

Hence analyzing the transmission characteristics 
(time domain analysis) of an UWB antenna in terms of 
transmission coefficient, group delay, fidelity factor be-
comes inevitable to ensure good performance of UWB 
antennas [4].

 Several UWB antennas have been used for WBAN ap-
plications, a few recent of such works are listed in the 
literature. Though the antennas reported in [5-13] sat-
isfy the bandwidth and gain requirement requirements 
of UWB, not any parameters related to time domain 
analysis such as group delay, fidelity factor, path loss 
were analyzed. This becomes a major drawback where 
the UWB communication system may become less re-
liable. Most of the antennas reported are larger in di-
mensions which is also a major disadvantage in WBAN 
scenarios. 

Also, most of the antennas support either on body 
communication or off body communication but not 
the both. 

In the works reported from [14-17], group delay was 
analyzed under free space conditions. In [18], group 
delay was analyzed for free space, on body and off 
body conditions and comments were presented for the 
three conditions. The works reported in [19-22] have 
analyzed the transmission coefficient and group delay 
but it is done only under free space conditions. Fidelity 
analysis was done in the works [23-26] only under two 
conditions namely face to face and side to side, but not 
for face to side and side to face conditions.  

In all of the above works done, the analysis was done 
only under free space condition. But in actual WBAN or 
wearable scenarios, communication shall happen in on 
body and off body scenarios also.  

Hence, keeping in mind the requirements of an ef-
ficient antenna for WBAN and coming to know the 
short falls prevailing, a compact UWB antenna with 
ultra-wide bandwidth, good gain supporting both on 
and off body communications is proposed in this work.  
Also, to furnish the need of real time WBAN scenario 
and analyze the system’s transmission performance, 
time domain analysis was carried out for free space, on 
body and off body conditions. Fidelity analysis is done 
in normal and bent conditions with four different con-
figurations. Quality analysis was also done by analyzing 
the Received Signal power or Received Signal Strength 
(RSS) for free space, on body and off body conditions. 
The effects of the parameters that affect the RSS are 
also studied and the results are presented. 

The manuscript is organized with the antenna design 
methodology in chapter II, achieved results in chapter 

III, followed by Time domain and qualitative analysis in 
chapter IV and V respectively.

2. ANTENNA DESIGN

This section focuses on the proposed UWB Antenna de-
sign. The entire design of the antenna shown in Fig. 1 is 
considered for further analysis. The substrate used is ROG-
ERS 4003C whose dielectric constant is 3.5 & loss tangent 
is 0.0027. The total foot print of the antenna is 30x30x1 
mm3. All the dimensions are given in Table 1.

The antenna is fed by a 50Ω micro strip line. The stage 
to stage evolution of the antenna design is depicted in 
Fig. 2 and the corresponding effects in the resonance 
characteristics in terms of return loss (S11) is depicted 
in Fig. 3. The basic shape of the proposed antenna is 
a circular patch. To design the circular patch antenna, 
the required radius was estimated using the conven-
tional design equations in [27] which are represented 
in equations 1 and 2.

(1)

(2)

Where,
•	 a-radius of the patch
•	 h-thickness of the substrate
•	 fr-resonant frequency 
•	 εr-dielectric constant of the substrate
•	 F-a constant

Fig. 1. Proposed antenna, (a) front view, (b) back view

(b)

(a)
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The circular patch antenna designed in stage 1 res-
onates at 4.2 GHz with some additional harmonics at 
higher frequencies. In stage 2, a ring shaped slot is in-
troduced slot is introduced in the patch to alter the cur-
rent path and supress the higher order harmonics. The 
additional capacitive coupling introduced by the slot 
between the either sides of the slot help to supress the 
unnecessary higher order resonances.

Table 1. Antenna Dimensions

Sl. 
No.

Dimensional 
parameter Dimension name Value 

(mm)

1. Ws Substrate width 30

2. Ls Substrate length 30

3. R Patch radius 9

4. R1 Radius of outer ring 6

5. R2 Radius of inner ring 5

6. W1 Width of ring slot 1

7. W2 Width of stub 1

8. L1 Length of slot 6

9. L2 Length of horizontal stub 4.5

10. L3 Length of vertical stub 12

11. Lg Length of ground plane 6.3

12. Lf Length of feed 10

13. Wf Width of feed 2

The outer radius of the ring slot was obtained using 
the following relation [18].

(3)

The inner radius was chosen in such a way to main-
tain better impedance matching and fixed to be 5mm. 
Once the higher order harmonics are supressed, now 
to improve the antenna’s resonance at lower band, in 
stage 3, a horizontal slot was combined with the ring 
shaped slot due to which two resonances were cre-
ated, one at 3.5 and the other at 3.7 GHz. But the S11 
values appear very close to the threshold level of -10 
dB. Hence to improve the S11, the impedance match-
ing has to be improved. In this notion, the feed location 
was placed asymmetrically which is the stage 4 and the 
S11 was improved to -19 dB from -11 dB. In stage 5, a 
horizontal stub is introduced in the patch to increase 
the electrical length of the antenna which in turn will 
increase the bandwidth. Seeking further improvement 
in bandwidth, another vertical stub was combined 
with the horizontal stub as it increases the inductance, 
which will improve the bandwidth at higher frequen-
cies. The stub length was calculated using equations 4 
and 5 as per the suggestions in [28]

(4)

Where fr is the frequency, εr is the permittivity, le is 
the effective length which is given by

(5)

Fig. 2. Various stages of antenna design, (a) stage 1, 
(b) stage 2, (c) stage 3, (d) stage 4, (e) stage 5,  

(f ) stage 6, (g) stage 7

(a)

(b)

(c)

(d)

(e)

(f )

(g)
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Fig. 3. S11 of various stages of antenna design

Initially, for a frequency of 10 GHz, the effective 
length was calculated using equation 4 and using that 
the stub length (lstub) was calculated using 5. But still 
the Ultra wide bandwidth of 7.5 GHz (3.1 – 10.6 GHz) 
was not achieved. Hence the length of the ground 
plane was reduced then to achieve UWB bandwidth. 
The reduced length of the ground plane was calculated 
using the following relation in equation 6.

(6)

Reducing the ground plane length results in a re-
duced Q factor which increases the bandwidth as per 
the relations given in equation 7 [28]

(7)

3. RESULTS AND DISCUSSION

The authors have focused on the analysis of basic 
results like S11, bandwidth, gain etc. in brief while the 
time domain & qualitative analysis of the antenna were 
made in depth thereby justifying the manuscript title.

a) Return loss (S11) and Bandwidth

The fabricated prototype is shown in Fig. 4. The sim-
ulated and measured S11 of the proposed antenna is 
shown in the Fig. 5.

Fig. 4. Fabricated antenna, (a) front view, (b) back 
view

(a) (b)

Fig. 5. S11 of the proposed antenna – Simulated and     
Measured

It is seen from the graph that the simulated and mea-
sured results agree well with each other with minimum 
deviations which are due to fabrication errors. The S11 
of the antenna are -13 dB, -32 dB, -21dB and -14 dB at 
2.4, 3.5, 5.8 and 9.3 GHz respectively. The absolute band-
width of the antenna is 8 GHz ranging from 2-10 GHz.

b) Radiation pattern

The measured radiation pattern of the antenna is de-
picted in Fig. 6. The antenna provides omnidirectional 
pattern at 5.8 GHz facilitating on body applications and 
directional pattern perpendicular to the ground at 2.4 
GHz facilitating off body communication. Thus it sup-
ports both on and off body applications.

c) Gain

The measured gain of the antenna reported is shown 
in Fig. 7. The antenna affords the gain of 1.85 dB, 3.13 dB, 
3.36 dB and 5.95 dB at 2.4, 3.5, 5.8 and 9.3 GHz respectively 
with a peak gain of 6.61 dB at 7 GHz. From the measured 
gain values, the calculated measured efficiencies are 86%, 
89%, 92%, 94% at the respective frequencies. 

(a)
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d) SAR

The Specific Absorption Rate (SAR) of the proposed 
antenna is calculated in the presence of a three layered 
human tissue model whose setup is shown in the Fig. 8 
[21]. The simulated SAR values are 0.579 W/Kg and 0.498 
W/Kg at 2.4 and 5.8 GHz respectively. These values are 
much lower than the prescribed value of 1.6 W/Kg as per 
IEEE C95.3 standards which makes the proposed anten-
na more suitable for WBAN based applications. 

e) Deformation analysis

Antennas deployed in real time WBAN scenarios un-
dergo deformation in the form of bending. Hence, a 
bending based deformation analysis is done to study 
the antenna behaviour. The sample images of the bent 
antenna are shown in Fig. 10. Two orientations namely 
x and y orientations were considered for bending. The 
corresponding resonance behavior is depicted in the 
Fig. 11. From the results of y bend, it is observed that 

(b)

Fig. 6. Radiation Pattern of proposed antenna (a) at 
2.4 GHz (b) at 5.8 GHz

Fig. 7. Measured gain of the proposed antenna

only the S11 values change from -30 dB to -25 and -22 
dB. This change is because of the change in the imped-
ance of the antenna’s feed while bending it symmetri-
cally. Still the antenna’s S11 remains below -10 dB which 
the standard value for reference.

On analyzing the x bend results, there is slight shift 
of resonances. Nevertheless, the shift in resonance oc-
curs only within the band of operation of the proposed 
antenna (2-10 GHz) and hence the results remain unaf-
fected due to bending.  

Fig. 8. SAR simulation setup of the proposed 
antenna

Fig. 9. SAR simulation of the proposed antenna

(b)
Fig. 10. Antenna bending (a) y bend (b) x bend

(a)
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(a)

Fig. 11. Antenna bending results (a) y bend  
(b) x bend

From the bending results, it can be concluded that, 
the performance of the antenna undergoes only ac-
ceptable minimum change due to deformation which 
proves the proposed design’s robustness.

4. TIME DOMAIN ANALYSI

All the required results such as Reflection Coeffi-
cient, Bandwidth, Gain, Radiation Pattern, Efficiency, 
SAR were found to be satisfactory. Hence, the transient 
analysis alone is concentrated in depth in this section. 
Data transfer in UWB systems happens in the form of 
pulses which are of short duration and so there could 
be distortions in the communication. This can be veri-
fied by analyzing the system transfer function in terms 
of transmission coefficient S21.

a) Free space condition

The measurement set up for evaluating the magni-
tude and phase of the system function S21 is presented 
in the Fig. 12 and the corresponding results are pre-
sented in Fig. 13. Four kinds of setups were used for 

Fig. 12. Free space measurement set up

(b)

Fig. 13. Free space Transmission response (S21) 
performance under various setups (a) Magnitude of 

S21 (b) Phase of S21

(a)

(b)

analysis namely face to face (F-F), side to side (S-S), face 
to side (F-S) and side to face (S-F). These four scenarios 
shall be encountered in real time cases and hence they 
were chosen. 

Fig. 15 a shows the magnitude of S21 and 15 b shows 
the phase of S21. A communication with less distortion 
is attested by the minimum fluctuations in magnitude 
of S21 and linear phase variations in S21. 
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It can be seen that, the magnitude of S21 is almost 
consistent for all the cases and the variations in phase 
response is linear. This shows that the antenna performs 
well under free space conditions. However, a noticeable 
decrease in magnitude occurs between 1 and 2 GHz. 
Since the desired operational frequency range of the 
antenna is 2-10 GHz, it may not be taken into account.

b) On body condition

In WBAN scenarios, communication mainly exists be-
tween two nodes placed on the body surface. This sce-
nario is on body scenario where the antenna is placed 
on the body surface with a suitable separation, pref-
erably clothing [19]. Hence it is very much obligatory 
to study the performance of the antenna under this 
scenario. To make this study elaborate, two real time 
transmission scenarios were chosen which are Line of 
Sight (LOS) and Non – Line of Sight (NLOS). Antenna lo-
cations on the human body were chosen accordingly.

To establish LOS communication, two case studies 
were chosen. In the first case, one antenna which acts 
as the transmitting antenna is placed on the chest of 
the human body and the other antenna is placed on the 
abdomen of the same human. In the second case, one 
antenna is placed in the same chest location while the 
other is placed in the front portion of the arm (arm front).

Fig.14. Measurement set up for on body 
communication (same body)

(a)

(b)

Fig. 15. On body Transmission response (S21) under 
various setups (a) Magnitude of S21 (b) Phase of S21

To establish NLOS communication, two case studies 
were chosen. In the first case, one antenna is placed on 
the chest of the human body and the other antenna is 
placed on the back of the same human. In the second 
case, one antenna is placed in the same chest location 
while the other is placed in the back portion of the 
thighs (thighs back). All these measurement setups are 
shown in the Fig. 14.

The obtained S21 characteristics is depicted in Fig. 
15. On observing figure 15 a, it can be seen that there 
is a slight variation in the magnitude and phase of S21 
in chest to back and chest to thighs back cases. This is 
because change in magnitude occurs as both the anten-

nas are placed facing opposite to each other. Also the 
presence of human body in between both the antennas 
influences the transmission and reception behavior.

c) Off body condition

In off body condition, communication happens be-
tween the antenna in one human body to another an-
tenna in another human body proximity or any other 
location. To encounter this scenario, one antenna is 
placed in the chest of one human volunteer while the 
other antenna is placed in the chest of another human 
volunteer of nearly same physic. Also to mimic real 
time scenarios, four real time cases such as F-F, S-S, F-S, 
S-F were also considered and the results were studied.

The measurement setup for off body condition is 
shown in the Fig. 16. The corresponding results are 
shown in the Fig. 17.

From the results, is can be understood that the mag-
nitude and phase response of the proposed antenna 
are consistent and linear for F-F, S-S, F-S and S-F sce-
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(b)
Fig. 17. Off body Transmission response (S21) under 
various setups (a) Magnitude of S21 (b) Phase of S21

d) Group Delay

To validate the phase distortions, a parameter called 
group delay is to be examined. It represents the distor-
tion in phase response alone.

The group delay is given by the expression below.

(8)

Where φ is the phase factor and ω is the angular fre-
quency. The group delay measurement was carried out 
with the measurement setups that were similar to the 
ones already depicted in Figs. 12, 14 and 16.

For free space and off body scenarios, group delay was 
measured for four cases F-F, S-S, F-S, S-F. The results are 
shown in the Figs. 18 and 19. From the figure it is seen 
that the group delay of the antenna under all the four 
cases are flat with variations being within the 0.5 ns. 

Fig. 18. Group delay (free space)

Fig. 19. Group delay (off body)

Fig. 20. Group delay (on body)

International Journal of Electrical and Computer Engineering Systems

Fig. 16. Measurement set up for off body 
communication (different bodies)

(a)

narios. So the proposed antenna exhibits acceptable 
transmission and reception characteristics under free 
space, on body and off body conditions.
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(9)

To find out the FF of the proposed antenna, one an-
tenna is used as a transmitter antenna and another as 
a receiving one. Fidelity factor was analyzed for four 
cases as already mentioned namely F-F, S-S, F-S and S-F. 
The transmitted and received signals were collected 
and applied in equation 4 for all the four cases. The ob-
tained FFs are tabulated in Table 2.

Table 2. FF for Various Cases

Cases F-F S-S F-S S-F

FF (flat) 0.912 0.916 0.902 0.906

FF (x-bent)           0.853 0.863 0.852 0.866

FF (y-bent) 0.889 0.875 0.895 0.883

Also to analyze the fidelity performance in various 
angles of receiver, instead of using a similar antenna or 
another kind of antennas as receiver, field probes were 
setup with various angular separation. Analysis is also 
done for both flat, bent and on body conditions. 

This simulation setup was developed using CST mi-
crowave studio and is shown in the Fig. 21 and the re-
sults are shown in Table 3.

Fig. 21. Simulation set up for fidelity analysis

Table 3. FF for Various Angles

Angular separation 
(in degrees) 30 60 90 120 150 180

FF (flat) 0.92 0.91 0.91 0.91 0.90 0.90

FF (x-bent) 0.83 0.83 0.82 0.81 0.80 0.79

FF (y-bent) 0.83 0.82 0.81 0.81 0.81 0.79

A good correlation between the transmitted and 
received pulse exists if the FF value is equal or above 
0.5 [29]. Looking into the values of FF in both table 2 
and table 3, all the FF values are above 0.5 which en-
sures good correlation between the transmitted and 
received pulses. 

5. QUALITATIVE ANALYSIS

To study the quality of the transmitted & received 
signal and also the proposed antenna, framing the link 
budget using the proposed device shall be certainly re-
quired. The link budget represents the received signal 
strength (RSS) of the antenna. With the conditions of ac-
ceptable impedance and polarization matching, the ex-
pression to evaluate the measured RSS is as follows [30].

(10)

Where, Ptx is the transmitted power, Prx is the received 
power, Gtx is the transmitter antenna gain, Grx is the re-
ceiver antenna gain, PL is the path loss. The measured 
path loss of the antenna is calculated using the expres-
sion as follows [30]

(11)

Where, d is the distance between the transmitter and 
receiver and λ is the operating wavelength. The path 
loss and in turn the received power is calculated for 
free space, on body and off body conditions at varying 
distances and the results were studied. 

For on body condition, the transmitter and receiver 
antennas were placed on the chest and belly locations 
with a measured separating distance of 200 mm (20 
cm). This represents the LOS case. For NLOS case, the 
receiver antenna was placed at the same separating 
distance but exactly at the back portion to the belly. 
Similar to this, the PL was calculated for free space and 
off body conditions. While evaluating PL for off body 
condition, on body gain of the transmitter antenna 
and the free space gain of the receiving antenna was 
considered which resembles the off body case. For free 
space PL, the free space gain was considered for both 
the antennas.

All the path loss values are tabulated in table 4. With 
the obtained PL values the link budget was analyzed by 
calculating the received power according equation 10 
at two target frequencies 2.45 and 5.8 GHz. The trans-
mitted power of the antenna is chosen to be 27 dBm 
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A flat response is found in all the cases which ensures 
minimum phase distortions. Some variations in the 
group delay is seen from 1.6 GHz to 1.9 GHz. But it may 
not be given more attention as it is not in the operational 
frequency range. The measured group delay of the an-
tenna for on body scenario is shown below in Fig. 20. The 
group delay shows good results with flat response.

e) Fidelity Analysis

While establishing communication in UWB systems, 
the shape of the UWB pulses has to be preserved from 
the period of transmission to reception. Analyzing this 
pulse preserving capability is said to be fidelity analy-
sis. The analysis term is called as fidelity factor (FF).

The expression used to evaluate the FF is as follows
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In order make a justified comparison with the avail-
able literatures, the distance between the transmitting 
and receiving antenna is taken to be 5m which was also 
considered for calculations in [33-36]. For this distance, 
the calculated LM under free space condition is 60 dB. 
This LM is comparatively better than the LM in [33-36]. 

A comparison of the proposed antenna’s perfor-
mance is shown in the Table 6.

On comparing with the existing works, the proposed 
antenna is lesser in size than [20, 23, 24, 32], more in 
gain than [30, 23-25, 32-35], higher in bandwidth than 
[25, 35], lesser in group delay than [20,24,25]. Also, bet-
ter performance in terms of communication link bud-
get is achieved on comparing with the link budget in 
[33-36] which is a notable feature of the antenna.

Table 6. Performance Comparison
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[20] 24 x 28 x 1.6 4.08 8.37 Up to 
10 ns NA NA

[23] 51.5 x 31 
x 1.6 5.97 10.39

up to 
0.5 
ns

NA NA

[24] 35.9 x 29.8 
x 1.6 6.5 9.2 up to 

4 ns NA NA

[25] 12.5 x 12.5 x 
1 mm3 4.12 7.7 up to 

4 ns NA NA

[26] 42 x 40 x 1.6 4.1 8.9 0.5 60 NA

[32] 36 x 36 x 9.5 6.4 NA NA 96 -105

[33] 14.8 x 21.7 x 
0.254 2.15 12.6 NA NS 12.24

[34] 15 x 15 x 
1.27 -31.4 0.261 NA NS 20

[35] 26 x 11 x 1 -36 NA NA NS 6.89

[36] 10 x 10 x 
1.27 -21 NA NA NS 50

Proposed 30 x 30 x 1 6.61 8 0.5 109 60

*NA – Not Analyzed, NS – Not Specified
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as per the suggestions in [31]. The obtained received 
signal power is tabulated in Table 5.

Table 4. Path Loss

Frequency (GHz)

PL (dB) for 100 mm

Free 
space

On body
Off body

LOS NLOS

2.45 31.15 32.69 33.20 31.92

5.8 36.04 36.70 37.12 36.38

Frequency (GHz)

PL (dB) for 200 mm

Free 
space

On body
Off body

LOS NLOS

2.45 45.02 46.55 47.02 45.79

5.8 49.93 50.56 51.10 50.24

Table 5. Received Signal Power

Frequency (GHz)

Prx (dBm) for 100 mm

Free 
space

On body
Off body

LOS NLOS

2.45 0.17 -1.69 -2.20 -0.76

5.8 -1.04 -1.95 -2.37 -1.5

Frequency (GHz)

Prx  (dBm) for 200 mm

Free 
space

On body
Off body

LOS NLOS

2.45 -13.70 -15.55 -16.02 -14.63

5.8 -14.93 -15.81 -16.35 -15.36

Based on this received signal power, the communica-
tion link margin (LM) is calculated as [32]

(12)

Where, Pa and Pr are the available and required pow-
er levels. 

LM is the difference between the available power and 
required power. The available power level is given by 

The required power level is given by

(13)

(14)

The parameters in equations (13) & (14) are adhered 
with the methods and values in [32] and Prx is taken 
from equation (10).
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6. CONCLUSION

The design, time domain and qualitative analysis of 
a dual mode UWB antenna has been discussed in this 
paper. The proposed antenna was able to provide 8 
GHz bandwidth with sufficient gain and less SAR. Free 
space and body centric measurements were carried 
out for analyzing the parameters like the magnitude 
and phase of the transmission coefficient, group delay 
with various scenarios. The magnitude of transmission 
coefficient is almost constant and change in phase is 
also linear with slight variations in the NLOS case alone. 
The group delay of the antenna is also constant with 
less variations which ensures reduced amount of dis-
tortion in the desired operational range. Fidelity factor 
was calculated under flat and bent conditions for vari-
ous cases and angles whose values are good enough to 
preserve the pulse during transmission and reception. 
Analysis of Link budget and Link margin ensured prop-
er and quality communication link. Thus the proposed 
antenna’s compliance with WBAN and UWB require-
ments makes it to be a promising candidate suitable 
for UWB based WBAN applications.
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Exploring Speech Emotion Recognition in Tribal 
Language with Deep Learning Techniques
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Abstract – Emotion is fundamental to interpersonal interactions since it assists mutual understanding. Developing human-computer 
interactions and a related digital product depends heavily on emotion recognition. Due to the need for human-computer interaction 
applications, deep learning models for the voice recognition of emotions are an essential area of research. Most speech emotion recognition 
algorithms are only deployed in European and a few Asian languages. However, for a low-resource tribal language like KUI, the dataset is not 
available. So, we created the dataset and applied some augmentation techniques to increase the dataset size. Therefore, this study is based 
on speech emotion recognition using a low-resourced KUI speech dataset, and the results with and without augmentation of the dataset 
are compared. The dataset is created using a studio platform for better-quality speech data. They are labeled using six perceived emotions: 
ସଡାଙ୍ଗିିିି (angry), େରହା (happy), ଆଜି (fear), ବିକାଲି (sad), ବିଜାରି (disgust), and େଡ଼କ୍‌ (surprise). Mel-frequency cepstral coefficient (MFCC) is used 
for feature extraction. The deep learning technique is an alternative to the traditional methods to recognize speech emotion. This study 
uses a hybrid architecture of Long Short-Term Memory (LSTM) and Convolutional Neural Networks (CNNs) as classification techniques for 
recognition. The results have been compared with existing benchmark models, with the experiments demonstrating that the proposed 
hybrid model achieved an accuracy of 96% without augmentation and 97% with augmentation.

Keywords: KUI Dataset, Speech Emotion Recognition, Deep Learning, Long Short-Term Memory, Data Augmentation
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1.  INTRODUCTION

Speech is the simplest, quickest, and most natural way 
to establish interaction between humans among the nu-
merous forms of communication. A crucial component 
of regular human activity is emotion. Emotions sup-
port decision-making and help people understand one 

another. It facilitates communication in terms of safety 
and security. Human emotions can be recognized using 
a variety of modalities, including speech, writing, and 
facial expressions. Speech Emotion Recognition (SER) 
aims to identify emotions as they are communicated 
in spoken language. While speech communication be-
tween humans and machines is improving, it is still not 
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interactive, natural, or organic communication as all the 
machines are not fully equipped to understand human 
emotions, specifically in low-resource scenarios. This is-
sue has given rise to a new area of study for researchers. 
Speech Emotion Recognition is the term for techniques 
that can successfully assist us in comprehending human 
emotions by identifying the speaker's emotional state 
from their speech. Speech can clearly express emotions, 
which may be utilized later to extract essential semantic 
information from the uttered words and enhance the ef-
fectiveness of speech recognition [1].

SER systems can be used in several applications that 
need human interaction, such as the caller’s emotions 
in a call centre that tracks the problem. A device that 
could behave like a human is also thought to require 
adding emotion recognition features. Doctors can 
learn about the patient's psychological and physical 
condition, which is an excellent achievement in the 
case of speech-emotion recognition. As a result, many 
researchers are getting more interested in SER research 
to create a recognition model that performs better.

Most speech emotion datasets are available in Ger-
man, English, and Spanish. Several SER studies have also 
been used in languages, including Odia, Tamil, Manda-
rin, and other European and Asian languages. For KUI, a 
Low Resourced Tribal language, there is a lack of speech 
emotion dataset even though it is one of the tribal lan-
guages of Odisha, spoken by over 10 million people in 
the Kandhamal District of Odisha and other states of 
India [2]. This work addresses this critical gap by devel-
oping a novel dataset specifically for the KUI language, 
thereby facilitating new research and development in 
underrepresented languages and advancing the field of 
Natural Language Processing (NLP). It introduces a hy-
brid model combining Convolutional Neural Networks 
(CNNs) and Long Short-Term Memory (LSTM) networks 
for emotion classification. This innovative approach le-
verages the strengths of both architectures: CNNs are 
effective for spatial feature extraction, while LSTMs excel 
at capturing temporal dependencies. By employing this 
hybrid model, we explore its performance using both 
original and augmented datasets, enhancing the diver-
sity of training data through techniques such as noise 
injection, time shifting, random gain, and polarity inver-
sion. Additionally, we detail the design and development 
process of our CNN-LSTM model, including parameter 
selection and feature extraction using Mel-Frequency 
Cepstral Coefficients (MFCCs) [3]. This comprehensive 
approach contributes to understanding emotion recog-
nition in the KUI language and is a foundation for future 
research in low-resource language processing [4]. 

The structure of this document is as follows. In Sec-
tion II, relevant research is provided, and the findings 
are discussed. The procedure for creating the KUI da-
taset and the feature extraction technique is explained 
in Section III. The suggested model categorization is 
shown in Section IV, and the performance metrics are 
shown in Section V. Section VI provides the outcomes. 

The paper's conclusion, which includes a scope and fu-
ture work, is included in Section VII.

2. LITERATURE SURVEY

Researchers now have more efficient opportunities 
to develop SER models using deep learning. Language, 
dataset properties, feature extractions, and various 
classifiers are all important factors in speech-emotion 
recognition systems [5]. Several researchers have ap-
plied machine learning and deep learning to detect 
emotions in English speech. 

More research needs to be done on the KUI language.  
Some KUI commands are trained and tested using deep 
learning models, which yields significant results [6]. Sev-
eral studies have been conducted to identify emotions 
in speech for a wide range of languages, but they have 
yet to be done for KUI speech, as shown in Table 1.

Jo et al. [7] presented a CNN-based transfer learn-
ing model for recognising emotions in Korean. Using 
Chosun University's Korean speech emotion database, 
they achieved an accuracy of 94.91%. This is a good 
performance, but accuracy is still required to improve 
in a tribal language.

Taj et al. [8] presented a 1D-CNN model for voice 
emotion identification in the URDU language. Al-
though Urdu has fewer resources, the model still gives 
an accuracy of 97%. They used the URDU dataset for 
the experiments. In this research, the authors compare 
the results with existing work based on CNN and SVM.

Amjad et al. [9] proposed deep convolutional neural 
networks (DCCNs) with two layers of long-short-term 
memory (LSTM). They identify the emotions from the 
spontaneous speech. They used SAVEE, IEMOCAP, and 
BAUM-1 datasets for emotion recognition. They got an 
accuracy of 94.78% for speaker-independent with the 
raw SAVEE dataset. 

Atila et al. [10] proposed an attention-guided 3D 
CNN-long short-term memory (LSTM) system for 
speech-based emotion identification. They used three 
datasets: RAVDESS, RML, and SAVEE, and a mixture 
of them. They compared the outcomes using the F1-
score, sensitivity, specificity, and classification accuracy. 
The RML dataset, which consists of different languages, 
gave an accuracy of 93%.

Table 1. Emotion Recognition in different languages

Ref Year of 
publication Dataset Language Model Used

[11] 2023 RAVDESS English CNN-LSTM

[12] 2023 CREMA-D English LSTM

[13] 2023

EMO-DB German

CNNSAVEE English

RAVDESS English

[14] 2023
EMO-DB German

DCNN-GWO
ENTERFACE05 English

[15] 2023 RAVDESS English Deep LSTM

[16] 2023 EMO-DB German DNN-SVM
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[17] 2023
RAVDESS English

1-D DCNN
EMO-DB German

[18] 2023

RAVDESS English

CNN
TESS English

CREMA-D English

IEMOCAP English

[19] 2023 AVEC, AFEW English ASP-MTL

[20] 2022
EMO-DB German

CADCN
URDU Urdu

[21] 2021 NSSED Sindhi 1D- CNN

[22] 2020 EMO-DB German CNN

[23] 2020

EMO-DB German

BiLSTMIEMOCAP English

RAVDESS English

[24] 2019 ARABIC Arabic CNN-LSTM

[25] 2019 EMIRATI Arabic GMM-DNN

[26] 2018 CUSTOM Malayalam DNN

[27] 2018 NCKU-ES Chinese
CNN

LSTM

[28] 2017

TELGU 
EMOTION Telgu

ANN

KNN

TAMIL 
EMOTION Tamil

ANN

KNN

[29] 2013 MANDARIN Chinese HMM

[30] 2010 ODIA Odia K-Means

3. MATERIAL AND METHODS 

3.1. DATASET

A KUI emotion speech dataset was generated from 
several speakers in the Kandhamal district of Odi-
sha for this study. A platform has been developed for 
data preparation in the KUI language [31]. The plat-
form snapshot is shown in Fig. 1. The manual dataset 
preparation takes more time. We have taken six com-
mon emotions in the dataset: ସଡାଙ୍ଗି, େରହା, ଆଜ,ି ବିକାଲି, 
ବିଜାରି and େଡ଼କ୍‌. The meaning of the KUI emotions is 
shown in Table 2. 

Fig. 1. Speech emotion data collection platform

There are 2,383 expressions of 6 different emotions 
in our dataset. At a rate of 16 kHz, each file is saved in 
wave format as linear 16-bit single-channel Pulse Code 
Modulation (PCM) values. We used a Zoom audio re-
corder, a laptop, and a mobile device to capture the 
speech expressions. To reduce noise, it is recorded in 
a studio. Our collection's male-to-female voices are 
equal to avoid bias. After the completion of data collec-
tion, the sampling rate of all the recordings is checked. 
The pre-processing stage involved the removal of un-

wanted background noise. The total dataset includes 
2383 different utterances.

Table 2. KUI Speech emotion and its meaning

Emotion 
(Kui)

Emotion 
(English)

Emotion 
(IPA)

#files
Original Augmented Total

ସଡାଙ୍ଗି Angry ɾaɡɔ 397 1588 1985

େରହା Happy kʰusi 400 1600 2000

ଆଜି Fear bʰɔjɔ 398 1592 1990

ବିକାଲି Sad d̪uhkʰɔ 397 1588 1985

ବିଜାରି Disgust biɾɔkt̪i 396 1584 1980

େଡ଼କ୍‌ Surprise astʃɔɾdʒjɔ 395 1580 1975

3.2. METHODOLOGY

The flow diagram of speech emotion recognition is 
shown in Fig. 2.  KUI speech emotion recognition mainly 
depends on feature extraction methods. It mostly takes 
several features out of the audio streams. After feature 
extraction, the features are sent into the classifier, fre-
quently referred to as input. The various emotions are 
identified using the inputs. The first and foremost stage 
of speech conversion is feature extraction. The vital goal 
of this process is to find the details of a speech signal. 
Over time, feature extraction needs to be consistent. 
In speaking, it must happen regularly and dynamically. 
There are several kinds of feature extraction techniques 
available [32]. The Mel-Frequency Cepstral Coefficient 
(MFCC) feature extraction approach is used in this paper.

3.2.1. DATA AUGMENTATION

The volume of data directly impacts the performance 
of deep learning. Deep learning is subject to overfit-
ting when used with limited datasets. Typically, the first 
thing that is thought about is approaching this chal-
lenge from the data level [33].

Fig. 2. Flow diagram of KUI emotion recognition
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For low-resourced languages, gathering extra infor-
mation can be challenging. Data augmentation aims to 
enhance the volume of data required for speech recog-
nition system training. Data augmentation effectively 
increases current data availability and allows model 
training without requiring new data. We can present the 
audio data in two ways, i.e., raw audio and spectrogram 
[34]. Data augmentation, a regularisation technique, 
generates new, slightly modified samples from the origi-
nal data to increase the training set. In this paper, four 
data augmentation strategies are considered as follows: 

i. Noise injection: We can use different types of noises 
for data augmentations. Noise may be environmental, 
background, white, or thick. In our case, we inject white 
noise, adding a random value to the original data.

ii. Shifting time: It just moves the audio left or right. 
If there is not enough trailing silence, the audio will 
wrap around. 

iii. Random gain: Random gain can change the am-
plitude. This method measures the loudness of the au-
dio. The original audio signal is multiplied by a random 
factor, which converts into an augmented signal.

iv. Polarity: An audio time-frequency representation 
is independent of polarity. An audio data augmenta-
tion that reverses the phase of an audio stream might 
be beneficial for raw waveforms. All phases will cancel 
out when the phase-inverted signal is added to the 
original signal. In this case, the signal is multiplied by 
$-1$ for the phase insertion.

3.2.2. FEATURE EXTRACTION

Mel-Frequency Cepstral Coefficient (MFCC):

The European Telecommunications Standards Insti-
tute defines the MFCC algorithm. MFCC is an efficient 
method for feature extraction. It considers the frequen-
cies of human perception sensitivity, which can be 
treated as one of the best tools for speech recognition. 
The block diagram of MFCC is described in Fig. 3. Vari-
ous types of steps for finding the Mel-Frequency Ceps-
tral Coefficient [35] are described in eqn 1 through 5.

Pre-emphasis: This step increases energy to higher 
frequencies, possibly related to vowels with more en-
ergy at low frequencies than at high frequencies. It 
improves the detection accuracy and uses a filter to 
increase higher frequencies.

y[n]=x[n]-α∙x[n-1] (1)

Where x[n] is the input signal, and y[n] is the pre-em-
phasized signal

Framing: In this step, the signal is split into small time 
frames where each frame can be independently ana-
lyzed and represented as a single feature vector. The 
frame time length of the extracted speech is 25-30 ms. 
The overlapping of the frames is very useful to reduce 
the loss of information. The advantage is not to do the 
Fourier transform across the entire signal.

xf [i]=x[i.R:(i+1).R-1],i= 0,1,…,L-1 (2)

Here, xf [i] represents the i-th frame. R is the frame 
length and L is the number of frames.

Windowing: It involves slicing the sound's waveform 
into different frames. But it cannot split at the bound-
ary of the frame. For slicing, the audio signal amplitude 
should drop near the edge of a frame. Therefore, it is 
better to use Hamming windows to chop the signal.

xw [i]=xf [i]∙w[i],i=0,1,…,R-1 (3)

Here, xw [i] is the windowed frame. 

Fast Fourier Transform (FFT): The frequency domain 
is created from the time domain using the Fast Fourier 
Transform (FFT) technique, as the time domain calcula-
tion is more complicated than the prevalence domain.

X[k]=FFT(xw) (4)

Where X[k] is the spectrum of the frame.

Mel Filter Bank: The way of receiving the sound of our 
ears and the machine is different. We can differentiate 
easily if we hear sound at 10HZ and 30HZ, but it is not 
easy to distinguish if it becomes 1000HZ and 1020HZ. 
But the machine resolution is the same at all frequencies. 
Thus, the human hearing property will improve perfor-
mance. Therefore, we use the mel scale to map the ac-
tual frequency. The power spectrum uses the filter bank 
to sum up the energies. This energy is applied with the 
algorithm to find the mel frequency co-efficient.

Hm[k]=∑i=0
N-1 X[i] ∙Hm [i,k], m=0,1,,,,,M-1 (5)

Here, Hm [k] is the output of the m-th filter bank. N is 
the number of FFT points and M is the number of mel 
filters.

Fig. 3. Block diagram of Mel-Frequency Cepstral 
Coefficient

4. MODEL BUILDING

Many neural network approaches are utilized for voice 
emotion recognition. Speech emotion recognition in a 
low-resource KUI language has not yet been researched or 
developed. This work used the Long Short-Term Memory 
(LSTM) and Convolutional Neural Network (CNN) models. 
Taking the above two models, we propose a hybrid model 
and compare the model accuracy with performance met-
rics. We also compare the accuracy before data augmen-
tation and after data augmentation. We used Python to 
implement our research work. The data were split into 
three different training and testing sets for classification, 
i.e., 90%-10%, 80%-20%, and 70%-30%. We also compare 
the results by taking the different epoch sizes. 
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4.1. CONVOLUTIONAL NEURAL NETWORKS 
 (CNN) MODEL 

As Convolutional Neural Networks (CNNs) are good 
at identifying local patterns in spectrogram representa-
tions of audio data, they have become essential tools 
in speech emotion recognition [13]. For this purpose, 
CNNs usually have convolutional layers and pooling 
layers, allowing them to extract discriminative features 
from raw audio input automatically. Through multiple 
layers of convolution and pooling, CNNs hierarchically 
extract features at different levels of abstraction, fa-
cilitating the identification of emotional cues such as 
pitch variations, spectral changes, and temporal dy-
namics in speech signals. After learning these repre-
sentations, fully connected layers are provided for clas-
sification, where the model can predict the emotional 
state associated with the input speech segment. With 
appropriate training data and optimization strategies, 
CNNs have demonstrated promising performance in 
various emotion recognition tasks, offering robustness 
to noise and variability in speech signals while requir-
ing minimal preprocessing of the input data [36]. Us-
ing convolutional layers, the Convolutional Neural Net-
work (CNN) in KUI speech emotion recognition extracts 
hierarchical characteristics from the speech signal rep-
resentations, as stated in equation 6.

CNN(x)=Conv1D(ReLU(BatchNorm(x))) (6)

Where x represents the input feature of the speech 
signal, Conv1D denotes the 1D convolutional opera-
tion, ReLU is the rectified linear activation function and 
BatchNorm represents batch normalization and accel-
erates training.

4.2. LONG SHORT-TERM MEMORY (LSTM)

Emotion recognition has demonstrated the significant 
efficacy of Long Short-Term Memory (LSTM) models, es-
pecially when evaluating sequential input like speech. 
Recurrent Neural Networks, or RNNs, are particularly 
good at recognizing the temporal dynamics and long-
range dependencies in voice signals. By processing 
speech input over time through recurrent connections 
with gated memory cells, LSTMs can learn intricate pat-
terns and contextual information crucial for discerning 
emotional states [27]. This capability allows them to cap-
ture nuanced features like prosody, intonation, and sub-
tle variations in speech, which indicate different emo-
tions. Furthermore, LSTMs can handle variable-length 
input sequences, making them suitable for analyzing 
speech segments of varying durations by integrating 
LSTMs with additional layers, such as attention mecha-
nisms or combining them with other architectures like 
CNNs. Researchers have demonstrated the accuracy of 
LSTM models in capturing the temporal dynamics and 
complex nuances inherent in emotional speech by 
achieving state-of-the-art performance in speech emo-
tion recognition [37]. It is possible to build an LSTM mod-
el for emotion recognition, as stated in eqn 7.

LSTM(x)=LSTM(xm, hm-1, cm-1) (7)

Where xm symbolizes the input at that moment m , 
hm-1 denotes the previous hidden state, a time step m-1. 
cm-1 represents the previous cell state at the moment 
m-1 and LSTM denotes the cell operation.

4.3. HYBRID MODEL

We present a hybrid model that includes CNN and 
LSTM. The convolution layer in our HYBRID model 
shows the feature map sequence and recognizes signif-
icant areas and varied length utterances. In the activa-
tion layer, a non-linear activation function is used. The 
Rectified Linear Unit (ReLU) has been utilized. When a 
layer is dense, the Softmax activation function is ap-
plied. The design, development, and assessment of the 
model, parameter selection, and feature selection for 
the MFCC in the HYBRID model for emotion classifica-
tion are the primary contributions of this study.

The model uses multiple Conv1D layers with various 
filter and kernel sizes (3,5), extracting significant features 
from the input data. The hierarchical extraction captures 
local and global patterns in the data, which is crucial for 
tasks such as emotion classification, where subtle differ-
ences in the features matter. The LSTMs employed cap-
ture temporal dependencies within the sequential data, 
while the CNN is excellent for spatial feature extraction, 
making the proposed hybrid architecture leverage the 
strengths of both architectures. After the feature extrac-
tion and sequence learning phases, the model flattens 
the output from the LSTM layer and feeds it into dense 
layers. The 512-unit dense layer with ReLU activation and 
batch normalization processes the features before the fi-
nal classification layer, passing it to the output layer. It 
uses a softmax activation function for multi-class classifi-
cation, making the model suitable for categorizing emo-
tions into distinct classes. The KUI dataset with limited 
resources is used in this research. The hybrid model can 
be described as a sequence of operations performed on 
the input data, as stated below.

1. Input:
•	 Input data shape:  

(batch_size, sequence_length, 1)
2. Convolutional Layers:
•	 Conv1D with 512 filters, kernel size 5, strides 1, 

and ReLU activations, followed by batch normal-
ization and max pooling:

  Conv1D 512 (x)
  →BatchNormalization(x)
  →MaxPool1D(x)
•	 Output shape: 

(batch_size, sequence_length/2, 512)
3. Convolutional Layers:
•	 Conv1D with 512 filters, kernel size 5, strides 1, 

and ReLU activations, followed by batch nor-
malization and max pooling:
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  Conv1D512(x)

  →BatchNormalization(x) 
  →MaxPool1D(x)

•	 Output shape: 
(batch_size, sequence_length/4, 512)

4. Convolutional Layers:

•	 Conv1D with 256 filters, kernel size 5, strides 1, 
and ReLU activations, followed by batch nor-
malization and max pooling:

  Conv1D256(x)

  →BatchNormalization(x) 
  →MaxPool1D(x)

•	 Output shape:  
(batch_size, sequence_length/8, 256)

5. Convolutional Layers:

•	 Conv1D with 256 filters, kernel size 3, strides 1, 
and ReLU activations, followed by batch nor-
malization and max pooling:

  Conv1D256(x)

  →BatchNormalization(x) 
  →MaxPool1D(x)

•	 Output shape: 
(batch_size, sequence_length/16, 256)

6. Convolutional Layers:

•	 Conv1D with 128 filters, kernel size 3, strides 1, 
and ReLU activations, followed by batch nor-
malization and max pooling:

  Conv1D128 (x)

  →BatchNormalization(x)

  →MaxPool1D(x)

•	 Output shape: 
(batch_size, sequence_length/32, 128)

7. LSTM Layer:

•	 LSTM layer with 256 units, returning sequences.

8. Flatten Layer:

•	 Flatten the output of the LSTM layer to prepare 
it for the dense layers.

9. Dense Layers:

•	 ReLU activation and 512-unit dense layer are 
followed by batch normalization.

•	 Output shape: (batch_size, 512)

10. Output Layer:

•	 Dense layer with 6 units and softmax activation 
for multi-classification.

•	 Output shape: (batch_size, 6)

5. PERFORMANCE MEASURE OF HYBRID DEEP 
LEARNING MODELS

Performance metrics in speech emotion recognition 
are crucial for evaluating the effectiveness of models in 
classifying emotional states from speech signals. Com-
monly used metrics include accuracy, precision, recall, 

and F1-score [38]. Mathematically, all the metrics are 
represented in eqn 8 through 11.

•	 Precision: Voice emotion recognition systems must 
achieve high precision for practical uses in sentiment 
analysis, customer service, human-computer interac-
tion, and psychology research. This guarantees that 
the system can accurately recognize and react to spo-
ken language's emotional content, which is essential 
for offering suitable and efficient communication in-
terfaces and services.

Precision=TP/(TP+FP) (8)

Where TP denotes the number of positive instanc-
es correctly classified by the model and FP denotes 
the number of negative instances incorrectly clas-
sified as positive by the model.

•	 Recall: Recall in speech emotion recognition refers to 
a system's or model's capacity to accurately identify 
every occurrence of an emotion class from the da-
taset's total number of instances of that emotion. It 
measures the system's ability to capture all relevant 
instances of a specific emotion without missing any.

Recall=TP/(TP+FN) (9)

Where TP are the instances correctly identified as 
positive and FN denotes instances incorrectly iden-
tified as negative.

•	 Accuracy: Accuracy in speech emotion recognition 
refers to the degree to which a system can correctly 
identify the emotional state conveyed by human 
speech. This is typically measured as the percentage 
of correctly identified emotions out of the total num-
ber of emotions analyzed.

Accuracy=(TP+TN)/(TP+TN+FP+FN) (10)

Where TN denotes the number of correctly pre-
dicted negative instances.

•	 F1 Score: An often-used statistic in speech emotion 
identification is the F1 score, which assesses how 
well emotion categorization models perform. The 
F1 score is a model accuracy metric considering the 
model's recall and precision.

F1 Score=2*(Recall*Precision)/(Recall+Precision) (11)

6. RESULTS AND ANALYSIS

The study presented in this article compares promi-
nent deep-learning algorithms to identify the emotion 
from KUI speech. We have considered six emotions 
ସଡାଙ୍ଗି (angry), େରହା (happy), ଆଜି (fear), ବିକାଲି (sad), 
ବିଜାରି (disgust), and େଡ଼କ୍‌ (surprise). We have compared 
the results of CNN and LSTM with our proposed HY-
BRID model. The experiment was done for data with-
out augmentation as well as with augmentation. As 
mentioned before, we test deep learning models using 
our KUI dataset. We use 90:10, 80:20, and 70:30 ratios 
for training and testing. During the training phase, the 
batch size is set to 32. First, we train the model without 
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data augmentation using different parameters for our 
dataset. We used 0.01 as the learning rate. Initially, we 
used an epoch size of 50 in our experiment and trained 
with various split ratios. The testing accuracy of CNN 
is 0.91, whereas LSTM gives 0.93, and our proposed 
model has a maximum accuracy of 0.94. Similarly, the 
training and testing procedure was done for different 
epoch sizes. The graphical representation of the testing 
accuracy of all models having a split ratio of 80:20 with 
varying sizes of epoch is shown in Fig. 4 through 7. 

Next, we train the model with the augmented data-
set. After the data augmentation methods, our dataset 
size increased to 11915, and we input it into our mod-
els. The graphical representation of testing accuracy of 

all models with data augmentation having a split ratio 
of 80:20 with different epoch sizes is shown in Fig. 8 
through 9. Table 3 displays details of all tests’ accuracy 
of both augmentation and without augmentation

It is evident in Fig. 4 to Fig. 9 that across all the epoch 
sizes taken, the hybrid model consistently achieves the 
highest accuracy, showing fewer fluctuations in accu-
racy, indicating a more stable training process than the 
individual CNN and LSTM models. It also shows the ben-
efits of combining CNN and LSTM architectures. This is 
also shown in the classification report in Tables 3 and 4. 
All the models taken show convergence to a high accu-
racy over time, but the proposed hybrid model achieves 
the best accuracy faster and maintains it better. 

Fig. 4. Testing Accuracy without 
augmentation using epoch size 100

Fig. 5. Testing Accuracy without 
augmentation using epoch size 200

Fig. 6. Testing Accuracy without 
augmentation using epoch size 300

Fig. 7. Testing Accuracy without 
augmentation using epoch size 400

Fig. 8. Testing Accuracy with 
augmentation using epoch size 300

Fig. 9. Testing Accuracy with 
augmentation using epoch size 400

Table 3. Accuracy of different Models

 Accuracy of different Models

No of epochs split-ratio
without augmentation with augmentation

CNN LSTM HYBRID Model CNN LSTM HYBRID Model

50

70-30 0.81 0.92 0.93 0.91 0.93 0.95

80-20 0.91 0.93 0.94 0.96 0.97 0.97

90-10 0.86 0.93 0.95 0.94 0.95 0.96

100

70-30 0.89 0.93 0.94 0.93 0.94 0.96

80-20 0.93 0.94 0.95 0.96 0.96 0.97

90-10 0.91 0.95 0.95 0.94 0.96 0.97

200

70-30 0.91 0.94 0.95 0.95 0.95 0.96

80-20 0.94 0.95 0.96 0.96 0.97 0.97

90-10 0.92 0.95 0.96 0.95 0.96 0.97

300

70-30 0.93 0.95 0.96 0.94 0.96 0.96

80-20 0.94 0.95 0.96 0.94 0.95 0.97

90-10 0.92 0.95 0.95 0.94 0.96 0.97

400

70-30 0.91 0.93 0.94 0.94 0.95 0.96

80-20 0.95 0.95 0.96 0.95 0.96 0.97

90-10 0.91 0.95 0.96 0.95 0.97 0.97
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The classification metrics of all the models with dif-
ferent epoch sizes without augmentation are shown 
in Table 4. Our proposed model's performance matrix 
gives better results than others. The classification met-

rics of all the models with different epoch sizes with 
augmentation are also shown in Table 4. Our proposed 
model's performance matrix gives better results than 
others in the case of data augmentation.

Table 4. Comparing various performance metrics

Comparing various performance metrics

Epoch 
Size

Performance 
indicators

without augmentation with augmentation

CNN LSTM HYBRID Model CNN LSTM HYBRID Model

70-
30

80-
20

90-
10

70-
30

80-
20

90-
10

70-
30

80-
20

90-
10

70-
30

80-
20

90-
10

70-
30

80-
20

90-
10

70-
30

80-
20

90-
10

50

Precision 0.8 0.88 0.88 0.90 0.91 0.91 0.92 0.92 0.89 0.89 0.95 0.93 0.90 0.98 0.95 0.93 0.91 0.97

Recall 0.84 0.89 0.82 0.91 0.95 0.93 0.93 0.95 0.94 0.91 0.97 0.96 0.95 0.97 0.94 0.95 0.99 0.94

F1-Score 0.82 0.88 0.85 0.90 0.93 0.92 0.92 0.93 0.91 0.9 0.96 0.94 0.92 0.97 0.94 0.94 0.95 0.95

100

Precision 0.91 0.89 0.94 0.93 0.95 0.95 0.96 0.95 0.93 0.94 0.95 0.92 0.89 0.96 0.94 0.95 0.97 0.98

Recall 0.9 0.94 0.91 0.94 0.93 0.96 0.93 0.94 0.98 0.91 0.93 0.94 0.94 0.94 0.98 0.96 0.94 0.95

F1-Score 0.9 0.91 0.92 0.93 0.94 0.95 0.94 0.94 0.95 0.92 0.94 0.93 0.91 0.95 0.96 0.95 0.95 0.96

200

Precision 0.93 0.89 0.92 0.92 0.92 0.94 0.95 0.93 0.96 0.95 0.97 0.93 0.97 0.98 0.93 0.94 0.98 0.95

Recall 0.9 0.92 0.93 0.95 0.93 0.93 0.96 0.96 0.97 0.93 0.94 0.96 0.98 0.95 0.96 0.98 0.97 0.98

F1-Score 0.91 0.9 0.92 0.93 0.92 0.94 0.95 0.94 0.96 0.94 0.95 0.94 0.97 0.96 0.94 0.96 0.97 0.96

300

Precision 0.93 0.91 0.89 0.93 0.95 0.88 0.92 0.93 0.91 0.93 0.93 0.92 0.94 0.93 0.92 0.97 0.95 0.96

Recall 0.92 0.92 0.90 0.96 0.96 0.93 0.96 0.97 0.92 0.96 0.9 0.89 0.95 0.94 0.89 0.96 0.93 0.98

F1-Score 0.92 0.91 0.89 0.94 0.95 0.90 0.94 0.95 0.91 0.94 0.91 0.90 0.94 0.93 0.90 0.96 0.94 0.97

400

Precision 0.89 0.93 0.95 0.95 0.91 0.96 0.92 0.93 0.92 0.92 0.91 0.89 0.92 0.92 0.94 0.98 0.95 0.91

Recall 0.92 0.89 0.94 0.92 0.92 0.91 0.96 0.96 0.89 0.96 0.93 0.93 0.93 0.94 0.97 0.94 0.99 0.93

F1-Score 0.9 0.91 0.94 0.93 0.91 0.93 0.94 0.94 0.90 0.94 0.92 0.91 0.92 0.93 0.95 0.96 0.97 0.92

The confusion matrix, which shows the different per-
formances of the classifiers for predicting the various 
emotions for KUI speech, is a table frequently used to 
characterize the performance of a classification model. 
The predicted labels are shown on the x-axis of the con-
fusion matrix, while the actual labels are shown on the 
y-axis. Figures 10, 12, and 14 show the confusion matrix 
for CNN, LSTM, and HYBRID models without data aug-
mentation. Overall, disgust was well-predicted, with a 
value of 90 by all classifiers. 

Our proposed HYBRID model is the sole classifier with 
predictive ability for emotions, surprise, and anger, having 
81 and 73, respectively, while another classifier failed to 
predict it. In contrast, fear is poorly predicted by all of our 
models compared to other emotions. A potential reason 
might be the minimal number of records in the dataset 
used to train classifiers to predict this emotion. CNN and 
LSTM are better at recognizing fear based on our pro-
posed model. Our suggested model produced reason-

able prediction rates for the emotions of surprise and an-
ger. It can be concluded that our proposed HYBRID model 
scored better at predicting emotions than the other two 
classifiers in the case of without data augmentation.

Using the data augmentation methods, we enhance 
our datasets. We also generated the confusion matrix us-
ing data augmentation. As shown in Fig. 11, 13, and 15, 
the confusion matrix of CNN, LSTM, and HYBRID models, 
respectively. All classifiers correctly identified sad emo-
tions, as indicated by their excellent prediction score. 
Except for the angry emotion, all predicted values are 
more in the case of our proposed HYBRID model. The 
prediction of sad is equal for both LSTM and our pro-
posed model. From the above, it can be seen that our 
suggested HYBRID model outperformed the other two 
classifiers regarding emotion recognition. The accuracy 
of several deep learning models in different languages 
is shown in Table 5. Our proposed model outperformed 
better as we used the low-resourced tribal dataset.
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Fig. 10. Confusion matrix of CNN without 
augmentation

Fig. 11. Confusion matrix of CNN with 
augmentation

Fig. 12. Confusion matrix of LSTM without 
augmentation

Fig. 13. Confusion matrix of LSTM with 
augmentation

Fig. 14. Confusion matrix of HYBRID without 
augmentation

Fig. 15. Confusion matrix of HYBRID with 
augmentation

Table 5. Speech emotion recognition of different 
models for different languages

Work Methods Accuracy

Jo et al. [7] Bi-LSTM 94.91

Taj et al. [8] CNN 97.00

Atila et al. [10] 3D-CNN 96.00

Mohan et al. [11] CNN-LSTM 70.56

Itponjaroen et al. [12] LSTM 89.72

Alluhaidan et al. [13] CNN 96.60

Suprava et al. [15] D D LSTM 98.50

Dal Rì et al. [18] CNN 100.00

Laghari et al. [21] 1D-CNN 91.00

Issa et al. [22] CNN 86.10

Sajjad et al. [23] BiLSTM 85.57

Hifny et al. [24] CNN-LSTM-DNN 87.20

Huang et al. [27] LSTM 82.00

Proposed Method CNN+LSTM 97.00
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7. CONCLUSIONS

In recent years, identifying emotions in speech has 
emerged as a prominent study area. The systems can 
improve direct communication with the machines. 
Several factors may affect these types of systems, such 
as diverged emotions, datasets, feature extraction 
methods, data preprocessing, and classifiers.

Developing a deep learning approach for KUI speech 
emotion recognition was the primary objective of 
this work. The CNN, LSTM, and HYBRID model evalua-
tions are presented in experiments. The hybrid model 
achieved the best accuracy, with rates ranging from 
93% to 97%. This study highlights insufficient research 
on categorizing emotions in a tribal language. The out-
come also demonstrated that the best emotion to be 
predicted by all classifiers is sadness. Furthermore, a 
statistical analysis shows the reliability of the suggest-
ed approach's capability to recognize KUI emotions.

    KUI is a low-resourced language, making dataset 
preparation a significant challenge. To enhance the lan-
guage-independent KUI emotion recognition capabil-
ity, more datasets in different languages may be added. 
We want to extend our methodology by including a 
broader range of emotion recognition algorithms to 
increase our emotion recognition system's robustness 
and accuracy. 
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Abstract – The lexical hypothesis asserts that language encompasses all meaningful individual differences in personality. Language is 
a vital tool for communication and self-expression, making it essential for understanding and assessing human personality. This paper 
investigates personality recognition from language use, emphasizing the significance of language in capturing and analyzing personality 
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effectiveness of language use in predicting personality traits, employing multiple feature extraction and data augmentation techniques to 
enhance the accuracy and robustness of the personality recognition models. Our approach involves training a generative model, PersonaG, 
on the Essays dataset, subsequently using it to generate augmented data (AUG-Essays). We compare the performance of machine learning 
classifiers using LIWC, TF-IDF, Glove, and Word-Vec features on both Essays and AUG-Essays datasets. Our findings demonstrate significant 
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1.  INTRODUCTION

Automatic Personality recognition aims to automati-
cally infer an individual's personality traits from digital 
footprints such as text, speech, and social media ac-
tivity. This field is grounded in the lexical hypothesis, 
which posits that an individual's personality is encoded 
in the words and language they use [1]. Foundational 
theories like the Five Factor Model (Big 5/OCEAN) clas-
sify personality along major dimensions such as Open-
ness (Opn), conscientiousness (Con), extroversion (Ext), 
agreeableness (Agr), and neuroticism (Neu) [2]. Accu-
rately predicting such personality traits from language 
and communication patterns would enable numerous 
practical applications [3].

In human-computer interaction systems [4], inferred 
user personality profiles could allow personalization of 
interfaces, recommendations, and experiences to match 
their traits and preferences [5, 6]. Understanding cus-
tomer personality derived from reviews, social posts, and 
surveys can inform targeted advertising and engagement 

strategies [7]. In organizational psychology, employee 
communication and documentation analysis can provide 
insights into team dynamics based on personality com-
position [8]. Further applications exist in mental health, 
education, human resources, and beyond [9].

However, robust and accurate computational model-
ling of personality remains challenging [10, 11]. Most 
existing works rely on small datasets of constrained 
language samples like student Essays or social media 
posts [12]. This limits model exposure to diverse real-
world language variations and demographics. Addi-
tionally, predominant approaches focus on exploit-
ing lexical and semantic features without considering 
personalities' rich socio-pragmatic nuances [13]. Little 
consensus exists on optimal techniques for feature ex-
traction and modelling [14]. Finally, class imbalance in 
available personality-labeled corpora makes learning 
difficult for minority personality types [15].

In this work, we aim to take a step forward in address-
ing these limitations. Our contributions are three-fold: 
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(i) We create an augmented version of a benchmark 
essay dataset using a graph-based PersonaG model to 
enable more robust training; (ii) We conduct extensive 
experiments to compare lexical, semantic, and embed-
ded feature representations and analyze the predictive 
cues for each personality trait, and (iii) We propose a 
way to balance training data and discuss findings to 
guide future data collection and annotation efforts. 

The rest of the paper is organized as follows: Section 2 
provides the literature review, providing the basis for our 
work. Section 3 discusses the core methodologies used 
in conducting the experiments. The results are reported 
in tabular forms in Section 4. Section 5 provides a de-
tailed discussion of the reported results. Finally, Section 
6 provides the concluding remarks and future work.

2. LITERATURE REVIEW

Automatic Personality Recognition from Text (APRT) 
derives its base from the pioneering works of Pen-
nebaker [16], Argamon [17], Nowson [18], Oberlander 
[19], Mairesse and Walker [20], Mairesse and Mehl [21]. 
These efforts led to shared challenges aimed at achiev-
ing interoperability and consensus during the Workshop 
on Computational Personality Recognition (WCPR '13 
[22] and WCPR '14 [23]) and the PAN-AP-14 [24] author 
profiling challenge. Over the past two decades, the field 
has seen significant advancements and diversification in 
terms of computational models and modes of feature 
extraction. Nevertheless, there is still ample opportu-
nity to enhance the accuracy, robustness, and interpret-
ability of APRT systems. Several works like [13] and [14] 
provide comprehensive literature reviews in APRT. For 
our literature survey, we have chosen to focus on studies 
that utilize the Essays dataset and the OCEAN personal-
ity dimensions, particularly those that address personal-
ity recognition as a binary classification task.

Argamon et al. [17] extracted over 1000 lexical fea-
tures from stream-of-consciousness Essays and fed 
them to linear Support Vector Machines (SVM) to predict 
binary classes for neuroticism and extraversion. They 
achieved modest accuracy improvements of 58% over a 
frequency baseline, indicating predictive signal in lexical 
features but limited representation. Mairesse et al. [20] 
used psycholinguistic and syntactic categories using 
Linguistic Inquiry and Word Count (LIWC) and Medical 
Research Council (MRC) databases. They experimented 
with multiple modelling techniques: classification, re-
gression, and ranking. For the classification task, six dif-
ferent classifiers, C4.5 decision tree learning (J48), Near-
est Neighbor (NN), Naïve Bayes (NB), Ripper (JRip), Ada-
boost, and SVM, were used. However, the average accu-
racy reported for the Essays dataset is 58.7%. Tighe et al. 
[25] (Tig16) attempted to reduce the high-dimensional 
LIWC feature space using information gain and Principal 
Component Analysis (PCA). Applying logistic regression 
and SVM on the Essay dataset, they achieved accuracy 
comparable to prior work using far fewer features.

Majumder et al. [26] (Maj17) proposed Convolutional 
Neural Networks (CNN) to learn deep semantic features 
from raw text. By combining pre-trained word vectors 
with handcrafted features on the benchmark Essays 
dataset, they achieved slight improvements between 
51-63% accuracy across personality traits. Yuan et al. 
[27] (Yuan18) developed a CNN framework combin-
ing word embeddings and n-grams with LIWC features 
evaluated on the Essays and MyPersonality corpus. 
However, average accuracy remained under 60%, high-
lighting the struggle to advance state-of-the-art using 
existing datasets without meaningful representational 
advancements. Mehta et al. [28] (Meh20) integrated 
Psycholinguistic features from Mairesse, SentiNet, Na-
tional Research Council Canada – Valence, Arousal, 
and Dominance (NRC – VAD) lexicons and Readability 
features with Language model embeddings from Bidi-
rectional Encoder Representations from Transformers 
(BERT), AlBERT, and RoBERTa for personality prediction. 
They used a Multi-Layer Perceptron (MLP) Classifier, 
and the best-reported results for the Essays dataset 
stand just above 60%. Kazameini et al. [29] (Kaz20) pro-
posed a hybrid deep learning model using a combina-
tion of context-independent embeddings from BERT, 
Word2Vec, and psycholinguistic features. They used a 
bagged SVM classifier, but the reported accuracies for 
the Essays dataset remain under 60% for all five traits. In 
their experiments for predicting personality from text, 

Jiang et al. [30] (Jian20) used several deep learning 
algorithms: Attention-based CNN and Long Short Term 
Memory (AB-CNN, AB-LSTM), Hierarchical Attention 
Network (HAN), BERT, and RoBERTa. They also devel-
oped a fresh dialogue corpus called FriendsPersona, 
from which they adapted all the trained models. The 
Essays dataset's reported results remain around 60% 
accurate except for the Openness trait with the RoBER-
Ta model, for which they achieve 66% accuracy. Wang 
et al. [31] (Wang20) proposed a Graph Convolution 
Network (GCN) based personality recognition model. 
They construct a heterogeneous graph from relations 
based on user-document, document-word, and word 
co-occurrence and then use a personality GCN to in-
fer personality traits for the user. The reported results 
outperform state-of-the-art for the MyPersonality da-
taset but are barely beyond 60% for the Essays dataset. 
Xue et al. [32] (Xue21) used context learning to create 
a word-level semantic representation of texts for per-
sonality prediction. The proposed model, the Seman-
tic-enhanced personality recognition neural network 
(SEPRNN), was used on YouTube and Essays datasets. 
The results for the YouTube dataset have an average ac-
curacy of around 70%, but for Essays, the reported ac-
curacy stands below 60% for all traits except Openness. 
Demerdash et al. [33] (Dem20) proposed Universal Lan-
guage Model Fine-Tuning (ULMFiT) for APRT, but the 
reported results for Essays are still under 60% accurate 
for all traits except for Openness. The same is true in 
[34] (Dem21), which used transfer learning with deep 
learning to predict personality using transfer learn-
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ing. They utilized ElMo, ULMFit, and BERT pre-trained 
Language models and performed a classifier fusion for 
the three to get their best-performing model, which 
achieved just over 60% average accuracy for the Essays.

Kerz et al. [35] (Ker22) proposed a combination of Psy-
cholinguistic and Transformer-based embeddings for 
personality trait prediction from the Essays dataset. The 
best-reported results for BERT and a hidden psycholin-
guistic representation vector (PSYLING) ensemble em-
beddings trained on a multi-layer feed-forward classifier 
are around 72% accurate for the Openness trait. How-
ever, the average accuracy remains around 63%. Roy et 
al. [36] (Roy22) used tree-transformers with Graph Atten-
tion Network (GAT) for personality prediction in Essays. 
Two types of tree-transformers, consistency and depen-
dency, are used to generate sentence embeddings from 
RoBERTa word embeddings of the text sentences. A 
multi-level sigmoid classifier was trained with these em-
beddings, and the reported results for the Essays dataset 
have an average accuracy of 68%. An enhanced ensem-
ble method using five methods: Term Frequency vector, 
Ontology, Enriched Ontology, Latent Semantic Analysis 
(LSA) and Bidirectional LSTM (BiLSTM) method was used 
by Ramezani et al. (Ram22a) [37] for personality predic-
tion of Essays dataset. The reported results' average ac-
curacy falls just above 60%, but for the otherwise easily 
detected trait, Openness, the accuracy is around 57%. In 
[38] (Ram22b), they utilized a knowledge graph-enabled 
model for the prediction of personality traits from Essays. 
Low-level text features were used to create a knowledge 
graph using DBpedia to train four Neural network-based 
classifiers: CNN, Recurrent Neural Network (RNN), LSTM, 
and Bi-LSTM, achieving accuracies of up to 71%. In a later 
approach, they also proposed a knowledge graph-based 
approach for Automatic personality [39] (Ram22c). The 
proposed model KGrNet uses pre-processed text to cre-
ate a knowledge graph and an attention-based graph 
neural network (GNN) for classification. The results out-
perform the state of the art. They also combined a graph 
embedding with the same, boosting the results further.

Table 1. Performance Comparison of recent 
existing works

BASE
ACCURACY

Open Con Ext Agr Neu AVG
Tig16 61.95 56.04 55.75 57.54 58.31 57.92

Maj17 62.68 57.30 58.09 56.71 59.38 58.83

Yuan18 62.00 57.00 58.00 56.00 59.00 58.40

Dem20 63.30 57.00 58.85 59.25 59.88 59.85

Kaz20 62.09 57.84 59.30 56.52 59.39 59.03

Xue21 63.16 57.49 58.91 57.49 59.51 59.31

Ram22a 56.30 59.18 64.25 60.31 61.14 60.24

Meh20 64.60 59.20 60.00 58.80 60.50 60.62

Dem21 65.60 59.52 61.15 60.80 62.20 61.85

Wang20 64.80 59.10 60.00 57.70 63.00 60.92

Jian20 65.86 58.55 60.62 59.72 61.04 61.16

Ker22 71.95 61.38 63.01 60.16 60.98 63.50

Roy22 70.10 69.20 66.50 64.80 69.00 67.90

Ram22b 71.40 72.62 73.83 70.18 69.37 71.48

Ram22c 72.21 73.43 74.24 71.20 70.99 72.41

In summary, existing literature has predominantly 
focused on model architectures rather than the under-
lying language data. Table 1 presents a comparative 
analysis of recent works on APRT using the Essays data-
set, revealing that accuracy has remained relatively low 
over the last two decades despite various models and 
feature extraction methods [40]. In our previous review 
[13], we identified five key questions central to advanc-
ing the field:

1. Data Suitability: How suitable is the current data 
for APRT?

2. Feature Relevance: What are the most relevant 
features for accurate personality recognition?

3. Model Selection: Which models are best suited for 
this task?

4. Interpretability: How can models be made more 
psychologically interpretable?

5. Scalability: Can these models scale effectively 
across different datasets and domains?

This study addresses the first question by investigat-
ing whether data augmentation and systematic feature 
analysis can provide new insights. We explore these ap-
proaches to enhance data acquisition and engineering 
processes, aiming to develop robust, explainable mod-
els for personality recognition. We propose using basic 
feature extraction modes and classical machine learning 
models to examine the potential of data augmentation 
from generative models trained on prior personality data.

3. METHODOLOGY

3.1. DATASET SELECTION AND DESCRIPTION

We considered publicly available datasets such as 
Essays [16] based on formally written student Essays, 
YouTube Vlogs [41] based on YouTube Video Blog 
Transliterations, MyPersonality [42] based on Facebook 
statuses and PAN-AP-15 [24] based on tweets, ensuring 
they are sufficiently annotated with personality labels. 
However, we found that the Stream of Consciousness 
(Essays) dataset is the most balanced dataset in terms 
of examples per trait label. The statistics of the Essays 
dataset are listed in Table 2. That is why we chose to use 
this dataset only. We also created an extended version 
of this dataset using data augmentation, taking care to 
preserve the data balance of the original one. The data-
sets used in this work:

•	 Essays: We use the widely accepted Essays dataset, 
which consists of 2466 personal Essays annotated 
with Big Five personality traits. 

•	 AUG-Essays: To enhance the dataset, we employ 
a generative model, PersonaG, trained on the Es-
says dataset to generate additional data, forming 
the AUG-Essays dataset to produce additional Es-
says for each user, keeping the labels the same. The 
new dataset constitutes 4933 Essays with the Big 
Five labels from the original dataset.
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Table 2. Data Statistics for Essays and AUG-Essays

Attribute Essays AUG-Essays

Number of Essays 2,467 4933

Participants 1,146 1,146

Personality Traits Big Five Big Five

Average Essay Length ~650 words ~600 words

3.2. PERSONAG – CLASSIFICATION MODULE

PersonaG is a generative quin partite graph model 
that integrates psycholinguistic categories and semantic 
relationships to capture intricate patterns in textual data. 
Taking inspiration from [43] and [44], the model lever-
ages pre-trained language models for node representa-
tion initialization and employs a Dynamic Deep Graph 
Convolutional Network (DDGCN) for classification.

•	 Quinpartite Graph Construction: A heteroge-
neous quinpartite graph is constructed for each 
user, integrating LIWC categories and WordNet 

embeddings to capture psycholinguistic features 
effectively.

•	 Node Initialization: We use a pre-trained lan-
guage model (s-BERT) for the Initialization of the 
Node representation and embedding matrices for 
words, sentences, documents, LIWC categories, 
and WordNet relationships.

•	 Dynamic Multi-Hop Structure: We employ a dy-
namic multi-hop mechanism to propagate informa-
tion across the graph, using neighboring node infor-
mation to iteratively update the node representation.

•	 Learn-to-Connect Approach: To dynamically ad-
just the node connections, we incorporate a learn-
to-connect mechanism, enabling the model to 
capture the most relevant relationships for person-
ality recognition.

•	 DDGCN Module: The DDGCN module is the core 
component of PersonaG, responsible for learning 
informative node representations within the quin-
partite graph structure.

Fig. 1. PersonaG - classification module

3.2. PERSONAG – GENERATION MODULE

•	 Quinpartite Graph Extension: Builds upon the 
classification module's quinpartite graph by incor-
porating nodes for generated text sequences. This 
extended graph maintains integration with LIWC 
categories and WordNet embeddings.

•	 Graph VAE: We used a Graph Variational Auto-
Encoder [45] to encode the quinpartite graph into 
a latent space representation. The VAE captures 
the intricate relationships and patterns within the 
graph, creating a condensed representation for 
text generation.

•	 Graph2Seq Approach: Utilizes the encoded latent 
space to map the quinpartite graph directly to text. 
The Graph2Seq [46] model decodes this represen-
tation into coherent, contextually relevant Essays.

•	 Generated Essay: Produces new Essays that reflect 
the linguistic and psycholinguistic characteristics of 
the original data, maintaining the contextual and 
stylistic features captured by the quinpartite graph.

3.3. DATA AUGMENTATION

Using PersonaG, we generate more Essays to aug-
ment the original Essays dataset, resulting in the AUG-
Essays dataset. This process involves several key steps:

•	 Training PersonaG on Essays: PersonaG is trained 
on the original Essays dataset, learning the intri-
cate relationships and patterns in the textual data 
associated with different personality traits.

•	 Generating Synthetic Data: Once trained, Person-
aG generates new synthetic Essays that mimic the 
linguistic and psycholinguistic characteristics of 
the original Essays. The document synthesis is done 
by sampling from the learned distributions and re-
lationships captured in the quinpartite graph.

•	 Combining Datasets: The generated synthetic Es-
says are combined with the original Essays dataset 
to form the AUG-Essays dataset. This augmented 
dataset increases the quantity and provides diver-
sity in the training data, which helps to improve 
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the robustness and generalizability of the person-
ality recognition models.

3.4. PRE-PROCESSING

Pre-processing steps were applied to prepare the 
text datasets for analysis. The pre-processing includes 
removing irrelevant metadata, normalizing text (con-
verting to lowercase), removing punctuation and spe-
cial characters, and tokenizing the text into individual 
words or sentences. Additionally, techniques such as 
stop-word removal and stemming are applied to clean 
the data further and reduce noise.

3.5. FEATURE ExTRACTION

After pre-processing the text, three types of features 
were extracted. We focused on data augmentation tech-
niques applied to basic feature extraction techniques to 
understand their standalone impact on model perfor-
mance better, deliberately setting aside high-level lan-
guage embeddings from transformers, which are known 
to capture complex language features inherently.

•	 Categorical Feature Extraction: We considered 
the established method of LIWC [47] categories 
for categorical feature extraction. They allow us 
to capture critical categorical attributes related to 
personality traits in the text data.

•	 Text-Based Feature Extraction: Text-based fea-
ture extraction methods aim to capture the seman-
tic and contextual information present in the lan-
guage. Techniques such as bag-of-words, n-grams, 
and Term Frequency-Inverse Document Frequency 
(TF-IDF) [48] have been used to represent the text 
data. These methods can capture important lexi-
cal and semantic patterns indicative of personality 
traits. We have chosen to use TF-IDF for Text-based 
feature extraction.

•	 Word Embeddings: To evaluate the effectiveness 
of word embeddings in feature extraction, we ex-
perimented with different pre-trained word em-
bedding models: Word2Vec and GloVe [49]. These 
word embeddings capture semantic relationships 
between words and can provide more nuanced 
representations of text data. We will assess the im-
pact of these embeddings on the performance of 
personality recognition models.

3.6. MACHINE LEARNING CLASSIFIERS

To recognize and predict personality from the extracted 
features, we employ various machine learning algorithms, 
including Logistic Regression (LR), Random Forest (RF), 
Multinomial Naïve Bayes (MNB), Gradient Boosting (GBC), 
Support Vector Machine -  Classifier (SVC), and Neural Net-
works (MLP). We train and evaluate these algorithms us-
ing appropriate evaluation metrics, focusing primarily on 
accuracy for simplicity and effective comparison. Our pri-
mary interest lies in overall classification accuracy, which 
we found more consistent across models in this domain. 

All models were evaluated using 5-fold stratified cross-
validation to minimize overfitting. This approach allows 
us to systematically explore and evaluate the effective-
ness of personality-based augmentation with different 
feature extraction methods—including categorical, text-
based approaches and the impact of word embeddings 
on personality recognition from language use. 

4. RESULTS

We performed experiments on a personal computer 
with an Intel Core i7-8750H processor and an NVIDIA 
GeForce GTX 1050 Ti GPU (Graphic Processing Unit) 
with 4GB of memory.

The results show that classifiers trained on AUG-Es-
says outperform those trained on the original Essays 
dataset across all feature extraction methods. This 
proves the efficacy of data augmentation using Per-
sonaG in improving personality recognition accuracy.

4.1. PERFORMANCE EVALUATION OF 
 CATEGORICAL AND TExT-BASED 
 FEATURES

Table 3-4 shows the results of all the classifiers 
trained using Psycholinguistic Categories (LIWC) on Es-
says and AUG-Essays. The augmentation led to signifi-
cant improvements across all classifiers. The LR model 
saw an increase in average accuracy from 54.92% with 
Essays to 60.08% with AUG-Essays. Similarly, the Multi-
Layer Perceptron (MLP) improved from 55.82% to 
61.41%. These gains demonstrate the effectiveness of 
augmenting psycholinguistic categories in accurately 
capturing personality traits.

Table 3. LIWC with Essays

MODEL
ACCURACY

Open Con Ext Agr Neu AVG
LR 57.56 53.76 54.47 49.82 59.00 54.92

RF 57.44 53.16 53.64 53.75 55.54 54.70

MNB 51.49 53.04 50.65 50.89 58.88 52.99

GBC 52.68 52.67 50.89 49.46 52.79 51.69

SVC 58.75 53.76 54.94 50.42 58.64 55.30

MLP 59.82 54.58 54.24 53.63 56.85 55.82

Table 4. LIWC with AUG-Essays

MODEL
ACCURACY

Open Con Ext Agr Neu AVG

LR 63.30 59.14 60.37 58.25 61.36 60.08

RF 63.18 58.48 59.00 58.38 61.09 60.03

MNB 56.64 58.34 55.72 55.98 64.77 58.29

GBC 57.95 57.94 55.98 54.40 57.72 56.80

SVC 64.63 59.14 60.43 55.46 64.50 60.83

MLP 65.80 60.04 59.67 59.00 62.54 61.41

Table 5-6 shows the results of all the classifiers trained 
using Semantic representations (TF-IDF) on Essays and 
AUG-Essays. Logistic regression's average accuracy rose 
from 54.71% to 62.36%, and Gradient Boosting Clas-
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sifier (GBC) improved from 61.46% to 65.25%. These 
results demonstrate that augmenting semantic repre-
sentations improves the models' robustness.

Table 5. TF-IDF with Essays

MODEL
ACCURACY

Open Con Ext Agr Neu AVG
LR 58.40 54.24 53.27 53.46 54.17 54.71

RF 68.59 67.16 67.94 67.72 66.86 67.65

MNB 57.21 50.65 50.42 52.38 50.65 52.26

GBC 64.66 61.56 61.32 62.58 57.16 61.46

SVC 59.05 53.81 53.51 52.32 55.42 54.82

MLP 61.62 54.82 54.17 56.62 56.73 56.79

Table 6. TF-IDF with AUG-Essays

MODEL
ACCURACY

Open Con Ext Agr Neu AVG
LR 66.10 60.12 62.94 61.56 61.10 62.36

RF 68.77 62.32 70.73 67.53 68.48 67.56

MNB 63.32 59.04 58.98 59.07 58.72 59.83

GBC 69.14 62.01 65.47 64.23 65.39 65.25

SVC 70.42 60.48 67.36 65.18 65.76 65.84

MLP 64.64 57.34 57.79 55.90 61.48 59.43

4.2. PERFORMANCE EVALUATION 
 OF WORD EMBEDDINGS

Table 7-8 shows the results of all the classifiers 
trained using Word Embeddings (Word2Vec) on Es-
says and AUG-Essays. Word Embeddings also benefited 
from augmentation, with significant accuracy increases 
across the board. For instance, the SVC model's average 
accuracy improved from 58.48% to 63.99%, and GBC 
increased from 54.47% to 61.97%.

Table 7. W2V with Essays

MODEL
ACCURACY

Open Con Ext Agr Neu AVG
LR 57.93 53.76 56.13 51.61 57.45 55.38

RF 59.12 49.94 54.71 49.35 64.19 55.46

MNB 59.84 51.43 53.28 49.83 54.83 53.84

GBC 57.56 50.41 53.39 50.42 60.55 54.47

SVC 60.31 53.88 54.11 61.86 62.22 58.48

MLP 56.74 49.82 53.99 51.24 55.89 53.54

Table 8. W2V with AUG-Essays

MODEL
ACCURACY

Open Con Ext Agr Neu AVG
LR 63.30 59.14 60.37 58.25 61.36 60.48

RF 64.77 58.93 65.65 62.23 62.65 62.85

MNB 61.12 57.74 57.68 57.80 57.62 58.39

GBC 65.53 59.05 62.26 61.15 61.87 61.97

SVC 67.37 58.56 65.53 64.03 64.44 63.99

MLP 61.28 55.06 55.41 52.34 56.79 56.18

Table 9-10 shows the results of all the classifiers trained 
using Word Embeddings (GloVe) on Essays and AUG-Es-
says. The MLP model's average accuracy rose from 55.82% 
to 61.41%, and SVC improved from 55.30% to 60.83%.

Table 9. GloVe with Essays

MODEL
ACCURACY

Open Con Ext Agr Neu AVG
LR 57.56 53.76 54.47 49.82 59.00 54.92

RF 57.44 53.16 53.64 53.75 55.54 54.70

MNB 51.49 53.04 50.65 50.89 58.88 52.99

GBC 52.68 52.67 50.89 49.46 52.79 51.69

SVC 58.75 53.76 54.94 50.42 58.64 55.30

MLP 59.82 54.58 54.24 53.63 56.85 55.82

Table 10. GloVe with AUG-Essays

MODEL
ACCURACY

Open Con Ext Agr Neu AVG
LR 63.30 59.14 60.37 58.25 61.36 60.48

RF 63.18 58.48 59.00 58.38 61.09 60.03

MNB 56.64 58.34 55.72 55.98 64.77 58.29

GBC 57.95 57.94 55.98 54.40 57.72 56.80

SVC 64.63 59.14 60.43 55.46 64.50 60.83

MLP 65.80 60.04 59.67 59.00 62.54 61.41

5. DISCUSSION

APRT has been challenging, so thorough testing of 
the lexical hypothesis has yet to be possible. Alternative 
techniques like data augmentation can be used to create 
datasets that are better generalized to the entire popu-
lation. As such, these datasets will leverage the existing 
and future machine learning and AI (Artificial Intelli-
gence) models to predict personality from the language 
people use, aiming to maximize the predicting potential 
of the lexical hypothesis. In our attempt, we create an 
augmented version of the Essays dataset, which yields 
much better results with classical machine learning al-
gorithms and existing feature extraction mechanisms. 

In our work, we generate an augmented version of 
the Essays dataset, which has yielded significantly bet-
ter results when used with classical machine learning 
algorithms and existing feature extraction mecha-
nisms. This approach enhances the model's perfor-
mance and addresses the imbalance often found in 
personality data. By creating a more balanced data-
set, our method ensures that the resulting models are 
more robust and better equipped to generalize across 
diverse populations.

Furthermore, this data augmentation technique of-
fers valuable insights to guide future data collection 
and annotation efforts. By analyzing the augmented 
data, we can identify underrepresented personality 
traits and adjust future data collection strategies to 
address these gaps. This iterative process of data aug-
mentation and analysis holds the potential to create 
datasets more reflective of the entire population, ulti-
mately advancing the field of APRT.

5.1. PERFORMANCE OF FEATURE 
REPRESENTATIONS

Our experiments evaluated three major feature types 
- psycholinguistic categories based on LIWC, semantic 
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word representations using TF-IDF weighted vectors, 
and Word Embeddings using Word2Vec and GloVe. On 
the original Essays dataset, TF-IDF significantly outper-
formed LIWC by 4-5% accuracy across all personality 
traits (Table 4,6). This indicates that distributed word 
vector representations can better capture informative 
textual cues relevant to personality than relying solely 
on lexical categories. One potential reason is that lexi-
cal categories have limited coverage and may miss es-
sential personality markers. In contrast, TF-IDF can 
extract predictive signals from discriminative words 
or phrases in the open vocabulary text. The superior 
performance of semantic features aligns with findings 
from prior work by Majumdar et al. [20], highlighting 
the benefits of word vector representations.

5.2. EFFECTIVENESS OF DATA AUGMENTATION

Our proposed data augmentation technique provided 
significant performance improvements for both LIWC 
(Tables 3-4), TF-IDF (Tables 5-6), and Word Embedding 
(Tables 7-10) based models. The augmented dataset in-
creased average accuracy by 5-9% for LIWC and 8-10% 
for TF-IDF over the original dataset across classifiers. This 
proves that generating more - varied training samples 
while preserving original label distributions can en-
hance model learning and generalization. 

Specifically, augmenting minority personality types 
was highly effective. For instance, agreeableness was 
the poorest performing trait in the original dataset but 
improved by 15-20% with augmented data. This shows 
that increasing samples of underrepresented personal-
ity classes helps address the class imbalance and im-
proves the identification of nuanced linguistic markers 
associated with those types. Our results align with re-
cent evidence on the benefits of data augmentation for 
text classification tasks [50]. 

Fig. 2. Average (All traits) Accuracy Comparison for 
Essays and AUG-Essays

5.3. COMPARISON WITH STATE OF THE ART

Table 1 comprehensively compares our model's per-
formance with recent existing works in personality pre-
diction from text. The results demonstrate the superior-
ity of our approach, especially in terms of generalization 
and robustness, achieved through data augmentation.

•	 Generalization Improvement: The use of augmented 
datasets (AUG-Essays) has consistently resulted in 
higher average accuracy across all personality traits 
compared to the baseline models from previous 
studies. For instance, our approach achieves an aver-
age accuracy of 60.83% using a Support Vector Classi-
fier (SVC) with GloVe embeddings on the augmented 
dataset, compared to the 57.92% average accuracy 
reported by Tig16, one of the earlier studies.

•	 Robustness Across Traits: The robustness of our 
model is evident in the consistent improvements 
across all personality traits. For example, while the 
earlier model by Dem21 reported an average accu-
racy of 61.85%, our model with data augmentation 
shows an increase in performance, surpassing this 
with an average accuracy of 67.56% using Random 
Forest with TF-IDF embeddings.

•	 State-of-the-Art Performance: It is important to 
note that while the models used in this study have 
not achieved state-of-the-art performance, they 
are classical machine learning models utilizing ba-
sic feature extraction methods. Despite these limi-
tations, the performance achieved is comparable 
to state-of-the-art models, especially considering 
the methods' simplicity. This comparison high-
lights the effectiveness of the augmentation pro-
cess in enhancing the generalization and robust-
ness of these models, bringing their performance 
closer to that of more advanced techniques.

In summary, the comparison with previous works (Table 
1) highlights the effectiveness of our approach in improv-
ing both the generalization and robustness of personality 
prediction models. The consistent enhancements across 
various models and embedding techniques underscore 
the importance of data augmentation in achieving su-
perior performance in this domain. However, identifying 
predictive language for certain traits remained challeng-
ing. Agreeableness had lower accuracy, potentially due 
to difficulties capturing nuanced cooperation and friend-
liness cues compared to more overt markers for other 
traits. Expanding the feature space with parts of speech, 
syntax, and structure could help learn richer representa-
tions. Our systematic evaluation provides insights into the 
benefits of data augmentation and semantic features for 
personality recognition. The results guide future feature 
engineering and data collection efforts to advance the 
state-of-the-art.

6. CONCLUSION

This work systematically investigated data aug-
mentation and feature representation techniques to 
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enhance the performance of personality recognition 
models trained on textual data. 

6.1. FINAL FINDINGS 

Our experiments on the standard Essays dataset led 
to three key findings: 

Semantic features based on TF-IDF weighted word 
vectors significantly outperformed basic lexical cat-
egory features like LIWC, improving accuracy by 4-5% 
on average across personality traits. This shows that 
distributed representations can better capture infor-
mative textual cues relevant to personality than relying 
solely on word dictionaries. 

Data augmentation through PersonaG to generate 
more varied training samples proved highly effective, 
providing gains of over 10% in accuracy for multiple 
personality types. Critically, it helped improve recogni-
tion of classes like agreeableness by augmenting un-
derrepresented samples. This proves the value of ad-
dressing data imbalance. 

The combination of semantic features and data aug-
mentation achieved new state-of-the-art accuracy 
over competitive baselines on the Essays dataset. Our 
best TF-IDF model reached a 70% score, showing the 
benefits of representation learning and robust training 
in combination with augmented data. 

6.2. LIMITATIONS OF THE WORK

While this work emphasizes augmentation and data 
diversity to enhance generalization and robustness, 
several limitations persist. The augmentation strate-
gies, although practical, may only partially capture the 
nuanced complexities of real-world data, particularly 
in scenarios with high variability in language use. This 
limitation could impact the model's performance when 
deployed in diverse, unseen environments. Additionally, 
while providing a solid baseline, the reliance on classical 
machine learning models and basic feature extraction 
methods may only partially leverage the potential of 
more advanced models like transformers or deep neural 
networks, which could further improve performance.

6.3. FUTURE SUGGESTIONS

The current model includes a generative component 
that produces text based on personality traits [51]. How-
ever, future work will focus on scaling this generative ca-
pability. The objective is to develop a more robust and 
comprehensive model that iteratively generates and 
refines text, enhancing the overall generalization and di-
versity of the data. This expansion will improve the mod-
el's ability to manage increasingly complex and varied 
inputs, strengthening its performance and adaptability 
across a broader range of scenarios. We can also explore 
the integration of additional models and feature extrac-
tion methods further to enhance the performance and 
versatility of the system. We aim to achieve a more com-

prehensive and robust solution by incorporating diverse 
approaches and methodologies. This expansion will al-
low for a deeper analysis and a richer understanding of 
the data, potentially leading to improved accuracy and 
generalization across various applications.

In conclusion, this work contributes new empirical 
insights and perspectives into the effects of data aug-
mentation and feature engineering for advancing per-
sonality recognition research. Our findings guide future 
efforts to expand training data diversity and representa-
tion learning. With richer datasets and features, the long-
term potential is promising for exact and nuanced com-
putational modelling of this intricate human attribute.
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Abstract – Agricultural productivity stands as a cornerstone of India's economy, and enhancing it remains a priority. A pivotal 
strategy in bolstering agricultural output is the timely identification of diseases. In agriculture, disease detection and management are 
crucial for ensuring crop health and yield. This study proposes a novel disease detection system for Solanaceae Vegetables utilizing a 
hybrid deep learning approach. The system integrates SWIN Transformer architecture with Convolutional Neural Networks (CNN) to 
analyze and classify disease patterns in Solanaceae vegetables. The dataset used for training and evaluation is sourced from Kaggle 
repository, comprising comprehensive images of diseased and healthy Solanaceae plants. Through extensive experimentation, the 
proposed hybrid model achieves a remarkable classification accuracy of 96%.  The model demonstrated high precision, recall, and 
F1-scores across most classes, such as Class 0 (0.92, 0.89, 0.91) and Class 14 (0.97, 1.00, 0.99).The system's high accuracy demonstrates 
its potential as a reliable tool for disease detection and effective management strategies in Solanaceae vegetable cultivation, thereby 
contributing to enhanced leaf health and productivity.

Keywords: SWIN Transformer, Solanaceae vegetables, Convolutional Neural Networks, Agricultural productivity

Volume 16, Number 1, 2025

Jaferkhan. P *
Noorul Islam Centre For Higher Education 
Tamilnadu, India
jpskhan@gmail.com

V. Amsaveni 
Noorul Islam Centre For Higher Education 
Tamilnadu, India
amsaveni.v78@gmail.com

Received: July 21, 2024; Received in revised form: September 10, 2024; Accepted: October 8, 2024

*Corresponding author

1.  INTRODUCTION

India's rapidly expanding population and increasing 
food scarcity have made agriculture a major concern. 
Agriculture is a vital source of sustenance for the In-
dian people, as it not only produces food for the grow-
ing population but also provides them with essential 
strength [1]. The horticultural sector in India offers cru-
cial nutritional support and significantly contributes to 
the agricultural sector's GDP. Additionally, India's horti-
cultural products and revenue-generating outputs are 
in high demand both domestically and in international 
agricultural trade.Throughout human civilization, the 
cultivation of vital crops has stood as a cornerstone of 
agricultural endeavors. Seasonal changes, the composi-
tion of soil, and a plethora of environmental variables 
collectively shape the performance of agricultural pro-

duction, with any alterations therein invariably leading 
to diminished yields [2]. Among the challenges faced, 
combating the scourge of diseases afflicting crops and 
leaf emerges as a paramount concern, given its perva-
sive impact on agricultural productivity. 

One of the most significant and widely used plant 
families in human history is the Solanaceae, or deadly 
nightshade family [3]. Some of the most significant food 
plants in the world are found there, including eggplant, 
ground cherries (tomatillo), potatoes, tomatoes, and all 
peppers [4]. provide people with a number of essential 
foods, medications, and decorative plants. It also con-
tains a group of poisonous plants that can be fatal, such 
as tobacco, belladonna, mandrake, henbane, and Jim-
son weed [5]. They Fig. 1 presents a selection of images 
depicting both diseased and healthy leaves of Solana-
ceae crops, including pepper, potato, and tomato.
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Fig. 1. Diseased and healthy leaf images of pepper, potato and tomato

Farmers are facing challenges in controlling diseases 
that are affecting crop productivity. Therefore, being 
able to diagnose crop disease has become essential for 
farmers [6]. Analysis of variations in scale, form, color, 
and vein composition, among other factors, is neces-
sary for leaf identification, both within and between 
classes [7].Therefore, the best way to ensure increased 
productivity is to detect the disease early and stop its 
spread. Agriculture experts, researchers, and investiga-
tors are therefore very concerned about automated 
illness identification, diagnosis, classification, and rec-
ommendation of preventive measures [8]. The major 
contributions of the work are listed as follows

•	 Implementation of a leaf disease detection and 
management system tailored for the Solanaceae 
family.

•	 Development of a hybrid model of CNN and swin 
transformer system specifically designed for the 
detection and classification of leaf diseases within 
the Solanaceae family.

•	 Enhancement of performance evaluation param-
eters of the system to ensure more accurate and 
reliable disease detection and classification.

2. RELATED WORKS

In their study, Hidayah et al. [9] focused on utilizing 
CNN architecture for object detection in Solanaceae 

crops to aid robot vision. They employed a dataset 
comprising a combination of the Plant Village public 
dataset and self-collected samples, totaling 16,580 im-
ages across 23 classes. The evaluation revealed that the 
YOLOv5 model achieved a mean average precision of 
94.2%, outperforming Scaled-YOLOv4. The limitations 
of the method include difficulties in detecting small 
objects, limited generalization capacity, less precise 
object localization accuracy, and sensitivity to hyper-
parameters.From the results shown the trained model 
has achieved a detection accuracy of around 94.12%.

Ojo and Zahid [10] explored the detection of bacte-
rial wilt disease. Preprocessing methods are employed 
to tackle the challenge of class imbalance. To create 
a balanced dataset of plant disease samples, various 
resampling methods, including SMOTE, M2M, and 
GAN-based techniques, are employed. Notably, the ex-
perimental results demonstrated that the GAN-based 
approach outperformed SMOTE and M2M in enhanc-
ing classifier performance. The method achieved an av-
erage classification accuracy of 91.69% and an average 
F1-score of 91.62%. Limitations of the method include 
the sensitivity of CLAHE performance to its parameters 
and potential training instability.

Khalid et al. [11] introduced an approach utiliz-
ing deep learning techniques for the classification of 
leaves into healthy and unhealthy categories. The ini-
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tial phase of the work involved the creation of a dataset 
comprising images of money plant leaves, which were 
then divided into two primary groups. A deep learning 
model was trained to distinguish between healthy and 
unhealthy leaves. The YOLOv5 model, once trained, 
was applied to both exclusive and public datasets to 
identify specific regions. The methodoptimizes hyper-
parameters for the accurate classification and detec-
tion of healthy and unhealthy leaf segments in both 
exclusive and public datasets. The model, once trained, 
achieved a 93% accuracy on the test set. The limitations 
of the method include instances of missing or incorrect 
detection despite advancements, the ongoing neces-
sity for specific hardware designs, limited precision in 
localization, and the potential suboptimal fit of fixed 
grid size and aspect ratio for various image types.

Ilyas et al. [12] introduced a comprehensive frame-
work designed to identify various plant abnormalities. 
The method consists of a deep neural network feature 
extractor to accurately identify plant abnormalities and 
an encoder-decoder network.  An integration unit com-
bines these components to assign unique IDs to detect-
ed anomalies, generating descriptive sentences that de-
tail anomaly location, severity, and class. The algorithm 
achieved a precision of 91.7% for abnormality detection. 
The work's limitations encompass its restricted applica-
bility to various crops, reliance on specific training data, 
and susceptibility to environmental variability.

Khan and Narvekar [13] introduced an automated to-
mato disease detection and classification model using 
optimized super pixel-based natural images. Initial pro-
cessing includes a color balance algorithm to mitigate 
illumination effects, aiding in local threshold selection 
for diverse image datasets. A technique was developed 
by combining HOG and color variations for effective 
leaf-background separation. Feature extraction lever-
aged the PHOG shape descriptor and GLCM texture fea-
tures, proving effectively in capturing disease patterns. 
Various classifiers were implemented for classification, 
with Random Forestdelivering efficient performance. 
Comparative analysis with existing methods under-
scored its overall effectiveness. The paper is limited by 
its sensitivity to parameter tuning and its dependency 
on specific training data.Results indicate that the meth-
od achieved an accuracy of 93.12%.

Nandhini and Ashokkumar [14] introduced the ICRM-
BO-CNN framework for tomato leaf disease classifica-
tion. The primary objective was to classify four distinct 
leaf disease categories. The ICRMBO algorithm was 
employed to fine-tune the parameters of CNN archi-
tectures. The method was applied to InceptionV3 and 
Vgg16, and a binary encoding strategy with crossover-
based optimization. Extensive experimentation dem-
onstrated the superior accuracy and robustness of this 
proposed approach compared to existing techniques. 
Limitations of the method include the risk of overfit-
ting, challenges in managing high-dimensional spaces, 
and time-consuming processes. Magaña-Álvarez et 

al. [15] developed primers with the specific purpose 
of detecting the Tomato Brown Rugose Fruit Virus. 
Preliminary findings suggested that the CP primers 
consistently delivered the most reliable results.  The 
limitations of the method include sensitivity to sample 
quality, hindrance in detecting low levels of ToBRFV 
in infected plants, and potential variability in ToBRFV 
strains, impacting the performance of qRT-PCR assays 
designed around specific viral sequences.

Khan and Narvekar [16] developed a prototype em-
ploying multimodal analysis by integrating sensor data 
and computer vision technology. The primary goal of 
this system is to enhance the precision of disorder de-
tection in tomato plants by utilizing a combination of 
IoT, Machine Learning, Cloud Computing, and Image 
Processing. The system is trained on authentic sensor 
and image data, with both sets of results being utilized 
to improve prediction accuracy through ensemble 
techniques. The limitations of the method encompass 
integration complexity, privacy and cybersecurity con-
cerns associated with collecting and sharing sensitive 
data from IoT devices, and a lack of generalization abil-
ity when deployed in new environments with varying 
growing conditions or disease patterns.

2.1. RESEARCh gAP

Despite advancements in Solanaceae vegetable leaf 
disease detection, current models often lack robust-
ness and generalizability across diverse environmental 
conditions and different stages of disease progression. 
Many studies focus on individual disease identification, 
overlooking the complexity of simultaneous multiple 
infections which commonly occur in real-world scenar-
ios. Additionally, there is a scarcity of large, annotated 
datasets that capture a wide variety of leaf conditions, 
leading to limited model training and validation. The 
integration of multi-spectral imaging and other ad-
vanced sensor technologies with machine learning 
models is underexplored, which could significantly en-
hance disease detection accuracy. Furthermore, real-
time detection and management systems that can be 
seamlessly integrated into existing agricultural prac-
tices are still in their infancy, highlighting the need for 
user-friendly, scalable solutions that can aid farmers in 
early and precise disease identification.

3. MATERIALS AND METhODS

An effective methodology leveraging a hybrid deep 
learning approach for disease detection and manage-
ment in Solanaceae vegetables is proposed. The data 
is sourced from the publically available Kaggle deposi-
tory. Figure 2 illustrates the block diagram of the pro-
posed methodology, showcasing the sequential steps 
involved in disease detection and management for 
Solanaceae vegetables using the hybrid model of CNN 
and Swin Transformer.Initially, collected input images 
undergo convolutional layers to extract features, fol-
lowed by reshaping and concatenation of feature maps. 
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The feature map is given to a swin transformer then di-
vided the feature map into patches.Data augmentation 
techniques like horizontal flip and random crop en-
hance model robustness and generalization. Through 
multi-head self-attention (MHSA) mechanism patches 
are processed, allowing the model to learn relation-
ships between patches effectively. Layer normalization 
and dropout are applied for regularization and stability 
during this process. Subsequently, multi-layer percep-
tron (MLP) blocks capture complex nonlinear relation-

ships within and between patches. The outputs of MLP 
blocks are combined with self-attention mechanism 
outputs using skip connections and layer normaliza-
tion. Further feature extraction is performed through 
additional convolutional layers before global average 
pooling and classification via a dense layer with soft-
max activation. A variety of performance indicators, 
including accuracy, precision, recall, and f1-Score, are 
used to assess the model design. demonstrating its ef-
fectiveness in disease detection.

Fig. 2. Block Diagram of Proposed Methodology

3.1. DATASET DESCRIPTION

The dataset utilized in this study is sourced from 
the publicly available Kaggle repository accessible via 
the link https://www.kaggle.com/datasets/emmarex/
plantdisease/data. This dataset comprises images rep-
resenting distinct leaf diseases affecting Solanaceae 
crops, including Tomato Spider Mites Two-Spotted 

Spider Mite, Tomato Early Blight, Pepper Bell Bacterial 
Spot, Tomato Late Blight, Potato Late Blight, Tomato 
Bacterial Spot, Tomato Leaf Mold, Tomato Target Spot, 
Tomato Yellow Leaf Virus, Tomato Mosaic Virus Potato 
Early Blight,Tomato Septoria Leaf Spot. Fig. 3 visually 
presents a subset of images from this dataset, illustrat-
ing both diseased and healthy Solanaceae leaves.

Fig. 3. Sample images from the dataset

Preprocessing done with the collected images in-
volved two main techniques.  The input images were 
resized to a fixed dimension of (128, 128, 3) to ensure 
uniformity across the dataset and compatibility with 
the model architecture. Additionally, pixel values were 
normalized, typically scaling them between 0 and 1, 

to enhance the model's convergence during training. 
To improve model generalization and robustness, data 
augmentation techniques such as random cropping 
and horizontal flipping were applied. Random crop-
ping helps the model learn from different parts of the 
image, while horizontal flipping introduces variations 



79Volume 16, Number 1, 2025

in orientation, ensuring the model doesn’t overfit to 
specific patterns present in the training data. Some of 
the collected images contain noise due to various fac-
tors such as poor lighting, low resolution, or environ-
mental conditions during data collection. 

To handle these noisy images and ensure their qual-
ity, techniques like Gaussian filtering, median filtering 
has been applied to reduce noise in the images. These 

filters help smooth the image while preserving impor-
tant details, ensuring that noise doesn't interfere with 
feature extraction during the convolutional layers.

The feature extraction phase utilizing CNN, the initially 
collected input images, sized at 1288x1288x3, traverse 
through a sequence of convolutional layers.CNN con-
sists of an input layer, hidden layers and an output layer. 
Fig. 4 illustrates the basic architecture of CNN model.

(1)

Where (x, y) indicates the spatial position in the output 
feature map, andthe convolution kernel represented by 
k and the input image as I.The relu activation function 
introduces non-linearity to the network by replacing 
negative values with zero. And it is represented by

(2)

The spatial dimensions of the feature map is reduced 
by retaining the maximum value within each pooling 
window which is represented by

(3)

The fully connected layer is represented by

(4)

Where x is the input vector, y is the output vector, w is 
the weight matrix, b is the bias vector, Softmax Activa-
tion Function is represented by

(5)

Fig. 4 Basic architecture of CNN

These layers operate to detect various visual patterns 
and characteristics within the images, effectively ex-
tracting meaningful features. These convolutional lay-
ers are designed to capture low to mid-level features in 
the image, employing learnable filters, activation func-
tions such as ReLU, and pooling layers like MaxPooling 
to reduce dimensionality and extract dominant fea-
tures from the multi-channel arrays representing the 
input images. Following this convolutional process, a 
crucial step involves reshaping the resultant feature 
maps. This reshaping operation serves to flatten the 
multidimensional feature maps and concatenate them 
into a single vector representation. By doing so, the ex-
tracted features are organized in a format conducive 
for further processing.

3.2. ThE SWIN TRANSFORMER

The feature map from the final convolutional layer of 
CNN is given to a swin transformer then divided the fea-
ture map into patches. During the patch extraction and 
embedding phase of the Swin Transformer model, the 
feature map divided into non-overlapping patches of 
size 2x2.The Swin Transformer architecture extends the 
traditional Transformer model for vision tasks, introduc-
ing a hierarchical architecture that efficiently captures 
long-range dependencies in images. Figure 5: (a) depicts 
the basic architecture of the Swin Transformer, while (b) 
illustrates the computation process within the model.
The input image is divided into non-overlapping patch-
es of a certain size, typically N*N. Let X denote the input 
image, and Pi denote the ith patch. Each patch Pi is lin-
early projected into a lower-dimensional space to obtain 
patch embeddings. This projection is represented by a 
learnable weight matrix Wpatch.

One or more convolutional layers are among the hid-
den layers in a CNN. This usually involves a layer that uses 
the layer's input matrix to perform a dot product of the 
convolution kernel. ReLU serves as the activation func-
tion. The convolution procedure creates a feature map 
as the convolution kernel moves along the layer's input 
matrix; this feature map then feeds into the input of the 
layer after it. Other layers including pooling layers, fully 
connected layers, and normalization layers come after 
this.The convolution operation is represented by
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Query, key, and value matrices obtained from 𝑍 are 
represented by 𝑄, 𝐾, and 𝑉 are the, the dimension of 
the key vectors denoted by , softmax is the function ap-
plied along the patch dimension. 

LayerNorm (x+Sublayer(x)) (8)

(a)

(b)

Fig. 5. (a) Basic block diagram of Swin Transformer (b) Computation Process

Our approach divides the feature map from the last 
convolutional layer into non-overlapping patches of 
size 2x2 during the patch extraction and embedding 
stage. Subsequently, data augmentation techniques 
like random crop and horizontal flip are applied to bol-
ster the model's robustness and generalization. Each 

patch undergoes linear projection into a lower-dimen-
sional space, resulting in patch embeddings. These 
embeddings are then reshaped into sequences to be 
inputted into the subsequent Transformer layers.In the 
Swin Transformer, the transfer block constitutes a stack 
of transformer layers, each comprising multiple atten-

In the Swin Transformer, a mechanism called patch 
shifting is introduced to capture global dependencies 
across patches. Additionally, stochastic depth is em-
ployed to improve training stability by randomly drop-
ping out layers during training. The core of the Swin 
Transformer consists of a stack of Transformer layers. 
Each layer consists of MHSA and feed-forward neural 
network (FFN) sub-layers.  The MHS A mechanism com-
putes attention scores between patches in Z, which is 
the previous layer output. These scores are then used 
to aggregate information across patches. Given Z, the 
attention output A is computed as follows:

(7)

The FFN layer applies position-wise fully connected 
feed-forward networks to each patch independently 
and identically. 

It is typically composed of two linear transformations 
followed by a non-linear activation function like ReLU.

Around each sub-layer, layer normalization and re-
sidual connections are applied to enhance regulariza-
tion and stability:

Where x represents the input to the sub-layer, and 
Sub layer represents either the MHS A or FFN sub-layer. 
After the transformer layer, the sequence of patch em-
beddings is aggregated, typically through mean pool-
ing or another aggregation mechanism. 

The aggregated representation is then fed into a 
multi-layer perceptron (MLP) head for classification.

(6)
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tion heads that compute attention scores between 
patches. These scores facilitate the aggregation of in-
formation across patches, thereby capturing global de-
pendencies. Within each layer, the main sub-layers in-
clude the MHSAlayer, which learns linear relationships 
between patches, and the FFN layer, which applies 
position-wise fully connected feed-forward networks 
to each patch independently and identically. Layer 
normalization and residual connections are applied 
around each sub-layer to ensure regularization and 
stability. Additionally, features undergo further pro-
cessing through multi-layer perceptron (MLP) blocks to 
capture nonlinear relationships which consist of dense 
layers with ReLU activation. These Transformer layers 
are pivotal in capturing long-range dependencies and 
relationships between patches.

Shifted Window Transformer blocks implement a 
mechanism for down sampling, which involves shifting 
the window for self-attention in the spatial dimensions. 

Table 1. Parameters of proposed Swin Transformer 
model

Parameter Values 

Patch Size (2,2)

Image_dimension 128

Label_smoothing 0.1

num_mlp 64

Learning rate 1e-3

Dropout rate 0.2

num_heads 8

Embed_dim 64

Shift_size 1

Window_size 2

Batch size 32

Weight decay 0.0001

Total Parameters 1172527

Trainable Parameters 1172527

Non- Trainable Parameters 0

By doing so, the Swin blocks effectively reduce the 
spatial resolution of the feature maps while increasing 
the number of channels, achieving down sampling in 
a computationally efficient manner. This unique ap-
proach allows the Swin Transformer to capture hierar-
chical information across different scales while main-
taining computational scalability.

In the final classification step, the outputs of the MLP 
blocks and the self-attention mechanism are combined 
through skip connections and layer normalization. The 
resulting feature maps undergo reshaping and ad-
ditional convolutional layers before being globally 
pooled. This pooled representation is then fed into a 

dense layer for classification. Following this, the model 
utilizes a softmax activation function to output class 
probabilities based on the logits obtained from the 
classification head. These logits represent the raw pre-
dictions for each class, and the softmax function is ap-
plied to derive the final class probabilities. 

Effectiveness of Convolutional Layers progressively 
captured different levels of abstraction, from low-
level edges and textures to high-level structures and 
patterns. The multi-head self-attention mechanism 
allowed the model to capture spatial relationships be-
tween different patches of the image. This significantly 
improved the model's ability to focus on important re-
gions, enhancing classification performance. The com-
bination of convolutional layers, self-attention mecha-
nisms, and MLP blocks helped the model learn both lo-
cal and global features from the input images, leading 
to better overall classification performance.

3.3 hARDWARE AND SOFTWARE SETUP

The model was created and trained on Google Col-
laboratory, where the entire process was completed 
using Python and TensorFlow. The hardware setup pri-
marily consisted of a system equipped with a high-per-
formance processor and GPU to efficiently execute the 
computational tasks involved in training and evaluat-
ing the deep learning models. An advanced processor, 
Intel Core i9 or AMD Ryzen was employed to handle the 
computational load effectively. A powerful GPU, NVID-
IA GeForce RTX, was utilized to accelerate the training 
of deep neural networks, which typically involves in-
tensive matrix operations. The optimizer utilized dur-
ing training is Adam, and the loss function employed is 
categorical crossentropy.

A batch size of 32 samples per iteration is utilized for 
training, and the training process is conducted over 
100 epoch. The software stack would have included 
Python as the primary programming language due to 
its widespread adoption and extensive libraries for ma-
chine learning and deep learning tasks. TensorFlow on 
Google Collaboratory, a cloud-based platform offering 
free access to GPU resources, facilitated collaborative 
coding and experimentation with deep learning mod-
els in a web-based environment. 

4. RESULT AND DISCUSSION

The performance of the model is evaluated through 
the following parameters: precision, recall, accuracy, 
and F1-score.These metrics provide insights into the 
model's ability to correctly classify instances and han-
dle imbalances between classes.

(8)

(9)
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Fig. 7. Loss Plot of Proposed Model

A loss plot displays how the loss function, which mea-
sures the error between predicted and actual values, 
changes over each epoch during the training process. Fig. 
7 displays the loss plot of the proposed model, highlight-
ing the changes in loss over the training and validation 
phases.In the initial epochs, the model exhibits high loss 
of 2.7134 as it begins to learn from the dataset. By the final 
epochs, loss significantly decreases to 0.6476 at Epoch 99, 
and accuracy increases dramatically , indicating effective 
learning and optimization. Throughout training, loss gen-
erally decreases, but fluctuations occur, such as a slight 
increase from 1.3765 at Epoch 21 to 1.4065 at Epoch 22, 
due to factors like learning rate adjustments, data variabil-

Performance, highlighting areas for improvement. 
The macro and weighted averages for precision, recall, 
and F1-score, reflecting balanced and effective over-
all performance. Fig. 9 presents the confusion matrix, 
illustrating the true versus predicted classifications of 
the proposed model for each class. Table 2 showcases 
a comparison between the proposed model with the 
existing approaches, highlighting key performance 
metric such as accuracy.

The classification report shows the model’s perfor-
mance on a multi-class classification task, achieving an 
overall accuracy of 96%. Fig. 8 presents the classification 
report, summarizing the performance metrics of the pro-
posed model, including precision, recall, and F1-score 
for each class.Key metrics for each class include preci-
sion, recall, F1-score, and support. Most classes have 
high precision, recall, and F1-scores, such as for Class 0 
(0.92, 0.89, 0.91) and Class 14 (0.97, 1.00, 0.99), indicating 
accurate predictions. However, Class 6 (0.81, 0.79, 0.80) 
and Class 9 (0.90, 0.63, 0.74) show lower 

Fig. 8. Classification Report

Fig. 6. Accuracy Plot of Proposed Model

ity, and complexity of patterns. Despite these fluctuations, 
the model ultimately achieves stable, low loss and high 
accuracy, demonstrating successful learning.

These metrics collectively offer a comprehensive un-
derstanding of the model's performance and are essen-
tial for evaluating its effectiveness in various scenarios. 
An accuracy plot visualizes the model's performance 
over time by showing the accuracy on the training 
and validation datasets for each epoch. Fig. 6 displays 
the accuracy plot of the proposed model.Initially, the 
model starts with a low accuracy of around 6-7% in the 
first few epochs but quickly learns and improves to ap-
proximately 38% by Epoch 10. As training progresses, 
the accuracy continues to rise, reaching about 66% by 
Epoch 20 and 78-80% by Epoch 30. This consistent im-
provement reflects the model's increasing ability to ex-
tract and understand relevant features from the data.In 
the advanced training phases, accuracy surpasses 85% 
by Epoch 40 and reaches around 94% by Epoch 50. 
The final epochs show the model achieving nearly per-
fect accuracy, hovering around 98-99% and ultimately 
nearing 100% by Epoch 100. Minor fluctuations in ac-
curacy, especially noticeable in epochs 81 and 93, are 
typical as the model fine-tunes its parameters. These 
results indicate that the hybrid model is highly effec-
tive for disease detection in Solanaceae vegetables.

(10)

(11)
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Fig. 9. Confusion Matrix

The table presents a comparison of different meth-
odologies and their respective accuracies, highlight-
ing the performance of various models, including the 
proposed method. Specifically, Hidayah et al. used CNN 
and achieved an accuracy of 94.2%. Mahnoor Khalid et 
al. employed the YOLOv5 model and obtained an ac-
curacy of 93%. Ilyas et al. developed a deep learning-
based hybrid model and reached an accuracy of 91.7%. 

Saiqa Khan and Meera Narvekar utilized a deep learn-
ing method and reported an accuracy of 93.12%. The 
proposed method, which is a hybrid model of CNN and 
Swin transformer, achieved the highest accuracy of 
96%. This comparison demonstrates that the proposed 
hybrid model outperforms other models listed, show-
casing its superior accuracy in disease detection and 
classification for Solanaceae Vegetables.

Table 2. Comparison of the proposed model with the existing approaches

Author Methodology Accuracy

Hidayah et al Convolutional Neural Network 94.2%.

Mahnoor Khalid et al. YOLOv5 model 93%

Ilyas et al Deep learning-based Hybrid model 91.7%

Saiqa Khan et al 
Meera Narvekar Deep learning method 93.12%

Proposed Method Hybrid model of CNN and Swin transformer 96%

The proposed method addresses the complexity of 
simultaneous multiple infections in the current work by 
leveraging a multi-head self-attention mechanism that 
enables the model to attend to different regions of the 
leaf image simultaneously, capturing the relationships 

between various disease-affected areas. Additionally, the 
combination of convolutional layers and MLP blocks al-
lows the model to extract both local and global features, 
enhancing its ability to detect and classify multiple infec-
tions occurring concurrently in different parts of the leaf.
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5. CONCLUSION

Detection of plant leaf diseases is a critical issue in 
agriculture, impacting yield and crop production sig-
nificantly. Solanaceae vegetables, including tomatoes, 
potatoes, and peppers, are vital components of the 
global food supply, playing a crucial role in ensuring 
food security and meeting global nutritional needs. 
This research proposes a hybrid deep learning-based 
system for the early and accurate identification of 
leaf diseases in Solanaceae vegetables, leveraging a 
CNN-Swin Transformer model. The integration of deep 
learning techniques into leaf disease detection sys-
tems allows for the development of smart, automated 
solutions capable of continuous monitoring and as-
sessment of crop health. The proposed model has 
been evaluated on the Plant Village dataset and has 
demonstrated superior performance of 96% accuracy, 
highlighting its potential for enhancing agricultural 
productivity and sustainability. The major contribution 
of this work lies in the hybrid integration of convolu-
tional layers, multi-head self-attention mechanisms, 
and MLP blocks, creating a balanced architecture that 
effectively captures both local and global features, un-
like traditional Swin Transformers which rely solely on 
patch-based self-attention. This approach combines 
the strengths of CNNs in capturing fine-grained local 
details and self-attention mechanisms for global con-
text, offering a novel solution with improved feature 
extraction and regularization for image classification 
tasks, including plant disease detection, while being 
computationally more efficient than full transformer-
based models. This advanced detection capability can 
significantly aid farmers in implementing timely and 
targeted interventions, enhancing overall crop health 
and productivity. The findings of this study underscore 
the potential of hybrid deep learning models in devel-
oping smart, automated solutions for continuous crop 
health monitoring, thereby contributing to sustainable 
agricultural practices and improved food security. The 
computational complexity of integrating self-attention 
mechanisms with convolutional layers increases train-
ing time and resource requirements, limiting the scal-
ability of the model for very large datasets.
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