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Reconfigurable Intelligent Surfaces in 6G 
mMIMO NOMA Networks: A Comprehensive 
Analysis 
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Original Scientific Paper

Abstract – As the features and characteristics of six-generation (6G) connectivity are defined, advanced technologies such as multiple-
input, multiple-output (mMIMO), non-orthogonal multiple access (NOMA), and reconfigurable intelligent surfaces (RISs) are becoming 
more important for many Internets of Things (IoT) uses. This study comprehensively and uniquely investigates the impact of RIS on the 
effectiveness of NOMA download (DL) mMIMO systems in the IoT environment within the context of the 6G network. This work aims to 
analyze the impact of including the RIS in the spectral efficiency (SE) and capacity performance of proposed hybrid system-enabled 
IoT setting device distributions, such as clustered and hotspot configurations. It highlights the ability of RIS to optimize wireless latency 
communication and throughput, depending on the mobility and density of IoT devices, respectively. The proposed methodologies are 
assessed through a simulation software application, under unstable channel conditions with varying distances and power locations 
while accounting for 256-quadrature amplitude modulation (256-QAM), frequency selective Rayleigh fading, and successive interference 
cancellation (SIC) context inside the 6G network environment. The results indicate that the four IoT groups (50, 100, 150, and 200) achieved 
capacity improvements of 5.84%, 5.81, 5.78, and 5.8%, and SE increases of 5.759%, 5.755%, 5.753%, and 5.84%, respectively, when utilizing 
RIS compared to their performance without it. The implementation of RIS yielded latency rate enhancements of 16.44%, 12.24%, 9.75%, and 
8.1% across all four IoT groups, respectively, at a mobility speed of 120 Km/h. Each of the four IoT groups had throughput enhancements of 
26%, 25.6%, 25.3%, and 25%, respectively, while using RIS within a coverage area of 400 square meters (sqm). 
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1.  INTRODUCTION

The fifth generation (5G) represented a substantial 
advancement in network design, incorporating cru-
cial technologies such as network slicing, centralized 
radio access networks (C-RAN), and improved mobile 
broadband. It facilitated reduced latency, increased ca-
pacity, and enhanced service flexibility with technolo-
gies including massive multiple-input multiple-output 

(mMIMO), beamforming, and edge computing. None-
theless, sixth-generation (6G) aspires to surpass 5G in 
architectural design.

5G has yielded significant economic benefits, en-
abling progress in autonomous vehicles, industrial au-
tomation, and smart city development. However, 6G 
is expected to have a far higher impact, driving digital 
transformation throughout all sectors.
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 Numerous individuals assert that the emergence of 
6G would herald a new technological epoch defined by 
the transmission of vast digital data among intercon-
nected devices, humans, and automobiles. This interac-
tion will build a self-sustaining ecosystem based on de-
velopment and life. This ecosystem will utilise artificial 
intelligence (AI) to provide novel services. 

The Internet of Things (IoT) is fundamentally trans-
forming our way of life. It profoundly modifies human 
interactions with one another and their surroundings. 
According to the IoT concept, connections may be es-
tablished across all entities and individuals [1, 2]. It is pro-
jected that by 2025, the number of IoT devices will have 
surpassed 100 billion, marking an unparalleled surge. 

Many believe that the arrival of 6G will begin a new 
technological age in which interconnected devices, 
people, and cars will exchange vast quantities of digi-
tal data. Through this connection, an ecosystem that 
is self-sufficient and based on both development and 
life will be developed. This ecosystem will use artificial 
intelligence (AI) to provide novel services. The IoT is 
fundamentally transforming our way of life. It funda-
mentally reconstructs how individuals engage with 
one another and with their surroundings. Following 
the IoT paradigm, it is possible to establish connections 
between everything and everyone. The proliferation 
of IoT devices has been experiencing an unparalleled 
surge, with certain projections indicating that it may 
surpass 100 billion by the year 2025 [3-7]. 

Smart applications in many fields, including health-
care, smart cities, and industrial automation, are made 
possible by the IoT. A network is a collection of inter-
connected devices capable of direct communication 
with each other. With billions of devices relying on 6G, 
the IoT is anticipated to function at a large scale, neces-
sitating low latency, and great reliability. Efficient man-
agement of spectrum resources and ensuring robust 
connectivity are essential for the effective service of a 
vast number of IoT devices [8].

To achieve the criteria of 6G, including minimal latency, 
optimal spectral efficiency (SE), feasible data rates, user 
fairness, and communication with a large number of de-
vices [9], the non-orthogonal multiple access (NOMA) 
approach has been introduced, as described in [10]. 
NOMA is a crucial technology in wireless systems that 
improves spectrum efficiency. In contrast to convention-
al orthogonal multiple access (OMA) systems, NOMA en-
ables several users to exploit the same frequency band 
by distinguishing them based on power levels [11]. This 
facilitates concurrent transmission to many users, en-
hancing system capacity and ensuring equitable treat-
ment of users, particularly in situations characterized by 
a dense concentration of IoT devices [12].

The mMIMO means putting a lot of antennas at the 
base station (BS) so that it can serve a lot of customers 
at once. This improves SE and coverage. mMIMO is es-
sential in 6G to meet the significant data throughput 

and low latency demands of IoT applications. It also im-
proves the network's ability to manage the considerable 
connectivity required by IoT [13]. Recently, researchers 
have explored NOMA in mMIMO systems to improve 
spectrum efficiency [14]. A significant step towards bet-
ter service quality has been the merging of these two 
technologies, especially when using huge devices in the 
IoT, as well as addressing two important challenges, in-
cluding massive connectivity and low latency.

Reconfigurable intelligent surfaces (RISs) are surfac-
es that are fitted with programmable components ca-
pable of reflecting and manipulating electromagnetic 
waves in a desired way. In 6G, the RIS is strategically 
implemented to boost signal quality, expand cover-
age, and optimize the performance of IoT devices by 
dynamically adjusting the wireless environment. 

Different from current solutions, RIS regulates wireless 
environment behaviour deterministically and program-
matically. The majority of RIS implementations use 2D 
metasurface arrays. Tuning each element's phase shift 
skill fully changes signal propagation. Communication 
ancillary technology like amplification and forwarding 
relays uses more energy than RIS [14]. RIS technology of-
fers a fresh approach to improving NOMA system perfor-
mance by recreating the wireless environment; hence, we 
are strongly encouraged to incorporate RIS into NOMA 
[15]. The study examines the constraints and potential 
complications of traditional NOMA as user numbers rise, 
attributed to successive interference cancellation (SIC) at 
each user. Space-time block code-assisted NOMA (STBC-
CNOMA) needs fewer SICs than traditional NOMA [16].

They thought about a communication setting where 
all users are the same, with NOMA users clustered to-
gether. In their studies, the writers of [17-19] looked 
at the issues with resource management in multi-cell 
MIMO networks. For instance, to maximize the users' 
total capacity, the writers in [20-22] offered a less-than-
ideal plan. Their findings demonstrated that NOMA sys-
tems can still achieve considerable gains in user capac-
ity when inferior approaches are used.

Moreover, [23] investigated the benefits of RIS in a 
parasitic radio (SR) system. The authors devised pas-
sive and active RIS and BS beamforming to reduce BS 
transmission power. These designs were based on two 
constraints: the rate constraint for core communication 
and the signal-to-interference-plus-noise ratio (SINR) 
for decoding backscattered signals.

The system models in references examined networks 
with users using a single antenna throughout the net-
work, therefore constraining the productivity of IoT de-
vices. For instance, in order to maximize the users' total 
capacity, the writers in [24- 27] offered a less-than-ideal 
plan. Their findings demonstrated that NOMA systems 
can still achieve considerable gains in user capacity 
when inferior approaches are used.

Moreover, [28] investigated the benefits of RIS in a 
parasitic radio (SR) system. The authors devised pas-
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sive and active RIS and BS beamforming to reduce BS 
transmission power. These designs were based on two 
constraints: the rate constraint for core communication 
and the signal-to-interference-plus-noise ratio (SINR) 
for decoding backscattered signals.

The system models in references [29, 30] examined 
networks with users using a single antenna throughout 
the network, therefore constraining the productivity of 
IoT devices.

The majority of the prior work on IRS-enabled NOMA 
systems was based on the premise of a perfectly stable 
channel, which is not feasible for real-world situations. 
However, further investigations are still needed to im-
prove the performance of RIS and NOMA. This work 
mainly highlights the following contributions: 

•	 This study examines the effects of implement-
ing the RIS in a mMIMO DL NOMA-enabled IoT 
environment. By implementing RIS, the research 
demonstrates substantial enhancements in both 
capacity and SE across different IoT user distribu-
tions, showcasing the capability of RIS to optimize 
wireless communication systems in 6G networks.

•	 The work investigates the efficiency of NOMA 
systems throughout various distributions of IoT 
devices, including clustered and hotspot setups. 
Incorporating user distribution patterns into the 
simulation enhances its realism by accurately rep-
resenting the impact on system performance and 
exploring the system's scalability and strategies 
for efficiently combining mMIMO systems with RIS 
to enhance the overall performance of NOMA sys-
tems in IoT networks.

•	 The paper looks at how well IoT devices handle la-
tency at different mobility speeds with and without 
RIS. It gives useful information about how well RIS 
works in different situations by looking at unstable 
channel conditions, Rayleigh fading, and SIC. We 
aim to enhance the system's realism, emulate the 
actual environment, adhere to design constraints, 
and boost its performance.

The following is the structured rest of the article. A 
concise review of the pertinent literature is presented 
in Section 2. The mathematical formulation procedures 
and the network model specifics are detailed in Section 
3. The suggested system parameters, findings, and dis-
cussions are presented in Section 4. Section 5 offers final 
thoughts and recommendations for further research.

2. RELATED WORKS

The study in [31] provides a clear and thorough ex-
planation of RIS technology, addressing its rationale, 
applications, and locations of usage, while also discuss-
ing the challenges and corresponding solutions. How-
ever, the case study was extremely inadequate in terms 
of the number of users. [32] provided an extensive 
overview of RIS systems, emphasizing their operational 
principles, performance assessment, development, 

design, and interaction with other new technologies. 
Nevertheless, the issues confronting RIS technology 
during congestion or mobility and their effects on per-
formance were not recognized. 

[33] examines NOMA utilizing RIS, concentrating 
on enhancing power allocation for each user and 
bandwidth configuration in RIS, while guaranteeing 
compliance with minimum rate, latency, and reliabil-
ity standards. The numerical findings indicate that the 
suggested strategy attains an acceptable rate. The sys-
tem is predicated only on optimizing power allocation, 
which presents a constraint as the cumulative power 
allocations total one and are distributed at varying 
rates dependent on the number of users and their re-
spective locations. The developed NOMA system with 
RIS partitioning improves SE by increasing user fairness 
and ergodic rate [34]. The balanced sum rate, outage 
probability, and user fairness performance of the pro-
posed system beat the benchmark systems. The pri-
mary concept is around the partitioning of RIS; yet, the 
system has not been thoroughly examined, particularly 
concerning significant aspects like interference.

Two successful IRS-based channel estimate algo-
rithms for different channel parameters in a multi-user 
broadband communication system with orthogonal 
multiple access (OMA) are proposed in [35]. The find-
ings demonstrate that the suggested channel estima-
tion techniques and training strategies outperform 
comparator systems. NOMA surpasses OMA since the 
BS consistently determines the user's position and 
transmits the appropriate power, hence enhancing the 
implementation of these approaches and yielding bet-
ter outcomes. The use of IRS to improve coverage by 
facilitating communication between the cell edge user 
device and the base station is examined in [36] for both 
DL and uplink (UL) NOMA and OMA networks. When 
compared to complete decoding and forward relay, 
the findings show that IRS is far better. However, the di-
mensions and spacing of cells for RIS to accommodate 
edge users remain undetermined.

For signal cancellation-based RISs in the MIMO 
NOMA network that supports concurrent users, a novel 
passive beamforming weight design is offered [37]. Ac-
cording to the findings of the analysis, inter-group in-
terference may be eliminated by using a high number 
of components. In contrast to the anomalous reflector 
scenario, the diffuse dispersion scenario requires line-
of-sight for the BS-RIS and RIS-user connections, which 
causes shortcomings in this methodology. The mMIMO 
BS with RIS powers IoT devices wirelessly and enables 
multiple data users. The BS's precoding uses dual-band 
transmission and an instantaneous stable channel, 
whereas the RIS's passive beamforming uses a progres-
sively moving statistically stable channel. Pilot con-
tamination and channel estimation errors were used to 
generate closed-form formulae for IoT device informa-
tion user SE and average power [38]. Nevertheless, the 
mechanism for the distribution of IoT devices and the 
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sort of network employed remains undetermined. The 
following Table 1 provides a very simplified and com-
parative analysis of our work with previous literature, 
with a brief explanation of our contributions.

Author’s Name IOT RIS NOMA mMIMO Device 
Mobility 6G

C. Pan (2021) - ✓ - - - -

Y. Liu (2021) ✓ ✓ ✓ ✓ - ✓

Z. Ding (2023) - ✓ ✓ - - -

E. Basar (2022) - ✓ ✓ - - -

B. Zheng (2020) - ✓ - - - -

Y. Cheng (2021) - ✓ ✓ - - -

T. Hou (2020) ✓ ✓ ✓ - - -

H. Q. Ngo (2024) ✓ ✓ ✓ ✓ - -

This work ✓ ✓ ✓ ✓ ✓ ✓

Table 1. Comparison with previous literature and 
contributions to the paper

3. SYSTEM MODELS

Assuming the IoT setup using mMIMO and downlink 
(DL) NOMA, we will determine the system's primary 
components and how they interact with each other, as 
shown in Figs. 1 and 2. 

Fig. 1. IoT mMIMO DL NOMA system without RIS 
technology

The BS has an array of 128 x 128 mMIMO antennas. By 
distinguishing between users' power levels, the BS en-
ables numerous IoT devices to share the same frequen-
cy band through NOMA signal transmission, and each 
IoT device has an antenna [39]. In the given case, the 
clustered distribution model involves grouping devices 
into clusters and the Rayleigh fading channel model is 
utilized to characterize the wireless channel between 

Fig. 2. IoT mMIMO DL NOMA system with RIS 
scheme

the BS and the IoT devices. The channel model incorpo-
rates path loss, antenna gains, RIS enhancement, and 
mobility effects. Frequently, this assumption accurately 
represents the actual signal issues and challenges that 
devices encounter in specific regions.

Under the same prior assumptions, the proposal sys-
tem engages with the RIS in the second scenario. In this 
configuration, the base station employs the identical 
mMIMO architecture as previously to engage with sev-
eral IoT devices. The channel matrix H represents the 
mMIMO system that consists of NTx broadcast antennas 
and NRxr

 receive antennas, H∈CNRx×NTx ). The channel ma-
trix 𝐻 between the BS and an IoT device in the mMIMO 
system is denoted as:

(1)

In this equation, Lp represents large-scale path loss, 
whereas G represents small-scale Rayleigh fading chan-
nel coefficients. It can be expressed as:

G∼CN(0,1), where CN(0,1)denotes a complex Gauss-
ian distribution characterised by a mean of zero and a 
variance of one.

The BS concurrently accommodates several IoT devic-
es utilizing the NOMA concept. In NOMA, numerous us-
ers utilize the same frequency and temporal resources, 
differentiated by their power levels [40]. The BS assigns 
varying power levels to customers according to their 
channel conditions, guaranteeing that those with supe-
rior channels receive reduced power, while those with 
inferior channels receive more power. This is articulated 
as follows: For K users or devices, the power assigned to 
the k-th user or device is represented as Pk, with ∑K

k=1 
Pk =Ptotal, where Ptotal signifies the total available power. 

In the given case, the clustered distribution model 
involves grouping devices into clusters with unstable 
channel conditions. Frequently, this assumption accu-
rately represents the actual signal issues and challeng-
es that devices encounter in specific regions.

let x represent the transmit signal vector from the BS.
x=Ws (2)

For each user K, the symbol vector is represented by  
s∈CK×1. W, which is a precoding matrix applied at the 
BS, is defined as W∈CNt ×K. Channel matrices in mMIMO 
systems with no RIS. Adjustments can be made to the 
channel gain in a clustered distribution to accurately 
represent the increased signal intensity resulting from 
the proximity of users inside clusters [41].

Gbase=Gbase_factor×Gcluster_adjust (3)

Gbase is total system gain, including base gain factor 
and clustering modifications. Without clustering ef-
fects, Gbase_factor is the system or antenna setup's inherent 
gain. Such as antenna efficiency, transmission power, 
etc. Gcluster_adjust multiplicative modification to base gain. 
This adjustment factors in gain increases from beam-
forming, geographical clustering, and user clustering 
to optimize signal strength [42].
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Gbase=Gbase_factor×Ghotspot_adjust (4)

Ghotspot_adjust is multiply adjustments for enhanced sig-
nal gain in hotspot locations. Regions with a higher 
user concentration or stronger signal focus may have 
higher gain due to localized optimizations such beam-
forming, power allocation, or signal upgrades [43]. 

The channel matrix Hwithis improved by the RIS matrix 
R upon its introduction,

Hwith RIS=Hwithout RIS⋅R (5)
where Hwith is the channel matrix when the RIS or anoth-
er transformation (beamforming, phase-shifting, etc.) is 
used. The channel matrix Hwithout represents the direct 
channel between transmitter and receiver, without any 
modification. 𝑅 is a transformation matrix used by the 
RIS to enhance or improve channel conditions by apply-
ing phase shifts or adjustments to incoming signals.

The diagonal matrix R, which represents RIS, contains 
phase shifts denoted as,

R=diag(ejϕ1 ,ejϕ2 ,…,ejϕNRIS ) (6)
The number of RIS elements is represented by NRIS. 

The phase shift of the i-th RIS is denoted by ϕi. The 
complex phase shift is referred to as the equation ejϕi ). 
For the channel gain without RIS,

Gaineff =Gainbase (7)
For the channel gain with RIS, the effective channel 

gain is,
Gaineff=Gainbase×RISenhancement (8)

where RISenhancement Enhancement factor provided by 
RIS. Examine the intermediary channel connecting the 
BS and the user devices. The signal yk received by user 
K precisely represented as [44],

(9)
The user k's channel vector is represented as hk∈CNt×1. 

The additive white Gaussian noise (AWGN) with vari-
ance σn

2 is denoted by nk∼CN(0, σn
2). hk

H the Hermitian 
(conjugate transpose) of the hk. In the case of RIS, the 
channel vector hk is increased by the channel informa-
tion signal RIS. Consider the channel G∈CNRIS×Nt  con-
necting the BS to RIS, and the channel vk∈CNRIS×1 con-
necting the RIS to user k. The effective channel hk with 
RIS can be expressed as [45],

(10)

This is the RIS phase shift matrix: Θ=diag(θ1, θ2,…,θNRIS
), 

where the i-th RIS element introduces a phase shift, de-
noted as θi. Without utilising the RIS, the direct connec-
tion from the BS to user k is represented as channel hdirect, k. 
The signal strength received by user k without RIS is [46],

where Ptx is the transmit power. The user k's SNR is cal-
culated as,

(13)

(14)

user's allotted transmit power is denoted as Ptx. By 
applying the Shannon-Hartley theorem, we may deter-
mine user k's capacity Ck,

(15)

The total bandwidth is denoted by BW. K is the num-
ber of users. The capacity normalized by the bandwidth 
is the SEk  for user k,

(16)

The Capacity and SE of the System Overall with and 
Without RIS,

(17)

(18)

(19)

(20)

Device mobility, network load, and channel condi-
tions all affect communication system latency. This 
model is used for broad analysis,

(21)

The total network delay (L) comprises base latency, 
mobility delays, and network load delays. 

Lbase refers to the system's intrinsic latency under 
ideal conditions, excluding mobility and network load 
considerations. Dmob: The delay during user or device 
movement, determined by speed and distance. Dload re-
fers to the delay caused by network traffic. As network 
congestion or user activity grows, this delay increases. 
Network load delay, this metric quantifies the influence 
of the present network load on the delay [47]. 

(22)

(23)
where, M is network users' or devices' speed or mobil-
ity, which affects latency owing to handovers and dy-
namic connection quality. N is network traffic or users, 
with larger loads causing congestion and delay.

R scales the RIS's latency impact. α is a proportion-
ality constant that affects latency increase with move-
ment. The constant β measures the influence of net-
work load on latency, by scaling congestion's contribu-
tion to overall delay.

The received signal power changes in the RIS sce-
nario to,

(11)

(12)

(24)
Dmob is a Mobility Delay. Speed is S. Distance (D). The 

mobility delay coefficient is γ.

where, γ is a proportionality constant. S is the speed of 
the device. D is the distance the device moves in the 
given time. The formula typically used to determine the 
throughput T is,
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(25)

where, G is Channel gain (with or without RIS), N0 is 
Noise power spectral density.

4. SIMULATION RESULTS AND DISCUSSION

Table 2 displays the simulation parameters for vari-
ous model networks. The graphs of IoT mMIMO DL 
NOMA devices illustrate the variations in capacity and 

SE, and SNR under different conditions. The outcomes 
are displayed before and following the implementa-
tion of RIS, which enhances the latency with device 
mobility, throughput, and coverage area of the net-
work among the group of devices, while also tackling 
the difficulties posed by an abundance of IoT devices 
and resource-intensive 6G network applications. Fig. 
3 flowchart shows the methodology process and the 
simulation steps required.

Fig. 3. Three types of IoT mMIMO DL NOMA cases with and without RIS systems are shown in a flow chart
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In the 6G network, Fig. 4 illustrates the interaction 
between the capacity rate and SNR for four mMIMO DL 
NOMA IoT groups, both with and without the RIS meth-
od. The IoT devices own channels that exhibit varia-
tions in both distance and power distribution. A strong 
association existed between the capacity rate and the 
SNR. The group in the cluster with fewer devices (50 de-
vices) supports the highest achievable capacity of 1.29 
Mbps/Hz. The capacity rates for the second group with 
(100 devices), the third group with (150 devices), and 
the fourth group with (200 devices) were calculated to 
be 0.648, 0.432, and 0.324 Mbps/Hz, respectively. All 
four IoT groups saw capacity improvements of 5.84%, 
5.81, 5.78, and 5.8% when using RIS, compared to their 
performance without RIS. This was confirmed at the 
SNR of 30 dB.

Table 2. Presents comprehensive information on the 
simulators employed for simulating various models

Parameter Value
Devices Groups 50, 100, 150, and 200

Modulations 256 QAM

Path-loss exp. 4

BW 6 G Hz

Antennas No. 128x128 mMIMO

RIS 128x128

SNR 0 to 30 dB

Mobility Speed (0-120) km/h

Coverage Areas (100, 200, 300, 400) m2 or sqm

Fig. 4. Capacity rate vs. SNR for 4 groups in the IoT 
mMIMO DL NOMA network with and without RIS 

system

Within the 6G network, Fig. 5 depicts the correlation 
between the SE and SNR for four mMIMO DL NOMA 
IoT groups, both with and without the RIS architecture, 
and a strong correlation between SE and SNR was ob-
served. The subgroup inside the cluster consisting of 
50 devices allows for the maximum attainable SE of 
0.21629 bps/Hz. The predicted SE rates for the second 
group consisting of 100 devices, the third group with 
150 devices, and the fourth group consisting of 200 
devices were determined to be 0.10815, 0.072097, and 
0.054073 bps/Hz, respectively. All four IoT groups expe-

rienced SE enhancements of 5.759%, 5.755%, 5.753%, 
and 5.84%, respectively, when employing RIS, in com-
parison to their performance in the absence of RIS. This 
was verified at the SNR of 30 dB. The final result exceed-
ed the results obtained according to references.

Fig. 5. SE against SNR for 4 groups in the IoT mMIMO 
DL NOMA network with and without RIS technique

Implementing RIS in the mMIMO system notably im-
proves both the transmission capacity and the efficien-
cy of spectrum utilization. The primary factor behind 
this enhancement is the improved effective channel 
gain offered by RIS, which amplifies the signal strength, 
hence generating more capacity and optimizing the 
utilization of the bandwidth. This improvement is es-
pecially noticeable at increased SNR levels and broader 
user dispersal, rendering RIS a valuable solution in IoT 
and 6G networks. The final result exceeded the results 
obtained according to references [48].

Fig. 6 illustrates the correlation between latency vs. 
device mobility with and without RIS for Different IoT 
Device Distributions for four mMIMO NOMA groups. The 
study focuses on a 6G network in different mobility sce-
narios: from 0 km/h to 120 km/h. During periods of slow 
movement or immobility, the channel conditions be-
tween the transmitter (such as BS) and the receiver (such 
as an IoT device) stay rather constant. The stability of the 
channel results in less fast fluctuations in both channel 
gains and signal quality, therefore enabling more consis-
tent and dependable communication. By contrast, the 
channel conditions of faster-moving devices undergo 
rapid changes as a result of phenomena like as Dop-
pler shift, multipath fading, and frequent handovers be-
tween various BS. Fluctuations in signal quality caused 
by these quick changes might result in increased delay, 
greater packet loss, and more frequent mistakes.

The subgroup inside the cluster, which has 50 devic-
es, enables a minimum achievable latency of 2.44 mil-
liseconds. The estimated latency rates for the second 
group, which included 100 devices, the third group, 
which included 150 devices, and the fourth group, 
which included 200 devices, were analyzed and found 
to be 1.72 ms, 1.48 ms, and 1.36 ms accordingly, at a 
velocity of 120 Km/h. 
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Implementing RIS resulted in latency rate improve-
ments of 16.44%, 12.24%, 9.75%, and 8.1% for all four 
IoT groups, respectively.

Fig. 6. Latency vs. Device Mobility with and without 
RIS for Different 4 groups IoT mMIMO DL NOMA 

Device Distributions

Fig. 7 depicts the relationship between Throughput 
and Coverage Area for four mMIMO NOMA groups, both 
with and without RIS, with varying device densities.

The study examines a 6G network under several De-
vice Density scenarios, namely 100, 200, 300, and 400 
square metres. Coefficient of inverse correlation be-
tween Throughput and coverage area. The subgroup 
inside the cluster, including 50 devices, allows for the 
maximum attainable throughput of 360 bps/Hz. The 
predicted throughput rates for the second group con-
sisting of 100 devices, the third group with 150 devices, 
and the fourth group containing 200 devices were de-
termined to be 180, 120, and 90 bps/Hz, respectively at 
the coverage area of 400 square meters (sqm). Each of 
the four IoT groups saw throughput improvements of 
26%, 25.6%, 25.3%, and 25% correspondingly while us-
ing RIS. The augmented channel gains that RIS facilitates 
are primarily to blame for the increase and improvement 
in throughput. The RIS enhances signal propagation by 
dynamically regulating signal reflections, leading to 
improved connection quality and optimizing resource 
utilization, minimizing delay, and countering the effects 
of multipath fading. By adding NOMA, throughput is in-

creased, making RIS-assisted NOMA a powerful method 
for fast communication in future 6G networks.

Fig. 7. Throughput vs. coverage area with and 
without RIS for different 4 groups IoT mMIMO DL 

NOMA device densities

5. CONCLUSIONS 

This study provides a thorough evaluation of RIS tech-
nology in a 6G network environment, specifically within 
the mMIMO DL NOMA-enabled IoT system. The results 
show that the proposed approach is a promising solu-
tion for future 6G IoT networks, significantly improving 
capacity and SE, particularly in high-density areas. By in-
tegrating RIS with DL NOMA systems, the research high-
lights its ability to boost communication performance, 
especially in clustered user scenarios, making it essential 
for optimizing system performance and resource utili-
zation in IoT networks. Additionally, RIS greatly reduces 
latency in NOMA systems, regardless of user distribution 
or mobility speeds, and improves communication ef-
ficiency. The latency model used provides key insights 
into the impact of RIS and mobility on system perfor-
mance. Furthermore, RIS enhances data transfer rates, 
supporting increased device densities in various IoT en-
vironments, and the throughput model demonstrates 
its ability to optimize network architecture. In conclu-
sion, RIS presents considerable benefits for improving 
network performance in 6G IoT systems. Future studies 
should explore its integration with advanced technolo-
gies like machine learning-based resource allocation 
and dynamic spectrum management to further enhance 
NOMA system performance in diverse IoT scenarios.
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Abstract – In this paper, a three-pole hairpin resonator is designed, simulated, and fabricated on the top layer of the FR4 substrate. 
Recent trends in miniature size and improved filter performance, particularly in terms of scattering parameters and wider bandwidth, 
have increased demand for such filters. This filter uses two different Defect Ground Structure (DGS) techniques utilizing the top and 
ground layers. The first Defect Ground Structure (DGS) technique incorporates two dumbbells and rectangular slots beneath two 
feed lines, resulting in a unique and modified bandpass filter design. In the second DGS, a series of grooves embedded at three 
hairpin resonators provide a more compact size and enhanced scattering parameters with wider bandwidth, which is considered an 
improvement of this design over the existing works. The simulation results use High Frequency Structure Simulator (HFSS) software. 
Parametric optimization has been conducted; the optimized values of three significant parameters are 4mm length of tap Lt, 0,4mm 
space between resonators S, and (3×9)mm2 area of rectangular slot (DGS2). The presented filter resonates at 2.5 GHz center frequency 
with a -3dB fractional bandwidth of 22.4%. The acquired values of insertion loss (S21) and return loss (S11) at the passband are -1.6dB 
and -54.19dB, respectively, with a flat group delay. The design validity has been verified using Computer Simulation Technology (CST) 
simulation software and a fabricated prototype. The fabrication results match the simulations excellently, making the suggested 
filter suitable for various fifth-generation (5G) applications.
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1.  INTRODUCTION

In recent days, the applications of wireless commu-
nication devices have witnessed increasing requests, 
which has led to further growth in the microwave de-
vice field. Radio Frequency (RF) and microwave filters 
are excessively utilized in radar systems, satellite com-
munication, recent warfare devices, TV broadcasts, 
radio broadcasts, and mobile devices. Each wireless 
communication device operates at various frequencies 
and allocates various bands for each device [1-6]. Each 
receiver uses a filter, an essential component that func-
tions as an electronic circuit, allowing a specific range 
of frequencies to pass while rejecting or attenuating 
unwanted frequencies. Moreover, filters can be clas-
sified according to their characteristics into four dif-
ferent types: lowpass filter (LPF), highpass filter (HPF), 
bandpass filter (BPF), and bandstop filter (BSF) [7-9]. 
Therefore, numerous methods exist for designing fil-
ters, each with pros and cons. These methods include 

parallel coupled lines, edge coupled lines, inter-digital 
lines, comb lines, hairpins, and more.

The hairpin method has the advantage of being small 
compared to others; it is widely used in filter design 
[10]. The planar hairpin filter meets the requirements 
of a compact, high-quality, and low-cost RF/microwave 
filter. A hairpin BPF passes frequency within a specific 
extent and rejects or attenuates frequency outside that 
extent [11]. Also, in hairpin BPF, the hairpin lines com-
prise folded parallel coupled half-wavelength resona-
tors, which makes the area where parallel lines take 
up smaller. One of the most common ways to improve 
filter parameters like insertion loss, return loss, and har-
monic suppression is to use a defect ground structure 
(DGS) [12, 13]. Accordingly, the microstrip technique 
is used in the hairpin BPF design instead of lumped 
elements due to its advantages, such as its small size, 
lightweight, affordability, ease of manufacture, and 
low loss [14, 15]. Consequently, microwave and RF cir-



100 International Journal of Electrical and Computer Engineering Systems

cuits use a microstrip line as a means of power trans-
mission. The microstrip line consists of three layers: 
the top and bottom layers, known as conductor strips 
and ground, are made from conducting material such 
as copper, while the middle layer is known as the di-
electric substrate [16-20].   Numerous prior researchers 
have employed the DGS technique to design a hairpin 
bandpass filter, as seen in [21], where they designed 
a microstrip hairpin line BPF with two square-shaped 
DGS. Although this filter has a compact size and good 
insertion loss (S21), it suffers from low S11 values in 
the passband region and narrow bandwidth. In [22], a 
simple filter design for S-band radar incorporates the 
DGS as a square groove to minimize filter size and sup-
press harmonics; however, it still struggles with a large 
occupied area and low return loss (S11). In [23], a planar 
third-order hairpin BPF employs DGS slot resonators to 
achieve a high S11 value of -40dB. However, it suffers 
from a high S21 value and large size. An open stub with 
DGS employed in [24] is utilized to design a filter for 
X-band weather radar applications with 120 MHz band-
width; the S21 value at the passband is -1,57dB. Two 
different shapes of DGS are utilized to design the hair-
pin bandpass filter presented in [25], which operates at 
2.4GHz and has a moderate return loss of -26dB with 
sharp roll-off and wide bandwidth in the passband re-
gion. In [26], an open loop microstrip structure is used 
as a DGS to design a three-pole hairpin bandpass filter 
for a VSAT (Very Small Aperture Terminal) system, with 
an observed return loss S11 of -13 dB with a triple band 
at 10.2GHz, 12.2GHz, and 14.8GHz. In [27], a new min-
iature two-layer bandpass filter is designed that oper-
ates at 2.5GHz with a fractional bandwidth of 4.75%; 
the S21 and S11 values are -1.65dB and -45dB, respec-
tively. From our review of previous studies in the filter 
design, we found that the DGS technique was used 
in various geometric shapes and was placed, in most 
studies, on the bottom layer of the substrate material. 
However, upon reviewing these studies, it was found 
that the physical size of most filters was large, the scat-
tering parameter values needed to be higher, and a 
lack of parametric optimization and traditional hairpin 
structures were used. These gaps can be addressed 
by reducing the filter size without affecting its perfor-
mance, improving the filter’s response in terms of scat-
tering parameter values and bandwidth, switching the 
dielectric material to a low-loss material, conducting a 
parametric study of several parameters that influence 
the filter’s performance, and modifying the shape and 
position of the DGS.

The research problem involves improving the scatter-
ing parameter values (S11 and S21), obtaining a wider 
bandwidth in the passband region while maintaining a 
small size and low cost for the latest compact devices. 
Filter designers encounter challenges when reducing 
size, including increased losses, narrower bandwidth, 
fabrication tolerance sensitivity, and cost. A tradeoff 
between size reduction with low cost and high perfor-
mance should be reached. Therefore, in this research, I 

will study the design of a small-sized filter with unique 
hairpin-shaped resonators, improving the scattering 
parameter values, including a parametric optimization 
of three important parameters that significantly affect 
the filter’s performance (tap length, space between 
resonators, and rectangular slot area DGS2). This study 
improves a novel DGS added at the substrate's top 
and bottom layers, which differs from previous studies 
and results in enhanced filter performance regarding 
in-band and out-of-band response, better-scattering 
parameters, and smaller overall size. The suggested fil-
ter has been fabricated and tested to verify the results, 
and the measured results agree well with the simulated 
ones. FR4-epoxy is the substrate used, with 4.4 permit-
tivity, 0.02 loss tangent, and 1.6 mm thickness. Sections 
2 and 3 arrange the remaining parts. Section 2 provides 
a brief overview of the design steps of the proposed fil-
ter, while Section 3 conducts a parametric study. Then, 
the simulation results and discussion are presented in 
Section 4. Section 5 includes the experimental results, 
followed by Section 6, which compares the proposed 
filter with other references.

2. PROPOSED FILTER DESIGN

This section will demonstrate constructing a band-
pass filter using a three-hairpin resonator with the DGS 
technique at the top and bottom layers. Fig. 1 displays 
the equivalent circuit schematic for three resonators 
at the top layer, which consists of three inductors and 
capacitors; C12 and C23 represent coupling capacitors 
between adjacent resonators.

Fig. 1. Lumped elements of the hairpin resonators

The design of a three-pole hairpin bandpass filter 
aims to strike a balance between performance, size, 
and selectivity. The shape of the hairpin was chosen 
mainly for its compactness, easy coupling, and good 
frequency response. Three hairpin resonators are often 
chosen instead of five to balance size, complexity, cost, 
and performance. It is an appropriate choice when 
moderate bandwidth and selectivity are satisfactory 
and reducing loss, cost, and size is crucial. A hairpin 
resonator comprises a U-shaped structure, a substrate, 
a ground plane, and coupling sections. These parts 
work together to provide excellent filter performance 
regarding selectivity, size, and bandwidth. It must first 
determine the filter and substrate specifications, as 
shown in Table 1. The FR4 substrate is chosen because 
it is widely available and cost-effective. The Chebyshev 
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table will yield the following low pass prototype values 
for the proposed filter (order three, ripple 0.1, and Che-
byshev filter response): g0 = g4 = 1, g1 = g3 = 1.03, and 
g2 = 1.14. The equations (1-10) were used to design the 
proposed bandpass filter [8]. The following steps must 
be followed:

•	 Step (1), calculate the external quality factor at in-
put and output ports denoted, respectively, by us-
ing the following equations (1-2)

(1)

(2)

Where fh, fl represents the higher and lower cutoff 
frequencies, fo is the center frequency, and FBW is the 
fractional bandwidth of the filter.

•	 Step (2), the width of each resonator is calculated 
by the following equation (3) and (4)

(3)

(4)

Where h is the thickness of the FR4 substrate 1.6mm 
and zc represents a characteristic impedance equal to 
50 ohm, the calculated width of each resonator is 2mm. 
Furthermore, the resonator length is equal to 16.5mm 
which is calculated by equations (5-7)

(5)

(6)

(7)

Where c represents the speed of light in free space 
3×108 m/s and ∈e is an effective dielectric constant. 

•	 Step (3), calculate the mutual coupling between 
resonators using equation (8)

(8)

The calculated values of two mutual couplings are 
M12= M23= 2.067, the spacing between two adjacent 
resonators is assumed to be an initial value, and then 
the filter is designed by using the software simulator 
HFSS to observe the insertion loss S21 curve and take 
the two peaks of that curve to calculate coupling coef-
ficients k using equation (9)

(9)

These two peaks on the S21 curve are represented by 
fh and fl, when the value of k is close to the value of M, 
then the assumed separation distance between adja-
cent resonators will be considered, equal to 0.4mm in 
our proposed design.

•	 Step (4), calculate the tapping point t that repre-
sents the position of the feed line at both ports, us-
ing equation(10)

(10)

Where z0 represents the impedance needed for termi-
nals, zr impedance for hairpin line, and external quality 
factor Qe, the calculated tapping point value is 6mm. Fig. 
2 depicts the top layer of the suggested filter, while Table 
2 displays its dimensions. 

Fig. 2. The top layer of the proposed filter

The -3dB fractional bandwidth measures the filter 
bandwidth relative to its center frequency (2.5GHz). 
Where filter bandwidth is 560MHz at -3dB points at 
the insertion loss (S21) curve. The dielectric constant, 
thickness, loss tangent, and thermal stability of the FR4 
substrate all play a big part in the design of the hair-
pin resonator. These properties affect how well the fil-
ter works. A high dielectric constant leads to more size 
compactness but reduces the quality factor. 

The first DGS is added at the top layer as consecutive 
grooves with dimensions (0.5×1.5) mm2 to enhance filter 
response regarding selectivity with size reduction. On 
the other hand, the second DGS is employed at the bot-
tom layer of the suggested filter to improve the scatter-
ing parameters, which consist of two geometric shapes, 
as shown in Fig. 3. 

Fig. 3. The bottom layer of the proposed filter
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The first one (DGS1) consists of two dumbbells sepa-
rated by a distance of 14.8 mm. In contrast, the second 
one (DGS2) consists of a pair of rectangular slots locat-
ed below the feed lines with dimensions (3×9) mm2, 
as shown in Fig. 4. These two different DGS techniques 
differ in their application to the filter design by etching 
one DGS in the top layer while the other is etched at the 
bottom layer. Both of them have a simple structure that 
can be easily implemented. Their impact on the filter 
includes enhanced scattering parameters, sharper roll-
off, and improved passband performance without an 
increase in the filter size. Table 3 also illustrates all the 
dimensions of the bottom layer. Fig. 4 displays the ulti-
mate 3D view of the suggested filter.

Fig. 4. 3D view of the proposed filter

Table 1. Filter and substrate specifications

Filter parameter Value 

Lower cutoff frequency fl 2.2GHz

Upper cutoff frequency fh 2.8GHz

Center frequency f0 2.5GHz

Order 3

Filter response Chebyshev

Return loss S11 ≤-10

Insertion loss S21 >-2

Substrate type FR4epoxy

Substrate thickness h 1.6mm

Permitivity 4.4

Loss tangent 0.02

Table 2. Top layer dimensions

Filter dimensions (top layer) Value (mm)

Substrate  length 18.25

Substrate  width 34.8

Resonator 1 length Lr1 16.59

Resonator 2 length Lr2 17.25

Resonator 3 length Lr3 16.59

Resonator width Wr 2

Tap line length 4

Tap line width 5

Space among three resonators S 0.4

Table 3. Bottom layer dimensions

Filter dimensions (bottom layer) Value (mm)

Length of square head slot L1 2

Width of square head slot W1 2

Length of rectangle head slot L2 1.6

Width of rectangle head slot W2 2

Length of path L3 10.6

Width of path W3 0.5

Length of rectangle shape slot L4 9

Width of rectangle shape slot W4 3

Space between two rectangular shape heads (s) 14.8

3. PARAMETRIC STUDY 

The suggested filter has been simulated using the fi-
nite element method based on HFSS software. This soft-
ware will provide accurate simulation results, parametric 
optimization, extraction of the scattering parameters 
(S11 and S21), and quality factor calculation. The values 
of insertion loss (S21) and return loss (S11) affect how 
well the filter works. When insertion loss (S21) is close 
to zero in the passband region, the signal is attenuated 
as little as possible. Low return loss (S11 ≤ -10) indicates 
good impedance matching, and the reflected signal is 
reduced, which increases the filter's efficiency. The de-
signed filter will experience a series of variations in the 
tap length, spacing between resonators, and various ar-
eas of DGS2. The optimum goal is to get the scattering 
parameter values (S11 and S21) in an adequate range. 
The tap length is altered, as shown in Fig. 5, which de-
picts that the minor increase in tap length changes S11 
and S21 values and fractional bandwidth. As shown in 
the figure, when the tap length increases, the scatter-
ing parameter values are enhanced due to sufficient 
coupling and excellent impedance matching between 
the resonator and external circuitry. The best return loss 
(S11) is obtained when Lt is 4 mm, equal to -54.19 dB, 
as illustrated in Table 4. Optimizing the space between 
resonators enhances the filter response. The calculated 
space value S of 0.2mm concerning coupling coefficient 
k is altered, as indicated in Fig. 6. The figure depicts that 
the center frequency will not be affected. In contrast, the 
scattering parameters and fractional bandwidth are no-
ticeably affected, as illustrated in Table 5. The interpre-
tation of this behaviour is that when the resonators are 
placed close, the coupling increases, increasing the frac-
tional bandwidth and reducing losses due to strong sig-
nal transfers between resonators. Finally, the area of the 
second shape of DGS denoted as DGS2, can be included 
in the parametric study. The area of that slot is changed 
from (2×8) mm2 to (4×10) mm2 to enhance filter re-
sponse, as indicated in Fig. 7. The figure indicates a slight 
effect on the insertion loss (S21), fractional bandwidth, 
and center frequency. However, Table 6 illustrates a sig-
nificant impact on the return loss value (S11) when the 
rectangular slot area equals (3×9) mm2 due to increas-
ing the capacitive and inductive effects when increasing 
the area of DGS2 and reducing the center frequency.
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Fig. 5. Simulated S-parameter response when 
changing the tap length 

Table 4. Different tap lengths Lt  
for the suggested filter

Length of 
tap Lt (mm)

S21 
(dB) S11 (dB) Center 

frequency (GHz) FBW

2 -1.4, -2 -21, -18 2.2, 2.5 6.8%, 12%

3 -1.4, -1.7 -27, -20 2.35 27%

4 (proposed) -1.6 -54.19 2.5 22%

5 -1.6 -19, -21 2.5 22.8%

Table 5. The proposed filter comparison based on 
the spacing between resonators

Space between 
resonators 

(mm)

S21 
(dB) S11 (dB)

Center 
frequency 

(GHz)
FBW

0.2 -1.4, -3 -30, -23, -15 2.23, 2.8 26%, 4.2%

0.4 (proposed) -1.6 -54.19 2.5 22.4%

0.6 -1.8 -20, -21 2.5 19.6%

0.8 -2 -23.5 2.5 14%

Table 6. The proposed filter comparison based on 
the variation of rectangular slot area

Area of 
rectangular slot 

(DGS2) (mm)2
S21 (dB) S11 (dB)

Center 
frequency 

(GHz)
FBW

2×8 -1.6 -19, -16 2.5 25.2%

3×9 (proposed) -1.6 -54.19 2.5 22.4%

4×10 -1.7 -17, -22 2.38 27.3%

Fig. 6. Simulated S-parameter response when 
changing space between the resonator

Fig. 7. Simulated S-parameter response when 
changing the rectangular slot area (DGS2)

4. SIMULATION RESULTS AND DISCUSSION

The proposed filter was initially designed by HFSS 
software; The results of the simulation for different as-
pects of the filter design have been extracted, as de-
tailed below:

4.1. VARIOUS MODEL CONSTRUCTIONS

Three models have been designed to demonstrate the 
effect of DGS on the performance of the filter response. 
Model 1 incorporates both proposed DGS shapes at both 
layers. Model 2 encompasses a full ground plane with 
only defects at the top layer, whereas Model 3 includes 
top-layer defects and only the first shape of DGS (DGS1) 
at the bottom layer. Table 7 presents a comparison of the 
three proposed models. The simulation results for these 
three models are depicted in Fig. 8. It is clear that the first 
model has the best scattering parameters (S21, S11) and 
fractional bandwidth compared to the others, which are 
-1.6 dB, -54.19 dB, and 22.4%, respectively. Where the 
lower S11 values are below -10dB, and the closer the S21 
values are to zero, the better, as this improves the filter's 
efficiency. The resonator performance is significantly 
enhanced by using the second DGS, which leads to im-
proved impedance matching observed when return loss 
S11 becomes less than -50dB. Furthermore, the second 
and third models have moderate values for S21 and S11. 
The center frequency for all three proposed models does 
not change significantly because the three hairpin reso-
nators at the top layer of the suggested filter have not 
changed; the only change occurs at the ground layer of 
the suggested filter.

4.2. CST SIMULATION RESULTS

The CST simulator verifies the results previously ob-
tained from the HFSS. Fig. 9 compares scattering pa-
rameters between two software simulators, providing 
a means to assess the accuracy of the simulated results. 
The CST simulated results indicate excellent agree-
ment, especially near lower and higher cut-off frequen-
cies, where the lower cut-off frequency is 2.15 GHz and 
the higher cut-off frequency is 2.7 GHz, with a center 
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frequency of 2.47 GHz. These variations between the 
two software are due to several factors, such as the nu-
merical method, boundary conditions and excitations, 
meshing, and solver technique es.

Fig. 8. Simulated S11 and S21 responses of Three 
different models to demonstrate the effect of DGS

4.3. CURRENT DISTRIBUTION 
 AND GROUP DELAY

The surface current distribution of the proposed filter 
at the center frequency of 2.5 GHz is indicated in Fig. 
10. The filter's surface demonstrates a current flow that 
appears at the three hairpin resonators in the band-
pass region. Another important parameter for the fil-
ter design is a group delay, ensuring the signal passes 
through the filter without distortion and preserving 
its integrity. This design manages a group delay by 
optimizing DGS and conducting simulation. The more 
stable group delay at the passband region, the better. 
A flat group delay is shown in Fig. 11, which indicates a 
minimal signal distortion at the passband range. 

Table 7. Comparison among three proposed 
models of the filter design

Model S21 
(dB)

S11 
(dB)

Center 
frequency 

(GHz)
FBW

model 1 (proposed) -1.6 -54.19 2.5 22.4%

model 2 -1.3, -3 -25, -15 2.25, 2.7 22.2%, 5.5%

model 3 -1.4, -3 -16, -12 2.25, 2.7 22.2%, 7.4%

Fig. 9. Simulated S11 and S21 responses of the CST 
and HFSS simulators for the proposed filter

Fig. 10. Surface current distribution of the 
proposed filter at 2.5GHz

Fig. 11. Group Delay of the proposed filter

5. EXPERIMENTAL RESULTS

The proposed hairpin bandpass filter has been 
fabricated and tested to verify previously obtained 
simulation results from CST and HFSS software simu-
lators. The main purpose of verifying the design with 
CST and the fabricated prototype is to ensure that 
the theoretical performance of the filter aligns with 
real-world behaviours. This dual verification process 
is essential for identifying any discrepancies, design 
optimization, and impacts of the manufacturing 
process and ensuring that the final product meets 
design specifications and industry standards. Fig. 12 
illustrates a photograph of the fabricated prototype. 
Two SMA connectors were utilized to measure the 
fabricated results. The Vector Network Analyzer (VNA) 
MS4642A has been used to obtain the measurements, 
as shown in Fig. 13. A comparison of the simulated 
and measured results is depicted in Fig. 14. From 
the figure, it is obvious that there is an outstanding 
agreement between the simulation and measure-
ment results. Still, slight variations occur due to fabri-
cation tolerance, SMA connector mismatch, substrate 
material properties, and environmental conditions. 
Temperature and electromagnetic interference are 
the two main environmental factors influencing the 
measurement results. The simulation results achieved 
a bandwidth of (2.2-2.8) GHz with a center frequency. 
In measurement results, the bandwidth of (2.4-2.7) 
GHz with a center frequency of 2.6GHz . The simulated 
and measured return losses (S11) are -54dB and -30dB 
for the bandpass region, respectively, while the simu-



105Volume 16, Number 2, 2025

lated and measured insertion losses (S21) are -1,17dB 
and -1,20dB. The challenges encountered during the 
fabrication process of this filter are pattern precision 
and variability of substrate material; these were ad-
dressed by using engravings with dimensions that are 
compatible with the cutting machine and simple geo-
metric structures of DGS to avoid design complexity.  
The proposed filter is appropriate for many modern 
wireless communication systems that require filters 
with high selectivity and sharp cut-offs to separate 
the intended signal band from noise and interference. 
5G applications such as enhanced mobile broadband, 
Internet of Things (IoT), and autonomous vehicles can 
utilize the suggested filter.

(a)

(b)

Fig. 12. Photograph of the fabricated filter.  
(a) Top view, (b) Bottom view

Fig. 13. VNA for measuring the fabricated filter

Fig. 14. Comparison between simulated and 
measured results

6. COMPARISON WITH OTHER REFERENCES

The proposed filter is compared with the other refer-
ences [21-27] at various ranges of frequency, focusing 
on insertion loss (S21), return loss (S11), bandwidth, 
and center frequency highlighted in Table 8. As illus-
trated in the table, although the suggested filter has a 
simple structure, it provides the optimum S21, S11, and 
wider fractional bandwidth equal to -1.6 dB, -54.19 dB, 
and 22.4%, respectively.

Table 8. Comparison between the proposed filter 
and other references

Ref 
No.

Year of 
pub.

S21 
(dB)

S11 
(dB)

Bandwidth 
(BW) (MHz)

Center 
frequency 

(GHz)

Filter size 
(mm)2

[9] 2017 -2.1 -35 389 2.45 40×38

[17] 2018 -1.7 -34 620 2.7 280×140

[19] 2018 -0.37 -34.03 107.4 2.45 20.2×13.3

[21] 2017 -0.2946 -46.64 460 2.22 18.2×34.8

[22] 2018 -0.76 -29 200 3 53.7×17.6

[23] 2019 -3 -41 250 2.35 70×45

[24] 2018 -1.57 -29.9 100 9.5

[25] 2018 -0.1 -24 600 2.2 49×25

[26] 2021
-1.9, 
-0.9, 
-1.2

-13.25, 
-12.8, 
-14.72

400, 700, 
300

10.28, 12, 
14.62

[27] 2022 -1 -31 130 2.55 21.8×21.6

This 
Work 2024 -1.6 -54.19 560 2.5 18.25×34.8

7. CONCLUSION

In this paper, a novel hairpin bandpass filter with de-
fective ground structures is analyzed, simulated, and 
fabricated. 5G applications such as enhanced mobile 
broadband, Internet of Things (IoT), and autonomous 
vehicles can utilize the suggested filter. It can also be 
utilized in wi-fi networks and radar communications. 
This study utilizes two distinct defect ground structures 
at the top and bottom layers to enhance the scattering 
parameters, widen the bandwidth, and maintain com-
pact size. The suggested filter was first created using 
HFSS software, and a parametric study was highlighted 
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on the best filter response by changing the space be-
tween resonators, the length of the tap, and the area 
of the rectangular slot (DGS2). The optimized values 
of three significant parameters are 4mm length of tap 
Lt, 0,4mm space between resonators S, and (3×9)mm2 
area of rectangular slot (DGS2). The CST simulation re-
sults and the fabricated prototype confirm the previ-
ous HFSS results. The fabricated prototype's measure-
ment results differed slightly from the simulated ones 
due to fabrication tolerance and SMA connector mis-
match. This filter provides a wider fractional bandwidth 
of 22.4% in the passband region, excellent return loss 
(S11) of -54 dB, and insertion loss (S21) of -1.6dB with a 
short group delay. Future work can apply various ways 
to the proposed filter to achieve further enhancements 
such as more miniaturization, conducting parametric 
optimization with another parameter, and changing 
the type of substrate material.
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Abstract – This work proposes a time domain signal-to-noise ratio (SNR) estimator for a single input-single output (SISO) 
orthogonal frequency division multiplexing (OFDM) system using a pre-fast Fourier transform (pre-FFT) SNR estimator. The pre-FFT 
SNR estimator requires no additional overhead since it reuses the preamble for synchronization in the OFDM system. In this work, 
a preamble structure proposed by Morelli and Mengali to overcome carrier frequency offset (CFO) due to Doppler effects is utilized. 
The proposed pre-FFT SNR estimator has been employed to estimate SNR for the SISO-OFDM system, and its performance has been 
evaluated against the corresponding frequency domain SNR estimator, also known as a post-FFT SNR estimator. The normalized 
mean square error (NMSE) of the pre-FFT SNR estimator has also been evaluated against the normalized Cramer-Rao bound (NCRB). 
The simulation results show that for the additive white Gaussian noise (AWGN) and Stanford University Interim-5 (SUI-5) channels, the 
pre-FFT SNR estimator exhibits 0.41 dB and 0.66 dB difference between the estimated SNR and the actual SNR, respectively. The NMSE 
of the pre-FFT SNR estimator outperforms the benchmarker post-FFT SNR estimator, which is close to the NCRB. The proposed pre-FFT 
SNR estimator achieved bit error rate (BER) improvements of about 1 dB and 2 dB for AWGN and SUI-5 channels, respectively, over 
the post-FFT SNR estimator at BER= 10−4. Moreover, there is an approximately 50% reduction in complexity between the proposed 
pre-FFT SNR estimator and the benchmarker post-FFT SNR estimator. 

Keywords: Adaptive modulation, Efficiency, OFDM, Preamble-based SNR estimator, Constant Amplitude Zero Autocorrelation 
preamble, Channel capacity
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1.  INTRODUCTION

The most widely used multicarrier modulation tech-
nology underpinning the fifth-generation (5G) mobile 
communications networks is orthogonal frequency divi-
sion multiplexing (OFDM). It offers strong performance 
in frequency-selective channels and facilitates the effec-
tive use of the available channel capacity [1]. Adaptive 
transmission can significantly enhance an OFDM sys-
tem's performance in the presence of a frequency-selec-
tive channel. Due to this, the signal-to-noise ratio (SNR) 
is a critical component of adaptive transmission. The 
SNR value denotes the channel quality, and an adaptive 

modulation and coding (AMC) scheme adapts param-
eters like modulation and coding schemes by the chan-
nel condition [2]. In the AMC scheme, SNR is computed 
at the receiver to assess channel quality, and its value is 
sent back to the transmitter for parameter adjustment 
[3, 4]. This process imposes feedback overhead.

Unmanned aerial vehicle (UAV) communication is 
an application in which where the AMC technique is 
utilized to alleviate problems in dynamically changing 
communication environments. Recent studies on AMC 
for UAV communication have utilized machine learn-
ing methods to assess channel quality for the modu-
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lation and coding scheme parameters selection [5-7]. 
The authors in [7] studied the AMC scheme in a UAV-
to-ground free space optical communication system, 
which employed a machine learning-based channel es-
timator considering turbulence effects. In [8], deep re-
inforcement learning combined with a neural network 
was used to predict channel conditions for underwater 
acoustic OFDM communication systems, resulting in 
an improved bit-error rate (BER) and spectral efficiency. 
However, the proposed machine learning-based AMC 
schemes depend on the quality of the training data, 
such as the estimated SNR and other relevant channel 
atmospheric parameters. Improving SNR estimation 
accuracy would therefore prove advantageous. 

SNR estimation is beneficial in a high-mobility en-
vironment, in which the channel condition is rapidly 
changing, and the Doppler effect is generated. Such 
fluctuations in the time domain require a well-esti-
mated SNR for an adaptive transmission to achieve a 
significant throughput gain, resulting in an improved 
spectrum efficiency [3]. Therefore, a highly accurate 
SNR estimation method should ensure the intended 
level of communication performance by invoking the 
adaptive adjusted communication rate, modulation, 
and coding schemes [9]. However, a complicated SNR 
estimate method could result in feedback delays and 
worsen throughput performance. 

There are two categories of SNR estimation, namely 
data-assisted (DA) and non-data-assisted (NDA) SNR es-
timation. The NDA-SNR estimator overcomes feedback 
overhead issues at the expense of lower accuracy because 
the transmitted signal's past information is not used to 
estimate SNR. This accuracy shortfall can be eliminated 
by employing a DA-SNR estimator, albeit at the expense 
of a throughput penalty, which increases the system's 
overhead. Nonetheless, research on DA-SNR that does 
not result in a throughput penalty has been done, such 
as the preamble-based SNR estimator of [10,11]. Thus, a 
preamble-based SNR estimator is considered in this study.

A preamble-based SNR estimator uses the OFDM sys-
tem's synchronization preamble to estimate SNR. The 
OFDM system is sensitive to timing errors and frequen-
cy offsets, and various preamble structures have been 
proposed to address these limitations [12-15]. The SNR 
estimators proposed in [16-18] consider the carrier 
interference generated by the frequency offset, while 
most of the proposed SNR estimators assume perfect 
frequency synchronization.

Two main issues to be considered in developing SNR 
estimator are: (i) complexity and (ii) throughput penalty. 
There are two factors that can contribute to the compu-
tational complexity of a preamble-based SNR estimator, 
namely the type of SNR estimation domain and algorithm. 
In OFDM systems, SNR estimation is performed either in 
the frequency domain, also known as post-fast Fourier 
transform (FFT) estimation, or in the time domain, known 
as pre-FFT estimation. In the post-FFT estimation, the SNR 
is estimated after the FFT block of the OFDM system. In 

the pre-FFT estimation, SNR is estimated at the front-end 
of the receiver before demodulation of the received data. 
Thus, a pre-FFT estimation has lower complexity than a 
post-FFT estimation. In addition, pre-FFT estimation is less 
prone to carrier offset errors, hence avoiding losses in sub-
carrier orthogonality [19, 20]. On the other hand, some es-
timation algorithms use probabilistic approaches, which 
have higher computational complexity, in contrast to 
autocorrelation-based SNR estimation algorithms [11, 21].

Motivated by the advantages of the preamble-based 
SNR estimation algorithm in [11, 21], this study aims to 
develop an SNR estimator that has low computational 
complexity and low training symbol overhead. More 
specifically, this study developed a pre-FFT SNR estima-
tion algorithm based on autocorrelation of the received 
signal at the receiver front-end and utilizing one pream-
ble. However, the SNR estimation algorithm developed 
in [11, 21] used synchronization preamble structure in 
[14], which does not consider carrier frequency offset 
(CFO) in the algorithm. Therefore, this paper investigates 
an SNR estimation algorithm with a frequency offset. 
The proposed pre-FFT SNR estimator exploits the pre-
amble structure of [12], where SNR is estimated using 
the autocorrelation function, and its algorithm utilizes 
one synchronization preamble. The performance of the 
proposed pre-FFT SNR estimator is contrasted with the 
benchmarker post-FFT SNR estimator of [16], which uti-
lizes the second-order moment criterion for SNR estima-
tion. The benchmark SNR estimator is referred to as the 
Millan post-FFT SNR estimator. The SNR estimator per-
formance has also been evaluated against the normal-
ized Cramer-Rao bound (NCRB) to assess how well the 
developed pre-FFT SNR estimator could approach the 
theoretically best achievable performance, thus ensur-
ing system efficiency is not compromised.

The contributions of this paper are as follows:

1. A pre-FFT SNR estimator that utilizes the preamble 
structure for synchronization in the OFDM system 
of [12] is contrived. Hence, there is no throughput 
penalty associated with the proposed SNR estimate. 
Moreover, this SNR estimator utilizes one preamble 
that reduces the training symbol overhead.

2. The proposed SNR estimation algorithm has low 
computational complexity for two reasons: (i) the 
SNR estimation is done at the front end of the re-
ceiver, prior to the demodulation; and (ii) it is de-
rived from the autocorrelation function. 

The remainder of the paper is structured as follows: 
The review of the related work is presented in Section 2. 
Section 3 discusses the description of the single-input 
single-output (SISO)-OFDM system that incorporates 
the proposed pre-FFT SNR estimator. Section 4 elabo-
rates on both the proposed pre-FFT SNR estimator and 
Milan’s post-FFT SNR estimator benchmark. Section 5 
compares the performance of the proposed pre-FFT 
SNR estimator with that of Milan post-FFT SNR estima-
tor and the NCRB to assess how well the proposed SNR 
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estimator can come close to the theoretical best per-
formance. This section also presents the computational 
complexity analysis of various preamble-based SNR es-
timators. Finally, Section 6 offers conclusions.

2. RELATED WORK

Many preamble-based SNR estimation methods 
have been developed over the years. The application 
of machine learning to the SNR estimate algorithm 
has garnered more attention lately [22, 23]. In [22], a 
deep-learning-based SNR estimator was reported that 
provided accurate estimation and improved the sys-
tem performance at the expense of computational 
complexity both during training and inference. Super-
vised learning requires a sufficient set of training data, 
including SNR values [23], for a reliable model.

Table 1 provides an overview of previous studies 
on preamble-based SNR estimators in OFDM systems. 
These SNR estimators took advantage of various syn-
chronization preamble structures. 

SNR is an important parameter that reflects channel 
quality. Accurate SNR estimation plays a crucial role 

in ensuring a desired communication performance in 
a rapidly changing environment, such as in UAV com-
munication systems. As discussed in Section 1, the ben-
efits of a preamble-based SNR estimator are two-fold: 
(i) It is a DA-SNR estimator that has higher estimation 
accuracy, and (ii) it utilizes synchronization preamble, 
which eliminates throughput penalty. However, it is 
also favorable to ensure that the SNR estimation algo-
rithm has low computational complexity. Therefore, 
per Table 1, the pre-FFT SNR estimation algorithms in 
[11, 19, 21, 24, 25, 28] are less complex since SNR is es-
timated at the receiver's front-end prior to demodula-
tion of received data. 

Table 1 also shows that the computational com-
plexity of a preamble-based SNR estimator is highly 
dependent on the estimation algorithm, which uses 
maximum likelihood, second-order moment criteria, 
correlation, circular correlation, and autocorrelation 
function. For example, compared to the SNR estima-
tor based on autocorrelation, second-order moment, 
which uses probabilistic approaches, has higher com-
putational costs since it includes more multiplication 
and addition operations. 

Table 1. Summary of preamble-based SNR estimations in the literature

Year Author(s) SNR Estimation 
Domain

SNR estimation 
algorithm Contribution Challenges

2009 Zivkovic, M. & 
Mathar, R. [16] Post-FFT Second-order 

moment 

•	Proposed SNR estimator that exploited preamble structure 
in [12]. 
•	It used only one preamble to minimize the transmission 
overhead

•	Showed poor normalized 
mean square error (NMSE) 
performance in the low 
region of channel SNR

2010 Zivkovic, M. & 
Mathar, R. [17] Post-FFT Second-order 

moment

•	Extension of SNR estimator in [16].
•	Improved SNR estimation for all SNRs
•	Utilized the method for adaptive selection of significant 
channel impulse response

•	Post-FFT estimator 
performance degraded 
in the presence of inter-
carrier interference
•	High complexity

2014 Ijaz, A. et all. 
[24] Pre-FFT Correlation

•	Low complexity time domain SNR estimation is proposed for 
the OFDM system
•	It used one synchronization preamble proposed by Schmidl 
and Cox [13]

•	Poor performance at low 
SNR

2014 Zivkovic, M. & 
Mathar, M. [25] Pre-FFT Second-order 

moment

•	Improved Zadoff-Chu Preamble-based SNR estimation in the 
time domain is proposed for the OFDM system. Improved SNR 
estimation compared to [16, 17] using one preamble with Q 
> 2  equal parts
•	Results are robust if Q > 8

•	High complexity

2016 Ishtiaq, N. et 
al [26] Post-FFT Maximum 

likelihood

•	Data-aided SNR estimation is done in the frequency domain 
using maximum likelihood
•	Use one preamble of [13] with known pilot value insertion
•	The accuracy of the estimates shows improvement in the 
lower region

•	Higher bandwidth 
utilization and higher 
complexity

2018 Aloui, A.  et al. 
[27] Post-FFT

Expectation 
statistical 
method

•	SNR estimation is proposed for IEEE 802.15.4g OFDM
•	Use two preambles, one for synchronization and one for SNR 
estimation, as proposed by Schmidl and Cox [13]

•	In lower SNR values, the 
estimates show a higher 
bias than the actual SNR
•	High complexity.

2018 Abid, M.K. et 
al. [28] Pre-FFT Circular 

correlation

•	Pilot data-aided time domain SNR estimation is proposed for 
the OFDM system
•	Known pilot values inserted in the preamble signal

•	Complexity is higher to 
achieve accurate SNR 
estimates

2018
Manzoor, S. 

& Othman, N, 
[21]

Pre-FFT Autocorrelation
•	The time synchronization preamble of [14] is used for time 
domain SNR estimation in cooperative systems.
•	Enhanced performance at low SNR region

•	Did not consider CFO

2020 Rao, B.N. et al. 
[19] Pre-FFT Second order 

moment

•	Preamble-based noise power estimation for the OFDM system 
is proposed
•	Time domain SNR estimation is less prone to frequency offset
•	Use one preamble having a preamble structure of [12]

•	Did not consider CFO
•	Poor NMSE performance 
at low SNR region

2022
Manzoor, S. 

& Othman, N, 
[11]

Pre-FFT Autocorrelation

•	Utilized a modified synchronization preamble from [14]
•	Enhanced perfromance at low region as compared with the 
SNR estimator in [21]
•	Improved system performance with SNR estimation-based 
adaptive modulation scheme

•	Did not consider CFO
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In [12], Morelli and Mengali proposed a preamble struc-
ture for an algorithm to estimate frequency offset in an 
OFDM system with a reduction of training symbol over-
head by employing a single preamble. Thus, the authors 
in [16] exploited the beneficial feature of this preamble 
structure in the proposed post-FFT SNR estimator. The 
post-FFT SNR estimator exploited the periodic nature 
of the preamble structure and used only one preamble, 
therefore minimizing the transmission overhead. The SNR 
estimation algorithm was derived using the second-order 
moment algorithm. However, the SNR estimator in [16] 
showed poor normalized mean squared error (NMSE) per-
formance in the low region of channel SNR. The post-FFT 
SNR estimation algorithm was further improved by utiliz-
ing the method for adaptive selection of significant chan-
nel impulse response, which resulted in an improved SNR 
estimation for all SNRs, as presented in [17]. Similarly, a low 
complexity pre-FFT SNR estimator proposed in [24] also 
struggled with accuracy in the low region of channel SNR.

As a further enhancement, the authors in [26] pro-
posed a post-FFT SNR estimation using a maximum 
likelihood approach, which improved channel SNR in 
the low region. However, the performance of the post-
FFT SNR estimator degraded in an imperfectly syn-
chronized system due to inter-carrier interference (ICI) 
caused by carrier frequency offset [25].

The preamble structure from [14] was utilized by the 
authors in [21] to construct an SNR estimator invoked in 
a cooperative SISO-OFDM system. In [11], the proposed 
adaptive modulation with SNR estimator utilized the 
modified OFDM synchronization preamble structure de-
veloped in [14]. Both SNR estimators are categorized as 
pre-FFT SNR estimators, in which the SNR is estimated 
in the time domain, and the SNR estimation algorithm 
utilizes autocorrelation. Thus, the SNR estimators devel-
oped in [11, 21] are attractive due to these two criteria, 
which result in low computational complexity. 

Fig. 1. SISO-OFDM system block diagram

3. SYSTEM DESCRIPTION

This paper considers a SISO-OFDM system that in-
vokes the pre-FFT SNR estimator, as shown in Fig. 1. At 
the receiver, SNR estimation is performed before FFT 
processing.

The input data is mapped into symbols using quadra-
ture phase shift keying (QPSK) which are then convert-
ed from serial-to-parallel stream. Next, the symbols 
are transformed into time domain symbols using the 
inverse fast Fourier transform (IFFT). More specifically, 
at the transmitter, the time domain OFDM signal after 
applying IFFT is given as:

(1)

where N is the size of IFFT, X(k) represents the QPSK 
constellation point modulated data on the kth subcar-
rier, while in the time domain, x(n) denotes the nth data 
sample.

(2)

where w(n) is the noise signal at the receiver antenna, 
and ε is the CFO normalized to the subcarrier spacing. 
The SNR estimation is performed on the CFO compen-
sated received signal before FFT processing.

4. PROPOSED PRE-FFT SNR ESTIMATION

As discussed in Section 1, the proposed pre-FFT SNR 
estimator performs SNR estimation in the time domain. 
It utilizes the preamble structure that was proposed in 
[12], which comprised of one OFDM symbol with Q 
equal sections that are all having N/Q length, where 
N is the IFFT size and Q>2. Fig. 2 shows the pream-

A cyclic prefix, CP is inserted into each QPSK symbol 
as the guard interval to avoid inter-symbol interfer-
ence to form an OFDM symbol. Then, the OFDM signal 
is transmitted to the receiver via a wireless channel.

The OFDM signal at the input of the receiver in the 
presence of the CFO can be described as follows:
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ble, which has a repetitive structure is utilized, where 
PN represents the pseudo-noise sequence, Q=4 and     
N=256 bits. The same preamble is also used for syn-
chronization in the OFDM system. Thus, its use in SNR 
estimation does not penalize the system throughput. 
For benchmarking, the proposed pre-FFT SNR estima-
tor's performance is evaluated against the Milan post-
FFT SNR estimator [16]. Both estimators use the same 
preamble structure as shown in Fig. 3, with Q=4, N=256 
bits and CP=64 bits for the SNR estimation algorithm.

Fig. 2. Morrelli synchronization  
preamble structure [12]

Fig. 3. Morrelli synchronization preamble structure 
with cyclic prefix

The Morelli and Mengali preamble structure in [12] has a 
periodic structure in the time domain, which corresponds 
to a comb-type structure in the frequency domain. Thus, 
for the SNR estimation algorithm in [16], the total number 
of N subcarriers are divided into Q parts. Each part con-
sists of Np=N/Q subcarriers. In each part, starting from the 
zeroth, every Q-th subcarrier was modulated with a QPSK 
signal, XP (n) for n=0,…,(Np-1), while the remainder of the 
subcarriers are not used (null). The same Morelli preamble 
structure and the modulation technique are utilized in the 
proposed pre-FFT SNR estimator.

The SNR estimation algorithm of the proposed pre-FFT 
SNR estimator utilizes the autocorrelation function of the 
received signal of Eq. 2 to estimate the signal and noise 
power. The autocorrelation of the received signal with ad-
ditional noise from the channel, rrx (t), can be written as:

(3)

where rtx (t) denotes the autocorrelation of the trans-
mitted OFDM signal. For the noise signal's autocorrela-
tion, rnw (t) for the AWGN channel with the noise vari-
ance of σ2, can be expressed as follows:

(4)

where δ(t) is Dirac delta function. Similarly, the trans-
mitted OFDM signal's autocorrelation can be written 
as rtx(t)=Ptx δ(t), where Ptx is the signal power. Hence, 
at zeroth lag, the received OFDM signal's autocorrela-

(a)

(b)
Fig. 4. Autocorrelation illustration at SNR=10 dB  

(a) The transmitted OFDM signal (Transmitted 
Signal Autocorrelation at SNR = 10 dB).  

(b) The corresponding received OFDM signal 
(Received Signal Autocorrelation at SNR = 10 dB).

Fig. 4 shows the autocorrelation plot of the transmit-
ted and the received OFDM signals at 10 dB channel 
SNR. In Fig. 4, the X-axis represents the lag between 
the signal and its shifted version, while the Y-axis rep-
resents the autocorrelation values at each lag. There is 
one prominent peak at LT, and there are four side peaks 
on its right and left sides. The four side peaks on the left 
side appeared at specific lags of (LT-NT), (LT- (3/4) NT), 
(LT- (1/2) NT) and (LT- (1/4) NT).

Fig. 5 illustrates the autocorrelation stages resulting 
in the plot in Fig. 4. As a result, the estimation of signal 
power can be written as:

(5)

where NT is the OFDM signal length and LT= NT + CP is 
the total length, which includes CP = LT-NT. 

Having the estimated signal power defined by Eq. 5, 
the noise power can be estimated as:

(6)

where rrx (LT) is the maximum peak indicating the re-
ceived OFDM signal's autocorrelation value at zeroth-
lag. Therefore, the estimated SNR can be calculated by 
utilizing Eq. 5 and Eq. 6, which can be written as:

(7)

tion consists of both the signal and noise power. On the 
other hand, the transmitted OFDM signal's autocorrela-
tion consists of signal power only. Thus, the difference 
between the received OFDM signal's autocorrelation 
value at zeroth lag and the estimated signal power can 
be used to estimate noise power.
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Fig. 5. The transmitted OFDM signal's autocorrelation 
function, which includes the cyclic prefix

4.1. POST-FFT SNR ESTIMATION 
 BENChMARKER

Milan's post-FFT SNR estimator benchmarker of [16] 
is used for comparison with the proposed pre-FFT SNR 
estimator. More specifically, the SNR estimation in the 
benchmarker SNR estimator is performed in the fre-
quency domain after FFT processing. For a fair compari-
son, both the proposed pre-FFT SNR estimator and the 
benchmarker SNR estimator utilize the Morelli and Men-
gali preamble structure of [12], as shown in Fig. 2, which 
consists of Q parts, each containing NP=N/Q samples.

Similarly, the same OFDM modulation method is 
used for both the proposed pre-FFT SNR estimator and 
the benchmarker SNR estimator, where the QPSK sig-
nal, XP (m) for m=0,…,(Np-1) is loaded in every Q-th sub-
carrier. The remainder (N-Np) of the subcarriers are not 
used (nulled). Therefore, the transmitted signal on the 
kth subcarrier can be expressed as [16]:

where k=mQ+q, with m=0,…,(Np-1) and q=0,⋯,(Q-1). 
Hence, the index of the loaded subcarriers is k=mQ, 
with m=0,…,(Np-1) and q=0.

Milan’s post-FFT SNR estimation algorithm was de-
veloped based on the second-order moment of the 
demodulated OFDM signal to estimate the SNR at the 
receiver. After the CFO compensation, the received sig-
nal on the loaded subcarrier can be expressed as [16]:

(9)

where SQ is the total transmit power and HP (m) is the 
channel response on the loaded subcarriers. W is the 
noise power on each subcarrier, and σ(m) is the corre-
sponding sampled zero-mean AWGN with unit variance.

The received signal on the nulled subcarriers consists 
of only noise signal and is given as [16]:

(10)

where q=1,…,(Q-1).

The second-order moment is applied to the received 
signal, Y(mQ) on the loaded subcarriers as shown in Eq. 
10, using expressions of [16]:

(11)

Similarly, the received noise power from the nulled 
subcarrier is given as [16]:

(12)

Thus, the SNR estimation can be determined using 
the following equation:

(13)

5. RESULTS AND DISCUSSION

In this section, the performance of the proposed pre-
FFT SNR estimator is characterized when it is invoked 
in the SISO-OFDM system, as described in Section 3. 
The comparison performance of the proposed pre-FFT 
SNR estimator is also investigated against the post-FFT 
SNR estimator benchmarker using estimated SNR, BER, 
NMSE, and computational complexity. Table 2 displays 
the simulation settings for the SISO-OFDM system, 
which were selected from the IEEE802.16d standard [29]. 

Parameters Value

IFFTLength, Nifft 256

SamplingFrequency, Fs 20 MHz

SubCarSpacing, Δf=Fs/N 1×105

SymbolTime, Tsy=1/Δf 1×10-5

GuardInterval, Tgi=Gi×Tsy 2.5×10-6

OFDMSymb-time ,Ts=Tsy+Tgi 1.25×10-5

ChannelUsed AWGN, SUI-5(8)

Table. 2. IEEE802.16d Standard Parameters 
for OFDM [29]
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As discussed in Section 4, the preamble structure 
with Q=4, N=256 bits and CP length of N/4=64 bits 
are utilized in this work. Thus, the total frame length 
is LT=N+CP=320 bits. The simulation results consider 
the advocated scheme when communicating over the 
AWGN and SUI-5 channels. The SUI-5 channel param-
eters used in this study are shown in Table 3, indicating 
the multipath delay and power profile. The SUI chan-
nels are designed to model three outdoor-terrain cat-
egories, as shown in Table 3, and have been adopted by 
IEEE802.16d standard [30]. Table 4 also shows that the 
SUI-5 channel models type A terrain, which deals with 
huge path loss and it is most suited for hilly terrain with 
high densities of foliage. The estimated SNR is obtained 
for both the SNR estimators, and estimates of SNR are 
obtained by averaging over Mt=2000 iterations.

Table. 3. Channel Description of SUI-5 Wireless 
Channel [30]

SUI5 channel Path 1 Path 2 Path 3 Unit
PathDelay 0 4 10 μsec
PathPower 0 -11 -22 dB

KFactor 2 0  0 –

Table. 4. Types of Terrain Corresponding to SUI 
Channels [30]

TerrainTypes SUIChannels
C SUI-1, SUI-2

B SUI-3, SUI-4

A SUI-5, SUI-6

Fig. 6 shows the estimated SNR performance of the 
proposed pre-FFT SNR estimator and the correspond-
ing benchmarker post-FFT SNR estimator for transmis-
sion over the AWGN channel.  The proposed pre-FFT 
estimator is further compared against the preamble-
based pre-FFT estimators proposed in [11]. More spe-
cifically, in [11], the preamble pre-FFT estimators ex-
ploit the synchronization preamble structure proposed 
in [14], referred to as the CAZAC pre-FFT SNR estimator.

Fig. 6. Performance of the pre-FFT SNR estimator 
invoked in QPSK-SISO-OFDM system for transmission 

over AWGN channel in terms of estimated SNR

The close-up of Fig. 6 is shown in Fig. 7, where it can 
be observed that the proposed pre-FFT SNR estimator 
exhibited 0.41 dB difference from the actual SNR, which 
is referred to as bias. The benchmarker Milan post-FFT 
SNR estimator exhibited bias of 0.454 dB. On the other 
hand, the CAZAC pre-FFT SNR estimator exhibited bias 
of approximately 0.419 dB. The SNR estimation perfor-
mance was estimated with the presence of CFO.

Fig. 7. Close-up of Fig. 6

Fig. 8 shows the estimated SNR performance of the 
proposed pre-FFT SNR estimator when communicating 
over the SUI-5 channel. The close-up of Fig. 8 is shown 
in Fig. 9, and it can be observed that the proposed 
pre-FFT SNR estimator exhibited a 0.66 dB difference 
between the estimated SNR and the actual SNR. The 
benchmarker Milan post-FFT SNR estimator exhibited 
0.72 dB bias. Hence, the proposed pre-FFT SNR esti-
mator outperformed its corresponding benchmarker. 
The CAZAC pre-FFT SNR estimator of [11] was outper-
formed by exhibiting a 0.663 dB difference between 
the estimated and actual SNR values.

Fig. 8. Performance of the proposed pre-FFT SNR 
estimator invoked in the QPSK-SISO-OFDM system 
for transmission over the SUI-5 channel in terms of 

estimated SNR
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Fig. 9. Close-up of Fig. 8

In both cases, the preamble-based pre-FFT SNR estima-
tors demonstrated better SNR estimation than the Milan 
post-FFT SNR estimator. Thus, the pre-FFT SNR estimators 
exhibit beneficial performance for dynamic environments 
in the presence of the CFO due to Doppler effects, such 
as in UAV or vehicular communication systems [18]. Thus, 
employing such an SNR estimator is beneficial for apply-
ing AMC to maximize throughput performance in the 
dynamic fading of wireless channels. Moreover, the pro-
posed pre-FFT SNR estimator performed better in terms 
of SNR estimation under the CFO scenario.

Fig. 10 shows the average difference between the es-
timated SNR and the actual SNR, which is referred to 
as bias. It is observed that the average bias of the pre-
FFT SNR estimator exhibits better performance in the 
region of low values of the actual SNR for transmission 
over the SUI-5 channel than that of its corresponding 
benchmarker post-FFT SNR estimator.

Fig. 10. Estimated SNR bias versus actual SNR 
performance

The pre-FFT SNR estimator performance has also been 
evaluated in terms of NMSE. Hence, the NMSE perfor-
mance is quantified using Eq. 14, where SNRact denotes 
the average value of the actual SNR, while SNREst for the 
proposed pre-FFT SNR and the benchmarker post-FFT 
SNR estimators can be calculated using Eq. 7 and Eq. 13, 
respectively:

(14)

The performance of the proposed SNR estimator is 
evaluated against the NCRB for frequency selective 
channel to assess how effectively the proposed SNR 
estimator performance approaches the theoretical op-
timum. The CRB was derived in [31] as follows:

(15)

where N=256 bits is the preamble length, Q=4 is the 
number of preamble parts, as discussed in Section 4. 

The variance of CRB can be found by taking the 
inverse of the Fisher information matrix (FIM) [31]. 
Hence, the NCRB can be obtained by dividing Eq. 15 by 
(SNRact)

2 and written as follows:

(16)

where SNREst for the proposed pre-FFT SNR and the 
benchmarker post-FFT SNR estimators can be calcu-
lated using Eq. 7 and Eq. 13, respectively. 

Figs. 11 and 12 illustrate the NMSE comparison per-
formance of the proposed pre-FFT SNR estimator and 
the benchmark post-FFT SNR estimator for AWGN and 
SUI-5 channels, respectively. The pre-FFT SNR estimator 
outperforms its benchmarker post-FFT SNR estimator, 
as seen in Fig. 11. In the region of high values of an ac-
tual SNR of more than 6 dB, the NMSE performance of 
the pre-FFT SNR estimator improves with an increase in 
actual SNR for the AWGN channel. On the other hand, 
the NMSE performance of the benchmarker post-FFT 
SNR estimator shows no further improvement in the 
region of actual SNR of more than 12 dB. It can also be 
seen that the NMSE performance of the proposed pre-
FFT SNR approaches the NCRB and outperforms the 
considered post-FFT SNR estimator. 

Fig. 11. Comparison of NMSE performance of the 
pre-FFT SNR estimator and that of its corresponding 
benchmarker for transmission over AWGN channel
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Similarly, for transmission over SUI-5 channel, there is 
no more NMSE improvement in the region of high val-
ues of actual SNR of more than 16 dB for post-FFT SNR 
estimator, as shown in Fig. 12. The NMSE performance 
of the proposed pre-FFT SNR outperforms the post-FFT 
SNR estimator at all regions of SNR. It is observed that 
the pre-FFT SNR NMSE performance approaches the 
NCRB. In both cases, the preamble-based pre-FFT SNR 
estimators demonstrated similar NMSE performance 
with the CAZAC pre-FFT SNR estimator. This obser-
vation aligns with the SNR estimated performances 
shown in Fig. 7 and Fig. 9.

Fig. 12. Comparison of NMSE performance of the 
pre-FFT SNR estimator and that of its corresponding 

benchmarker for transmission over the SUI-5 channel

Fig. 13 and Fig. 14 compare the BER performance of 
the proposed pre-FFT SNR estimator and that of its cor-
responding post-FFT SNR estimator benchmark for the 
AWGN and SUI-5 channels, respectively. From Fig. 13, 
the QPSK-SISO-OFDM scheme that invokes the pre-FFT 
SNR estimator outperforms the benchmark scheme with 
post-FFT SNR estimator by about 1.0 dB at BER=10-4. 
Similarly, it can be seen in Fig. 14 that the pre-FFT SNR es-
timator outperforms the post-FFT SNR estimator bench-
mark scheme by about 2.0 dB at BER=10-4.

Fig. 13. Performance of the QPSK-SISO-OFDM 
system for transmission over AWGN channel in 

terms of BER

Fig. 14. Performance of the QPSK-SISO-OFDM 
system for transmission over the SUI-5 channel in 

terms of BER

The simulation results show that the SNR estimation 
in time domain is less prone to CFO error than the SNR 
estimation in frequency domain.

5.1. COMPLExITY ANALYSIS

The floating point operations per second (FLOP) 
complexity metric is used to assess the complexity of 
the pre-FFT SNR estimate. Table 5 depicts the complex-
ity comparison. Generally, FLOPs refer to the number of 
computations needed for a single SNR estimate.

Table. 5. Complexity Analysis

SNR Estimator SNR estimation 
algorithm

SNR Estimation 
Domain FLOPs

PTD [28] Circular 
correlation Pre-FFT 2NP (QP)+3NP+L

TLSE [24] Second order 
moment Pre-FFT 5N

TPSE [20] Second order 
moment Pre-FFT 7.5N+4

TDZCE [25] Second order 
moment Pre-FFT 4N+2

Milan [16] Second order 
moment Post-FFT 4N+2

Proposed Autocorrelation Pre-FFT 2N-1

The pre-FFT SNR estimator proposed in this study 
is based on the autocorrelation of the received signal 
in the time domain. As explained in Section 4, the sig-
nal power and noise power are estimated using Eq. 5 
and Eq. 6, respectively. Generally, the autocorrelation 
function calculates the product of the received signal 
and its lagged version at each time step and then sums 
these products for all time steps within the overlapping 
range. Moreover, the autocorrelation function is com-
puted at zeroth lag; the computational complexity is 
only based on the multiplications of N bits and (N −1) 
additions. Hence, the pre-FFT SNR estimator required 
(N+N-1= 2N–1) FLOPs for one SNR estimation. 

The complexity of the proposed pre-FFT SNR esti-
mator is compared with SNR estimators developed in 



previous studies as [16], [20] [24, 25], [28]. According to 
[28], the pilot-based time domain SNR estimator (PTD) 
requires (2NP(Q)+3NP+LP) FLOPs, and the complexity 
relies on the number of pilot subcarriers NP = N/Q., and 
LP channel taps, in which Q represents the number of 
preamble parts, as discussed in Section 4.

The time domain low complexity SNR estimator 
(TLSE) was investigated in [24]. This requires 5N FLOPs 
and depends on the number of periodic parts Q. The 
authors in [20] introduced the time domain preamble-
based SNR estimator (TPSE), which requires (7.5N + 4) 
FLOPs to perform estimation of one SNR estimate. Time 
domain Zadoff-Chu preamble-based SNR estimator 
(TDZCE) presented in [25], needs (4N + 2) FLOPs. The 
Milan SNR estimator [16], presented in Section 4.1, in-
volves (4N + 2) FLOPs to compute one SNR estimate. 

Therefore, Table 5 shows that the proposed SNR es-
timator has the lowest complexity for estimating SNR. 
It can also be observed that the benchmarker post-FFT 
Milan SNR estimator requires (4N + 2) FLOPs, in com-
parison with the proposed pre-FFT SNR estimator, 
which allows a 50% reduction in FLOPs. 

6. CONCLUSION

This work presents a pre-FFT SNR estimator that utilizes 
preamble structure for synchronization in OFDM system 
in [12]. The performance comparison between the pro-
posed pre-FFT SNR estimator and Milan post-FFT SNR es-
timator is presented, in which both SNR estimators utilize 
the same preamble structure. On the other hand, the au-
to-correlation function is the basis for the pre-FFT SNR es-
timation algorithm. The second-order moment is utilized 
in the post-FFT SNR estimator algorithm, which incurs 
higher computational complexity. The estimated SNR 
using the pre-FFT SNR estimator exhibited 0.41 dB and 
0.66 dB bias when communicating over AWGN and SUI-
5 channels, respectively. The benchmark post-FFT Milan 
SNR estimator exhibited 0.454 dB bias and 0.72 bias over 
AWGN and SUI-5 channels, respectively. Similarly, the pre-
FFT SNR estimator outperformed the benchmarker Milan 
post-FFT SNR estimator in terms of NMSE. More specifical-
ly, the NMSE performance of Milan SNR estimator showed 
no further improvements in the region of actual SNR of 
more than 12 dB and 16 dB for AWGN and SUI-5 chan-
nels, respectively. It was also demonstrated that the NMSE 
performance of the proposed pre-FFT SNR estimator ap-
proached the theoretical limit set by the NCRB. Moreover, 
the NMSE performance of the benchmarker post-FFT 
in comparison to the post-FFT Milan SNR estimator, the 
proposed pre-FFT SNR estimator achieved BER improve-
ments of about 1 dB and 2 dB, respectively, at BER=10-4 
for transmission over AWGN and SUI-5 channels. There is 
about a 50% reduction in complexity between the pro-
posed pre-FFT SNR estimator and the benchmarker post-
FFT SNR estimator. Further studies should consider the 
development of a preamble-based SNR estimator for UAV 
communication, which considers the Doppler effect due 
to the flight speed. OFDM technology can successfully 

be leveraged into UAV communication. However, knowl-
edge of exact UAV communication channels is required. 
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Multipath Routing Algorithm to find Optimal 
Path in SDN with POX Controller
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Abstract – The past decade witnessed a tremendous increase in network usage, and traditional network architecture is needed to 
sustain modern requirements with high throughput and minute delay. This leads to the introduction of software-defined networks. 
Congestion is a critical problem that needs attention, so identifying the optimal path is required to eliminate the congestion. 
Researchers introduce rigorous studies to identify optimal paths, some resulting in less data loss and delay. Identifying multiple paths 
between nodes may eliminate congestion. When the first best path is congested, selecting the second best path between nodes can 
solve the congestion problem. With this ideology, the multipath routing algorithm is developed and tested on Fat Tree, Custom, and 
Tree topologies, and performance is measured using quality of service factors. Considering Throuhput, Fat Tree produced 27.15% 
better throughput than the tree topology and 17.57% better than the custom topology, Whereas in the case of jitter, fat tree topology 
reduces jitter by about 90.36%compared to the tree topology, but custom topology reduces jitter by about 12.24% compared to the 
fat-tree topology. In the packet delivery ratio, fat tree topology reduces packet loss by about 77.87% compared to the tree topology. 
Fat tree topology reduces packet loss by about 55.62% compared to the custom topology. Fat tree performs best overall, with the 
highest throughput, lowest packet loss, and significantly reduced jitter compared to the tree and custom topologies.MiniNet is used 
to perform simulations. TCP and UDP flows are calculated with the iperf tool and tested on the POX Controller.
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1.  INTRODUCTION

The network's infrastructure is based on hardware, 
and a multitude of devices, like switches and routers, 
work for data forwarding and operate with rules and 
requirements. This is resisting convolution networks' 
upgrades to services [1]. Network usage has immense-
ly increased over the past decade, and traditional net-
works are unable to withstand due to the unadoptable 
nature of their architectures [2]. 

To meet modern requirements, layered architec-
ture is unsuitable, so the architecture is designed into 
planes in software-defined networks. Every plane is 

dedicated to a particular responsibility and can add 
programmability to SDN, which enhances the chances 
of opting for the SDN. The data plane is tightly packed 
with various data forwarding devices, and the control 
plane works as intelligence to network [3]. 

Data planes are designed to work with switches and 
to create topologies. POX controller is used for routing 
decisions, traffic monitoring, and identifying the optimal 
path between two nodes and computing the shortest 
route; multipath algorithm is implemented with the help 
of POX controller on Fat Tree and Custom topologies.

The main aim of separating planes is to use resources 
efficiently and control and secure them. Due to that, 
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numerous controllers like Floodlight, RYU, POX, Open-
DayLight, and POX have been developed. SDN has a 
wide range of Controllers, and selecting the optimum 
controller depends on the application. Gupta et al. as-
sess and contradict various SDN controllers, and simu-
lations are conducted with Mininet [4].

Control planes are responsible for routing decisions, 
using open flow protocol as an interface. Using the 
open-flow protocol, the controller will identify paths 
across switches for data packets [5]. Centralized and 
distributed path computations are well-known ap-
proaches with prominent results due to their dynamic 
resource handling. The author analyzed these tech-
niques and performed simulations to test critical fac-
tors such as latency, throughput, and fault tolerance in 
various traffic patterns with varying loads. The research 
provided valuable insights into optimized path com-
putation with an extensive network and low latency. 
Results reveal that the centralized approach is supe-
rior but needs more scalability. Whereas distributed 
approaches face challenges with higher latency, the 
author concludes that hybrid models perform best in 
scalability and fault tolerance, but security issues must 
be addressed [6].

Caria et al. proposed a model that combines distrib-
uted routing with a centralized control plane, which al-
lows centralized decision-making. Results are noted on 
parameters like control overhead and scalability. The 
author concluded that this approach could manage 
large-scale features [7].

Denar et al. mentioned that handling massive data 
by switches will downgrade the performance, so the 
author suggested threading and multiprocessing, 
which are parallel programming methods that improve 
controller performance on CPU time consumption, 
memory usage, and execution time and it concludes 
that Ryu produced superior results over POX [8]. The 
application plane uses logical programs handled by 
APIs and deploys software, routing, and policies. Planes 
are communicated with two sets of interfaces: south-
ern and northern [9]. SDN architecture, which includes 
various planes, is shown in Fig. 1.

 If data transmission needs to occur between two 
dedicated nodes over a network, then we need to 
identify the optimal path between nodes. Then trans-
mission will happen. The main drawback of selecting 
the same optimal path every time is that it leads to con-
gestion, which leads to network performance degrada-
tion. We address this problem by identifying multiple 
paths between nodes, regardless of the cost and length 
of the paths. We measured network performance with 
Throughput, jitter, and packet loss. The controller used 
in the control plane influences these metrics and the 
overall network design. The multipath algorithm me-
ticulously tests three distinct topologies using the POX 
controller within the innovative Software-Defined Net-
working (SDN) framework. We carry out simulations us-
ing a MiniNet simulator.

The Fat Tree topology performed well over custom 
and Tree topologies in Throughput and packet loss. On 
the other hand, a custom topology also demonstrated 
slightly improved performance, with less jitter than the 
Fat Tree topology.

The remaining sections explain the methodology fol-
lowed by the simulations taken over topologies with 
the POX controller. The result analysis showcases the 
QOS factor over topologies through extensive bench-
marking using the iPerf tool.

2. LITERATURE REVIEW

2.1. SDN CONTROLLERS

This research mainly concentrates on increasing the 
throughput of network with optimal path algorithm, 
Optimal path will allow packet loss routing from source 
to given destination without congestion. static routers 
are not suitable if there is a drastic increase of load in 
network also fail to maintain if nodes are added routing 
tables are fail to control this may be result link failure 
and congestion in SDN. SDN controller computes path 
and maintains network information. So, it is called a 
central part of the SDN. The network is more efficiently 
managed with the help of OpenFlow protocol. SDN 
controller forwards the packets from source to destina-
tion to establish the path we are using. Multi-path rout-
ing is tested with a POX controller, and performance is 
measured with QoS factors.

2.2. EXPLORING ThE FUNCTIONALITy OF SDN 
 CONTROLLER OVER DIFFERENT 
 APPROAChES

POX is inherited from NOX Controller, written in py-
thon code and implemented in OpenFlow protocol. It 
is mainly used for academic research due to its ease 
of use and flexibility to develop network system and 

Fig. 1. SDN architecture
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control applications. MiniNet is used to build POX con-
troller code available from GitHub [10, 11]. This can run 
multiple programs like switch, load balance and hub. 

Mohammadi et al. compared conventional and SDN 
based on throughput, packet loss, and delay on three 
typologies with Wire shark and concluded that linear 
topology performed better than tree topology in delay 
and throughput [12]. According to Salman et.al., with 
OpenFlow protocol, POX can directly access forward-

ing devices which is easy and perfect for experiments 
and demonstrations [13]. In this paper, we are going to 
test the shortest path computing algorithm on  custom 
and Fat Tree typologies with QoS as measuring factors.

Many researchers analyzed the performance of Ryu, 
POX, ONOS, OpenDaylight, and NOX on various typolo-
gies and with common factors like throughput, jitter, 
and packet loss. 

Table 1. shows a literature review

Author year Topology/Approach Controller QoS Parameters Simulators

Patel et al. [14] 2023 Comparative evaluation of SDN 
controllers

POX, Ryu, 
OpenDaylight

Response time, resource 
management Mininet-WiFi

Smith et al. [15] 2023 Enhancements in POX SDN 
topologies POX Latency, throughput, reliability Mininet

Koulouras et.al. 
[16] 2022 Abilene Network, GEANT 

Network
ONOS, Ryu 

OpenDaylight
Throughput, RTT latency, packet 

loss, and jitter Mininet

Wilson et al. [17] 2022 Ryu SDN controller for scalable 
topologies Ryu Scalability, resource efficiency Mininet

Liehuang Zhu et 
al. [18] 2020 IoT and VANETS POX, Ryu,Nox,ONOS, 

Floodlight, and OD Latency and throughput CBench, PktBlaster, 
and OFNet

Lee et al. [19] 2020 Ryu SDN framework Ryu Latency, throughput, resource 
management Mininet

Numan et al. [20] 2019 Single POX RTT, Jitter, Delay Ping, iperf, MiniNet

Sajid et al. [21] 2018 Round Robin & Random 
Algorithm POX response time and transaction 

per second MiniNet

Duque et al. [22] 2018 Custom POX Floodlight QoS Metrics Mininet

Farrugia et al. [23] 2018 Geant, Butterfly,Optimized 
peer- Multipath OpenDaylight throughput, jitter NS-3.26

Abdul-hafiz et 
al. [24] 2017 Abilene network/Improved 

Dijkstra’s Ryu throughput and latency MinNet,Iperf

Bholebawa et 
al.[25] 2016 OpenFlow-enabled network 

topologies POX Latency, throughput Mininet

Yahya et al. [26] 2015 Abilene network/Extended 
Dijkstra’s Ryu end-to-end latency, and 

throughput. MinNet,Iperf

Zhang et al. [27] 2015 Tree-based topology design POX Throughput, delay Mininet

Stancu et al. [28] 2015 Comparison of SDN controllers Various Performance metrics (response 
time, resource utilization) Mininet

Table 1 shows a literature review of different articles. 
A few authors have worked on Dijkstra’s performance 
evaluation on multiple controllers, as noted in the table 
below. Numerous authors worked on finding optimal 
paths and analyzing the performance of various topol-
ogies and controllers observed from the last decade; 
however, identifying multiple paths and testing them 
is presented in this work with the help of the POX con-
troller on topologies like Custom and Fat Tree. The mul-
tipath algorithm will be tested on various controllers 
with further available topologies.

Ram et al. analyze SDN performance in wireless and 
wired networks over single, linear, and tree topologies. 
They measure POX and RYU controllers’ metrics, such 
as jitter, Bitrate, and packet loss, with D-ITG, Mininet, 
and Mininet-WiFi simulators. The research found that 
wireless networks showed performance inconsistency 
through SDN-optimized resource management. How-
ever, this research has limited application in real-world 
applications, and more dynamic topologies need to be 
tested.

N. Ullah et al. worked on evaluating the performance 
of Dijkstra's algorithm on POX and Ryu controllers. 
They measured Jitter, throughput, packet loss, and 
packet delivery ratio with iperf, Wireshark, and the 
MiniNet simulation tool. Where RYU outpaced POX in 
terms of witnessing low Jitter and higher throughput, 
which is well suited for dynamic networks. In the case 
of packet loss, both have near results. Research can be 
done on more dynamic and hybrid topologies to know 
the adoptability of this approach [29].

 Several distributed but logically centralized controllers 
are available, including POX, Ryu, Floodlight, and Open-
DayLight; the author compared these with Ryu. Ryu per-
formed well due to its scalability and modularity; when 
testing the MniNet emulator, the author exhibited the 
controller's scalability and reliability and studied network 
performance under heavy loads over linear topology. The 
study briefly touches on operational styles but suggests 
further research is needed to fully understand how differ-
ent modes impact controller efficiency in various environ-
ments [30]. Therefore, we must test any algorithm that 
needs more in-depth testing with various topologies.
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Koulouras et al. worked on the evaluation of various 
SDN controllers customized for wireless networks. To 
assess controllers, the authors specially used an analyt-
ic hierarchy process, and they found Ryu and ONOS to 
be the best among other controllers. They concluded 
that selecting the controller plays a crucial role in eval-
uating the performance of any approach. Still, studies 
must fully explore wireless protocols like 5G and their 
adaptability to massive networks and dynamic condi-
tions. The type of topology also makes a difference in 
various quality of service factors [31]. 

 This is proved by exploring optimized tree-based 
network topology in SDN and applying various optimi-
zation strategies like routing to address inefficiencies in 
traditional topologies and manage traffic in a Dynamic 
way. Data centers use tree topology because it performs 
better under higher loads. Author prospered teaching 
produced a 10% increase in throughput and a 15 %re-
duction in latency. However, the author stuck to only 
tree topology and did not do rigorous testing on dynam-
ic networks [32]. Identifying the optimal path is achieved 
by Dijkstra's algorithm, and with the help of the POX con-
troller, path computation and network performance are 
enhanced. Real-time network conditions drive dynamic 
decisions on routing. Algorithm efficacy is measure with 
QOS factors. It also addressed critical issues in traditional 
routing and achieved noticeable throughput and less jit-
ter. However, it still lacks energy efficiency and is stuck to 
general topologies like mesh, star, and ring topologies 
where the structure is straightforward. Calculating the 
optimal path is simple [33]. 

Cabarkapa et al. conducted a performance analy-
sis of the Ryu-POX controller in various tree-based 
Software-Defined Networking (SDN) topologies. The 
methodology involves simulations in a controlled en-
vironment where different tree-based topologies, such 
as binary and balanced trees, are evaluated [34]. The 
quality-of-service factors measures the effectiveness of 
the Ryu and POX controllers in handling the load over 
these topologies and performance. The quality-of-ser-
vice factors measures the effectiveness of the Ryu and 
POX controllers in handling the load over these topolo-
gies and performance. This work proves that selecting 
topology depends on the traffic type and network de-
mand. Most of the researchers' work concluded that 
selecting a proper controller and testing with multiple 
topologies will help them evaluate any approach's per-
formance. Also, for finding an optimal path, Dijkstra is 
one role model, though congestion is a significant is-
sue. So, in this paper, we have used multipath routing 
tested on multiple topologies on a pox controller.

3.  PROPOSED MEChANISM

Congestion will occur when two dedicated nodes se-
lect the same optimal path for every transmission and 
must identify alternative paths to avoid network traffic. 
Calculating multiple paths between all available nodes 
in the network is necessary. The algorithm will choose an 

alternative path if the load floods the selected path. This 
proposed mechanism discusses selecting multiple paths 
based on bandwidth, link cost, and hop number between 
dedicated nodes. Multipath routing algorithm start with 
finding the routes with the help of the Depth First Search 
algorithm, whose working functionality, is to go deep 
from other adjacent nodes of the last visited node of a 
graph [35]. DFS algorithm is showed in table. With the DFS 
algorithm, every node is visited once to compute paths 
from each node to every other node.  Pseudocode  shows 
the Multipath routing algorithm. It starts with executing 
topology at one end; on another end, The system initial-
izes the POX controller and executes the Multipath algo-
rithm. After initializing the get path function, we will use 
DFS to acquire paths between dedicated nodes, as we ex-
pect paths between the source and destination. The rout-
ing table stores all paths, and Get-link-cost will be used to 
calculate path cost.

Algorithm:
RecurDFS(Gi, root):
Traversed <- set all nodes false initially
DFS(root)
function DFS(u):
if Traversed [ui] = true: 
return 
print(ui) 
Traversed [ui] <- true 
for each vi in G[ui]. neighbors (): 
DFS(vi)
Input: G is graph in Adjacency list where root 
 is starting node
Output: DFS order nodes in that graph are printed

At the start, bandwidth is initialized. B1 is the mini-
mum bandwidth requirement between si and sj, ewi is 
the bandwidth capacity of the edge between si and sj, 
and reference bw/bl refers to the baseline value. It en-
sures B1, the minimum bandwidth requirement met by 
the bandwidth available between si and sj, compared 
to the reference BW value.

We identify all possible paths and calculate the cost. 
The shortest Path will return a less costly option. Get Path 
will display several available paths and sort them in order. 
Upon selecting the Path,add_ports_to paths functions 
add ports for communication between hosts, which in-
volves various link and switch handling functions. In the 
data plane, topology is created with a set of nodes and 
switches from the control plane. The Multipath algorithm 
computes paths between source to destination, and per-
formance is measured with iPerf and wire shark with Mini-
Net as the simulation environment. The following sec-
tions present the simulations, network setup, and results.

Pseudocode 
1. Define function get_paths(self, sr, dj):
 return paths
 DFS algorithm to find paths
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2. Define function get_link_cost(self, si, sj):
 set er1 to self.adjacency[si][sj]
 set er2 to self.adjacency[si][sj]
 set bl to min(self.bandwidths[si][sj],       
 self.bandwidths[si][sj])
 set ewi to reference_bw/bl
 return ewi
3. Define function get_path_cost(self, path):
 return cost
4. Define function get_optimal_paths(self, sr, dj):
 # sr is switch, dj is switch
 set paths to self.get_paths(sr, dj)
 set paths_count to length(paths)
 if length(paths) < maxi_paths 
  else maxi_paths
 return sorted(all_set_of_paths)
5. Define function add_ports_to_paths(self, paths,  

first_port, last_port):  
  # assigning ports to path
6. return paths_p

Fig. 2 represents the flow of work. This includes To-
pologies applied and simulations taken on multipath 
routing algorithm with implementation on POX con-
troller.

Fig. 2. Methodology

4. SIMULATION SETUP

We conduct simulations using MiniNet [36]. Stanford 
University develops it. It includes routers, switches, 
end-hosts, and SDN controllers, which are of OpenFlow 
and allow users to create networks with the MiniEdit 
tool via a graphical interface. Users can test different 
topologies, and it has a feature of CLI support to create 
and test switches and routers. Mininet supports wide-

ranging controllers for flexible simulations. It gears up 
its usage in various sectors like education, research, 
and development by allowing Operating system virtu-
alization with hundreds of nodes [37, 38]. 

We worked with Mininet on the 2.3.0 version of the 
default operating system with ubuntu-20.04.4. con-
troller installed with POX-2.0, switch is over 2.5.4, SBI 
is OpenFlow 1.3 with iperf 2.0.13 also used Wireshark 
with 4.0.6 to analyze the network.

4.1. TOPOLOGIES

Topologies can be created either by using commands 
or through MiniEdit. MiniNet also supports creating to-
pology with Python code. Here, we have used all three 
ways to create topologies, and this work presents a per-
formance evaluation of the Multipath routing algorithm 
with Fat tree, Tree, and Custom Topologies. Python code 
creates a Fat Tree topology, Tree Topology with MiniEdit, 
and Custom topology through commands, but we have 
drawn all topologies in MiniEdit for better visual clarity. 
Fig. 3 shows the Fat Tree topology. It has three levels, 
where the core level is to create redundant paths, con-
nect to aggregate switches, and ensure multiple paths 
between pairs of edge switches. The middle level is the 
aggregation level. It distributes traffic to the core level 
received from edge-level switches. The edge level has 
end host devices that directly connect to the network. In 
fat tree topology, each end node connects to the top of 
the rack switch. Fat Tree was chosen because of its iden-
tical bandwidth for bisections; each layer has the same 
aggregated bandwidth. Also, each port has the same 
speed at the end host.

Fig. 3. Tree Topology

Observations are also taken on custom topology 
with superuser privileges with a remote controller lo-
cated at 127.0.0.1. This means the controller can run on 
the same machine as MiniNet. Open vSwitch is a switch 
type, and the system sets the OpenFlow protocol ver-
sion to 1.3. A custom tree topology creator designs it 
with a fan-out of 3, which means each node has three 
child nodes, and depth means several levels. Fig. 4 
shows the custom topology. The controller creates the 
tree topology with nine switches, connecting them to 
10 nodes in various ways. 
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The system generates these three topologies at the 
data plane while testing occurs at the control plane 
using a POX controller. A multipath routing algorithm 
calculates a path between dedicated nodes, as shown 
in Pseudocode.

Fig. 4. Custom Topology

Fig. 5. Tree Topology

5. SIMULATION SETUP

Simulations are carried out with a POX controller on 
three topologies under three test cases. In every test 
case, the common factor is finding the multiple paths 
between node one and node two and calculating 
throughput, jitter, and packet loss ratio with the help of 
a network analyzing tool. Measured TCP and UDP flows. 
Test case 1 includes Testing with Fat Tree topology, Test 
case 2 is with custom topology, and Test case 3 is with 
Tree topology.

5.1. TEST CASE 1: FAT-TREE

POX implements the multipath algorithm on fat-tree 
topologies, and We use the iPerf benchmark utility to 
obtain TCP and UDP flows and observe bandwidth per-
formance. When we execute "Fat Tree.py" in the termi-

nal, it creates topologies according to the SDN archi-
tecture in what can be called a data plane. In the POX 
environment, the system opens another terminal to 
execute the Multipath algorithm. Links start observed 
between dedicated nodes after executing h1 ping h16.
or we use Xtrem h1, h16, and ping from h1 to h16.with 
set of perf commands and note TCP and UDP flows. 

Table 2. TCP and UDP Flow-Fat Tree with Multipath 
Routing Algorithm

C.T TCP FLOW UDP FLOW
Interval 

(sec)
Bandwidth 
(Gbits/sec)

Bandwidth 
(Mbits)

Jitter 
(ms)

Lost/Total 
Datagram

0.0- 1.0 17.2 10.7 0.014 56/ 984 

1.0- 2.0 18.7 10.6 0.084 8/ 894 

2.0- 3.0 19.7 10.5 0.099 5/ 983 

3.0- 4.0 14.5 10.4 0.104 9/ 898 

4.0- 5.0 18.6 10.6 0.184 1/ 882 

5.0- 6.0 17.3 10.5 0.211 4/ 888 

6.0- 7.0 17.8 10.7 0.245 5/ 862 

7.0- 8.0 17.6 10.2 0.017 31/ 898

8.0- 9.0 18.6 10.5 0.011 26/ 899 

9.0-10.0 17.18 10.6 0.039 3/898

0.0-10.0 17.71 10.53 0.098 148/9085

We measure throughput from TCP and UDP flow and 
observe jitter and packet loss from the UDP flow. Table 
2 shows the Fat Tree TCP flow and UDP flow.

5.2. TEST CASE 2: CUSTOM TOPOLOGy

Switch connected to 3 more switches. Each switch 
at the third level connects to three hosts (Hosts "h1" to 
"h8"). In the sudo command, we specified the control-
ler as remote and IP 127.0.0.1; this specifies the control-
ler for the MiniNet network. Fig. 4 shows the custom 
topology when Ping is executed between the H1 and 
H27 respective switches, making the path from source 
to destination. The multipath algorithm is applied, and 
TCP and UDP flow are noted in Table 3. Congestion can 
be avoided by carefully designing the custom topology.

Table 3. TCP and UDP Flow-Custom topology with 
Multipath Routing Algorithm

C.T TCP FLOW UDP FLOW
Interval 

(sec)
Bandwidth 
(Gbits/sec)

Bandwidth 
(Mbits)

Jitter (ms) Lost/Total 
Datagram

0.0- 1.0 18.98 10.7 0.106 123/ 983

1.0- 2.0 16.3 10.2 0.084 26/ 867 

2.0- 3.0 17.5 10.3 0.029 44/ 895 

3.0- 4.0 16.5 10.2 0.208 66/ 899 

4.0- 5.0 16.6 10.2 0.134 52/ 865 

5.0- 6.0 18.6 10.2 0.101 2/ 892 

6.0- 7.0 18.5 10.1 0.035 2/ 899 

7.0- 8.0 18.3 10.2 0.019 5/ 883 

8.0- 9.0 19.4 10.2 0.099 6/ 898

9.0-10.0 19.5 10.1 0.102 2/ 899 

0.0-10.0 18.01 10.24 0.086 328/8980



127Volume 16, Number 2, 2025

Table 4. TCP and UDP Flow-Tree topology with 
Multipath Routing Algorithm

C.T TCP FLOW UDP FLOW

Interval 
(sec)

Bandwidth 
(Gbits/sec)

Bandwidth 
(Mbits)

Jitter 
(ms)

Lost/Total 
Datagram

0.0- 1.0 18.98 10.7 0.965 449/889

1.0- 2.0 16.3 10.2 3.208 21/ 867 

2.0- 3.0 17.5 10.3 2.252 39/ 895 

3.0- 4.0 16.5 10.2 0.803 75/ 899 

4.0- 5.0 16.6 10.2 0.542 49/ 865

5.0- 6.0 18.6 10.2 0.412 22/ 892 

6.0- 7.0 18.5 10.1 0.619 2/ 899 

7.0- 8.0 18.3 10.2 1.369 12/ 883 

8.0- 9.0 19.4 10.2 0.446 82/ 898 

9.0-10.0 19.5 10.1 0.505 86/ 899 

0.0-10.0 18.01 10.24 1.019 651/8886

5.3. TEST CASE 3: TREE TOPOLOGy

Controller, The system connects controller c0 to 
switches s1 through s9, facilitating node connections. 
The nodes communicate with each other via the switch-
es and controllers. Fig. 5 displays the structure of the tree 
topology. Table 4 lists TCP and UDP flows after executing 
the tree topology in the data plane and running the mul-
tipath algorithm at the control plane with the POX con-
troller. When the system executes the ping command 
from node 1 to node eight, it computes multiple paths, 
including one optimal path selected for transmission. 
Tree topology experiences congestion due to its archi-
tecture, and most packets queue at the root node. Tree 
topology experiences congestion due to its architecture, 
and most packets queue at the root node. 

6. RESULT ANALySIS

The simulation section notes the results of executing 
the multipath algorithm on Fat Tree, Custom, and Tree 
topologies. In this section, the quality-of-service pa-
rameters, which are throughput, jitter, and packet loss, 
will be calculated from the results. 

6.1. ThROUGhPUT

Throughput is measured in the context of the data 
rate at which data is successfully transmitted between 
source and destination or how many packets are de-
livered per second. This section discusses the Through-
put of Fat Tree, Custom, and Tree topologies and their 
performances upon applying the multipath routing al-
gorithm. The choice of topology plays a crucial role in 
identifying network performance.

6.1.1 Fat Tree Topology

This solution suits multipath connections between 
nodes best and organizations mainly use it in data cen-
ters requiring the highest throughput and crucial load 
balancing. Fat Tree is designed to produce high band-
width by allowing traffic to distribute across multiple 
paths between dedicated nodes, reducing congestion 

and improving the service's overall quality. POX serves as 
a controller that effectively leverages multipath routing to 
maximize throughput. Table 4 shows the transfer rate of 
Fat Tree topology with ten intervals produced an average 
of 2.81GBytes of throughput with TCP flow. In the case of 
UDP, a throughput rate of 1.256 Mbytes of data is noted. 

6.1.2 Custom Topology

Custom topology performance depends on the layout, 
how it supports multipath, and how it balances the load 
in various paths. Due to its adequate redundancy with 
path multiplicity, it achieves a high throughput, though 
less than Fat Tree's. If multiple paths are available between 
dedicated nodes, optimal performance is achieved by 
carefully designing configurations to eliminate bottle-
necks and enhance throughput. Table 5 shows TCP flow 
and UDP flows noted over custom topology. TCP flow 
noted an average of 2.39 GBytes of throughput, whereas, 
in the case of UDP flow, it is 1.39 Mbytes

6.1.3 Tree Topology

Tree topology is more prone to bottlenecks and lim-
ited redundancy, so throughput is low compared to 
well-designed custom and fat-tree topologies

Near the root, congestion may occur. However, mul-
tipath routing will distribute traffic across available 
paths. However, there needs to be more path diver-
sity, and it cannot utilize the benefits of multipath 
routing. There is a higher chance of congestion at the 
root, which limits the throughput. Table 6 displays 
the transfer rates of TCP and UDP flows, observing 
rates of 2.21 GBytes and 1.21 MBytes.  Ultimately, we 
can conclude that the POX controller achieves better 
throughput with Fat Tree than with custom and tree 
topologies when applying multipath routing. The de-
sign of the Fat Tree itself supports multiple paths that 
are sometimes redundant and have high bandwidth. 
Suppose we design a custom topology with redun-
dancy and multiple paths. In that case, a tree topology 
with minimal bottlenecks and careful path handling 
can also enable these topologies to produce high 
throughput. The TCP flow of the three topologies is 
compared in Fig. 6, while Fig. 7 displays the UDP flow.

Fig 6. Throughput -TCP flow over various topologies
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Fig 7. Throughput -UDP flow over various 
topologies

6.2. JITTER

Inconsistency of arrival time at the destination is 
known as jitter. Here, packets have irregular interval 
times. This variability we will denote as jitter. The main 
reasons for jitter may include congestion in the route, 
which may be due to load packets that may take dif-
ferent routes to reach the destination or a controller 
that introduces delays to process packets when it en-
counters enormous traffic. The POX controller is pro-
grammed and configured to manage the jitter. Path 
selection, dynamic path adjustment, and monitoring 
traffic influence the process. POX includes a real-time 
module that monitors traffic by maintaining a thresh-
old for jitter. If it encounters massive traffic, the module 
reroutes the traffic to a less congested route to avoid 
congestion.

6.2.1 Fat-Tree Topology

This topology balances traffic by allowing it to flow 
on multiple paths in a balanced way, which reduces 
congestion on a single path. So, it produces less jitter 
than tree topology and custom topology. It also main-
tains consistent latency across paths, which minimizes 
jitter. The main reason is that packets are routed to 
the destination in a similar path length to synchronize 
packet delivery. POX controller avoids paths with high 
inconsistency. The fat tree structure maintains consis-
tency in fluctuating traffic conditions, ensuring less 
jitter. Up on applying multipath routing on fat-tree, 
noted an average of 0.09ms of jitter.     

6.2.3 Custom Topology

The design of a custom topology affects jitter. Careful 
topology design may yield less jitter. Path lengths and 
capacities produce varying jitters. Paths are balanced in 
terms of capacity and latency, which achieves low jitter. 
The POX controller performs traffic management and 
path selection to control traffic across paths to mini-
mize jitter. We note an average of 0.86ms of jitter over 
ten intervals.

Fig 8. Jitter over various topologies

6.2.3 Tree Topology

As Tree topology suffers from limited path redundancy, 
the route node gets congested which leads to delays. Lim-
ited number of paths makes the queues for packets. Po-
tential length differences can introduce inconsistency in 
packet delivery times, resulting in higher jitter. Managing 
jitter is more challenging due to the limited path range 
and latent congestion. The POX controller may struggle to 
maintain consistent path performance, leading to incon-
stant latency and increased jitter. Table V shows an aver-
age of 1.09 ms of jitter.  Jitter is managed if multiple paths 
between source and destination are the same length. 
Among all topologies, the custom topology achieves less 
jitter, though the fat tree is designed well. Figure 8 shows a 
comparison of fat tree, custom, and tree topology.

6.3. PACKET DELIVERy

The packet delivery ratio is calculated from the num-
ber of packets lost to send. To find the number of pack-
ets delivered, subtract the lost packets from the sent 
packets. Measuring the network performance will be 
helped by a smaller number of lost packets. Traffic con-
gestion and link failures are a few reasons for packet loss. 
Buffering also may lead to packet loss. To achieve less 
packet loss with the POX controller, the critical factor is 
to choose a topology with redundancy, and the control-
ler should able to manage traffic over multiple paths

6.3.1 Fat-Tree Topology

As it has high redundancy and availability of multiple 
paths between any pair of nodes, it helps to distribute 
traffic more evenly across paths, which reduces con-
gestion. In case of link failure, redundancy will help to 
minimize packet loss. Multipath routing prevents load 
on a single path and balances by enrooting to another 
path, which reduces packet loss. Path diversity in fat-
tree topologies helps mitigate packet loss even under 
varying traffic conditions. Table 6 shows a packet deliv-
ery ratio of 10 intervals with 148 packets lost over 9085 
packets, resulting in a 1.62 % packet loss ratio.
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6.3.2 Custom Topology

Packet loss in custom topology depends on design 
with adequate redundancy, and a balanced path can 
achieve less packet loss. However, its limitations with 
redundancy suggest that multipath routing could be 
more effective in foreseeing packet loss. The configura-
tion of the POX controller effectively utilizes multipath 
routing, although performance depends on traffic pat-
terns and the network design. Still applying multipath 
routing algorithm on custom topology acquired a loss 
ratio of 3.65%, where 328 packets were lost during the 
transmission of 8980 packets over ten intervals from 
source to destination.

6.3.3 Tree Topology

Tree topology mostly has a problem of enormous 
packet loss due to a hierarchical structure where traf-
fic is congested at the root, which increases packet loss 
when the network hits heavy traffic. Multipath routing 
helps distribute the traffic over alternative paths, signif-
icantly reducing packet loss, though lack of path diver-
sity and redundancy limits its effectiveness. Multiple 
paths may exist, but they differ in factors like Capacity 
and not equal size. 

Fig 9. Packet delivery over Fat-Tree, Custom, Tree

The POX controller may need to help distribute traf-
fic efficiently enough to avoid these losses. So, it wit-
nessed more packet loss than the other topologies. 
During ten intervals, the transmission lost 651 out of 
8886 packets, producing a 7.32% packet loss ratio. Fig-
ure 9 shows comparisons of fat-tree, custom, and tree 
topologies regarding packet loss and packets sent.Fat-
tree topology showed better performance, as shown 
in Figure 9. The bar chart over interval 1 to interval 
ten shows packet loss, where each bar represents the 
packets delivered at the bottom and the top.at interval 
one, the tree topology had a packet loss of 440 packets 
and sent 449 packets. Later, they reduced the packet 
loss percentage in the tree topology. All three topolo-
gies sent packets without a considerable loss in a few 
intervals. In the end, fat-tree performed well when 
multipath routing was applied with the POX controller 
over topology with quality-of-service parameters like 
throughput, jitter, and packet loss ratio.

7. CONCLUSION

Software Defined Network (SDN) enable developers 
to build SDN applications due to architecture compat-
ibility, which separates the control plane and data plane 

and allows centralized network management with pro-
grammability. POX controller is an open-source and 
Python-based controller that works with MiniNet as 
it supports Python-based coding to create a network. 
Congestion is the most significant problem; We need 
immediate solutions to avoid data loss. Selecting the 
optimal path repeatedly between dedicated nodes may 
lead to overload and congestion. Multipath routing has 
been introduced in SDN to address this problem. It iden-
tifies multiple paths between all nodes with Depth First 
Search and selects one path among available paths. If 
the selected path becomes congested, the system will 
reroute packets to the following path. This action can re-
duce congestion, and tested this algorithm on Fat-Tree, 
custom, and Tree topologies using the POX controller.

Throughput, jitter, and packet loss ratio are the pa-
rameters used to measure the performance of the mul-
tipath routing algorithm. Fat-Tree showed improved 
performance over remaining topologies due to redun-
dancy and path diversity, which are limited in remain-
ing topologies. If a custom topology is designed well, 
then this can also produce better throughput. In the 
case of a tree topology, the root itself is getting con-
gested, so packet loss is more with tree topology. In the 
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future, the Multipath routing algorithm is going to be 
tested with the Ryu controller.

This work helps the researcher who wants to work 
with optimal path identification over various topologies 
and load balancing over the POX controller, as well as 
with POX and various topologies. Fat-tree topology can 
be selected when the choice of performance metric is 
throughput and less packet loss. They can even test cus-
tom topology with proper design. Tree topology clearly 
shows the occurrence of congestion at the root itself.
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Abstract – In neutron radiographic imaging, generally, the collimation ratio is assumed to be sufficiently large to ensure a valid 
approximation for parallel beam geometry. However, this assumption is difficult to apply in small nuclear reactors due to the low-
intensity neutron flux. For this reason, these reactors produced inherently blurry neutron images. In this paper a blind deconvolution 
technique is investigated for the enhanced visual quality of neutron images through the reduction of blurring artefacts. Technically, 
this approach is extremely challenging because it requires an unknown point spread function. To solve this problem, scholars employ 
the gradient minimization strategy under the framework of a maximum a posterior, which leads to the development of an improved 
deblurring method, referred to in this paper as the enhanced patch-wise intensity prior. Experimental results demonstrate that the high 
competitiveness of the proposed method in terms of blind or no-reference evaluation measure, with an average of 46.1 for six neutron 
images used in this study. This value is considerably lower compared with those of existing deblurring techniques, which implies a 
more accurate restoration. Additionally, the proposed method resulted in the highest, and hence, the best entropy and contrast values, 
averaging at 7.09 and 1.05 respectively. The proposed method is also the second fastest technique witd mean time of 180 s.
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1.  INTRODUCTION

Neutron radiography (NR) uses neutron radiation to 
probe the internal structures of objects, and it shows 
similarity to X-ray radiography. However, different from 
X-ray, neutrons are easily attenuated by light elements, 
such as hydrogen and boron, but can easily penetrate 
numerous heavy metals. These unique properties ren-
der NR a highly useful technique for nondestructive 
testing and quality control inspection. Despite being 
powerful and unique, the NR images produced by low-
power nuclear reactors exhibit inherent degradation 
due to blurring. Examination of the collimation system, 
which is one of the core elements in NR image capture, 

can be used to explain the main source of blurring (Fig. 
1). Referring to this figure the collimator system, which 
comprises an aperture and detector, directs a neutron 
beam to an object. Similar to a pinhole camera, the 
aperture prevents neutrons from entering the beam 
except through the hole, which concentrates neutrons 
within a small area, and hence reduces image distor-
tion and chromatic aberration. Meanwhile, the detec-
tor converts neutrons into a two-dimensional (2D) im-
age that depicts the internal structure of an object. This 
geometry determines the collimation ratio, which is an 
important characteristic of NR. In this case, the collima-
tion ratio refers to the ratio of collimation length L to 
the effective diameter of the aperture D or L ⁄ D.



134 International Journal of Electrical and Computer Engineering Systems

Fig. 1. Typical collimation system used for NR image 
capture

Following the pinhole camera analogy, geometric 
blurring can be defined as ∆= x ⁄ ((L/D) ), where Δ di-
rectly determines the resolution or sharpness of NR 
images. An optimal resolution is obtained when Δ→0. 
This requirement can be attained either through place-
ment of the object close to the detector (x→0) or with 
the use of a larger collimation ratio (L ⁄ D→∞). However, 
the contrast exhibits a rapid drop with the decrease in x 
due to the reduced intensity of neutron flux through an 
inverse-square relationship. For this reason, x is main-
tained at a reasonable distance, whereas L ⁄ D is main-
tained as high as possible to produce NR images with 
adequate contrast and acceptable resolution. Typically, 
the L ⁄ D of high-power neutron reactors ranges be-
tween 125 to 500 [1]. By contrast, the L ⁄ D of small reac-
tors are generally considerably lower than this range. At 
Malaysia Nuclear Agency (MNA), the L ⁄ D of NR facilities 
approximates 105, which is moderately low compared 
with those of high-power or large-scale reactors. Using 
an arctan inverse relationship (i.e. (tan-1(1/(L ⁄ D))-1) this 
ratio is equivalent to a beam divergence of approxi-
mately1.820. The low L ⁄ D or high beam divergence 
serves as the primary cause of the blurring for images 
captured at this facility. Hence, image deblurring or res-
toration constitutes one of the important tasks in post 
image processing activities in this reactor. For linear, 
shift-invariant systems, image restoration can be mod-
eled as a convolution operation. Mathematically:

B=k*L+n (1)

where B represents the blurred image, L refers to an un-
known latent or sharp image, k denotes the PSF, “*” repre-
sents the 2D convolution operator and n corresponds to 
additive noise. In most deblurring applications, n can be 
ignored because it is small and uncorrelated. Given that 
k is generally unknown, the image restoration methods 
transforms into a blind-deconvolution problem. Among 
all available solutions to this problem, the maximum a 
posterior (MAP) is the most popular and widely used 
technique. An earlier work in this field is a paper pub-
lished elsewhere [2]. Their algorithm is effective when 
dealing with small-sized images and hence less complex 
PSFs. Multilayer iterative estimation techniques are usu-
ally deployed for large images with relatively complex 
PSFs. Importantly, this algorithm exhibits sensitivity 

to local minima, which led to inaccurate estimation of 
PSF and in turns affected the deblurring results. Hence, 
regularization is performed to increase the probability 
of finding good local minima. In general, this step is in-
troduced into an optimization problem to prevent over-
fitting and reduce complexity [3, 4]. They developed an 
L0-based image smoothing algorithm by retaining large 
structures and removing minute details. They used L0 
and L2 norms for image gradient prior and kernel prior, 
respectively. However, such an algorithm is time con-
suming because the solutions require solving a compli-
cated joint optimization problem. Moreover, it requires 
sophisticated priors and thus considerably more com-
plex optimizers. Therefore, the superior performance of 
this method is compromised by a high computational 
cost. These problems were addressed, which resulted in 
development of an improved technique [5]. These au-
thors assumed that not all edges in the latent image are 
significant and useful. This assumption allowed them to 
enforce L0 regularization to constrain the sparsity of im-
age prior and use L2 to regularize the kernel prior. Such 
regularization strategies not only improve the quality of 
image deblurring but also reduce the runtime. A new 
channel prior called the enhanced local maximum in-
tensity has also been investiogated [6]. Though effective, 
however, this algorithm has only been tested in the res-
toration of text documents with a uniform background. 
Compared with text images, NR images exhibit a more 
complex intensity distributions because they contain 
many brightly illuminated pixels due to the strong pen-
etration of neutrons. Therefore, the direct application of 
intensity priors is less satisfactory for NR images. In an-
other work. In another research a sparse prior based on 
a collection of local minimal pixels in non-overlapping 
patches has been proposed [7]. Referred to as patch-
wise minimal pixels (PMPs), this method involves the cal-
culation of the low intensity of dark pixels in non-over-
lapping patches. Despite the remarkable performance 
of this method, especially when an image contains many 
dark pixels, its effectivity decreases when dealing with 
large-sized images or complex PSFs. Solving this meth-
od led to the development of a new sparse channel prior 
that considers the relationship between dark and bright 
channel priors [8]. Even though the authors reported im-
proved performance, however, the method is very time 
consuming as it requires more than 115 s to process a 
small image with a size of 256×256 pixels. Recently, the 
deep learning approach for restoring neutron image has 
also been reported [9,10]. However, due to the unavail-
ability of standard neutron image dataset, the authors 
have resorted to using X-ray images as substitutions for 
training and testing. Though the results are quite prom-
ising, however, it’s difficult to evaluate the actual perfor-
mance of the algorithm because of different type of im-
ages used in the investigation.

Following the above discussion, this paper proposes 
an alternative strategy based on high-intensity bright 
pixels. It also addresses large and complex PSFs as evi-
dent from the ensuing discussion. The basic idea be-
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hind this idea is first published at a conference meet-
ing held recently [11]. Following this publication, this 
paper presents detailed information of the proposed 
method including the use of a much more efficient and 
accurate PSF estimator. Compared to the trial-and-er-
ror method as in our previous publication, here, a more 
systematic approach in determining important param-
eters of the algorithm is devised and discussed. Also 
the performance of the proposed solution is evaluated 
critically by comparing results with the state-of-the-art 
methods. Our contributions are as follows:

1. A new effective and simple image prior that uses 
bright pixels in nonoverlapping patches. This new 
image prior is referred to as the enhanced patch-
wise intensity (EPI). 

2. A new cost-effective penalty function to enforce spar-
sity of the prior. During induced sparsity, the regu-

larization term facilitates recovery of sharp images, 
which are in turn used in PSF estimation. The method 
helps in accelerating the runtime because only the 
nonzero elements are used in the computation. 

2. MATERIALS AND METHODS

2.1. INTENSITY DISTRIbUTIONS

In consideration of the above discussion, two important 
assumptions are accounted for in the method proposed 
in this paper. First, most NR images contain a high number 
of brightly illuminated pixels, which is principally due to 
intense radiation, with neutrons easily penetrating most 
objects except hydrogenated materials. Second, brightly 
illuminated pixels show a drop in intensity due to blurring. 
Fig. 2 illustrates these assumptions using three different 
NR images.

(i) Sample 1

(a)

(ii) Sample 2 (iii) Sample 3

(i) Sample 1
(b)

(ii) Sample 2 (iii) Sample 3

(c)

Fig. 2. The effect of blurring on image brightness and intensity distributions. 
(a) Sharp images, (b) Blured images, (c) Histogram
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The images in Fig. 2(a) appear sharp and clear because 
they are captured using a high-power nuclear reactor. 
In this case, Figs. 2(a)(i-iii) include the original sharp im-
ages captured from three different projections, and Figs. 
2(b)(i-iii) display their corresponding blurry counter-
parts. Blurring is simulated using a simple low-pass filter. 
Comparison of Figs. 2(a) and 2(b) shows the reduction 
in brightness after blurring, which implies the consider-
able drop in intensity. To further prove this observation, 
we examined the characteristics of sharp and blurred 
images on their histograms. In so doing the probability 
density function (PDF) for sharp and blurry images are 
first calculated, second normalized, and then averaged. 
Fig. 2(c) displays the results. As shown in the figure, the 
histogram of blurred image shift to the left, which results 
in more pixels occupying low gray-scale values and im-
plies the reduced image brightness due to blurring.

2.2. ENHANCED PATCH-wISE INTENSITY PRIOR

On the basis of the above assumptions, the proposed 
prior employs high-intensity bright channel pixels in 
non-overlapping patch. The proposed method can be 
explained by referring to a sharp image L of size m × n 
and partitioned into d non-overlapping patches; with 
each size r × r, the patch size r can be varied by ratio 
formula: r=SF ×((m + n)/2) where SF is a scaling factor. 
Meanwhile d=⌈m / r⌉ × ⌈n / r⌉, and ⌈∙⌉ denotes the ceil 
operator. For gray scale image the EPI prior can be de-
fined as follows:

(2)

where (x, y) denotes the pixel coordinates, and Ωi de-
notes the i-th non-overlapping patch with i=1,2,…,d. 
Therefore, EPI(L)(i) represents the collection of high-
intensity or bright pixels of i-th non-overlapping patch. 
Similarly, the EPI prior of blurred image B can be ex-
pressed as follows:

(3)

As discussed previously, the brightness of an image 
drops as a result of blurring. Hence, the EPI prior of 
the blurred image is much less than that of a sharp 
latent image. Mathematically, the following inequal-
ity holds:

EPI (B) ≤ EPI (L) (4)

Substituting Equation (1) into Equation (4) gives

(5)

where k>0 and ∑k=1. Following Equations (4) and (5), 
the maximum intensity value of a blurred image is also 
significantly less than that of a sharp image. With the 
assumption that the patch size for B and L is the same, 
the following inequality is also valid:

(6)

(7)

The first term ‖L * k-B‖2
2 is a data fidelity term that 

constrains the convolution of L and k so that the result 
is consistent with B. The regularized terms P(L) and P(k) 
are priors related to latent image and PSF kernel, respec-
tively. μ and γ are positive regularizing parameters that 
balance the weight relation between the fidelity and 
priors. The deblurring problem is non-convex; therefore, 
regularization helps constrain the priors to increase the 
probability of producing a good local solution. As ex-
plained previously, the gradient of a natural image is 
sparse. Consequently, P(L) is regularized such that

P(L)= ‖L‖0 (8)

where ‖.‖0 indicates the zero norm. Meanwhile, the 
kernel prior is formulated as

(9)

where ‖.‖2 denotes the second norm. The deblurring 
model can be formulated by combining Equations (8) 
and (9). Mathematically,

(10)

where ∇=(∇h, ∇v) denotes the image gradients calcu-
lated in the horizontal and vertical directions. In this 
case the ‖.‖2 is also used to constraint the data term 
because this norm is known to be optimal for Gaussian 
noise. Moreover it enables the solution to be calculated 
using a standard fast Fourier transform (FFT) algorithm. 
Introducing the EPI, Equation (10) can be rewritten as:

(11)

where α, μ, and γ are positive weight parameters. Tra-
ditionally, an iterative-based Half Quadratic Splitting 
(HQS) algorithm is used in solving Equation (10), such 
as in [5] and [10]. However, this algorithm is complex 
and time consuming. Thus, an alternative strategy is 
employed in this study. Exploiting the sparsity of the 
EPI in non-overlapping patch, Equation (9) is solved 
directly via soft thresholding. The following condition 
is introduced to constrain the solutions in such a way 
that

(12)

subject to EPI(L)(i)~p(x), for i ∈ {1,…,d}  

As explained, this paper exploits high-intensity pixels 
to distinguish sharp from blurry images. With this as-
sumption, the deblurring model is developed and pre-
sented in the following subsections.

2.3. DEbLURRINg MODEL

With the use of Equation (1), the deblurringit's model 
based on the standard MAP estimation framework is 
developed as follows: 
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(13)

subject to EPI(L)(i)~p(x), for i∈{1,…,d}

The second subproblem describes the unknown k as 
follows: 

Equations (13) and (14) are principally non-convex. 
Hence, the ideal solution may not exist. Therefore, 
these equations are solved through the minimization 
technique to produce approximate solutions. In so do-
ing, similar approaches published by [5], [7], [12] and 
[13] are adopted. Interested readers are referred to 
these publications for further details. A summary of 
the minimization procedures is presented for the sake 
of completeness and thoroughness of discussion. The 
first step in the minimization process is to estimate k. 
The Gaussian function is used as a first estimate of k 
because the blurring is essentially low-pass filtering. 
Then, Equations (13) and (14) are solved alternately us-
ing methods and procedures discussed in the follow-
ing subsections.

2.4. L SUb-PRObLEM 

In solving Equation (13), a constraint is imposed to in-
duce the sparsity on EPI(L), indirectly speeding up the 
minimization process. Given a previous estimation of 
ki, the latent image is updated via iterative threshold-
ing. Mathematically,

(15)

subject to EPI(L)(i)~p(x), for i ∈ {1,…,d}

Equation (14) comprises two important regularizers: 
L2 and L0. The data fidelity term is smooth and convex, 
whereas the gradient term is non-convex. With the use 
of an auxiliary variable G with respect to the image gra-
dient ∇L, Equation (15) is reformulated to yield

(16)

subject to EPI (L)(i)~p(x), for i∈{1,…,d}

where β is a positive and sufficiently large penalty 
parameter to enforce ‖∇L-G‖2≈0 ,and ∇L≈G. As a re-
sult of additional constraints, L and G cannot be solved 
directly using popular algorithm such as the block 

(17)

for i∈{1,…d}

where λ is the thresholding value, which is greater than 
zero. With Ωt+1,j denoted as the index set of EPI, the bi-
nary mask corresponding to EPI subset is calculated as 
follows:

(18)

where M ∈ Rm×n is the binary mask corresponding to the 
EPI subset of L. Here EPI(L): Rm×n→Rd; thus, the inverse of 
EPI(L) is equivalent to EPIT (L): Rd→Rm×n for any z ∈ Rd. 
Consequently, L can be presented by:

(19)

where ∘ is the dot product. In this case M(i, j)=1 is the 
maximal pixel in the non-overlapping patch. For other 
pixels, M(i, j)=0. With the use of the results of Equation 
(19), the intermediate latent image at jth iterative step is 
updated as follows:

(20)

Substituting Equation (20) into Equation (16), the 
gradient subproblem of G is reformulated as follows:

(21)

where ∇=(∇h, ∇v) and G=(Gh, Gv). Gh and Gv are the im-
age gradient in the horizontal and vertical directions, 
respectively. Following [5], Equation (21) is solved us-
ing proximal minimization. Mathematically,

(22)

Using results calculated from Equation (22), the final 
update formula for L is defined as follows:

(23)

The closed-form solution of Equation (23) can be ob-
tained using the FFT algorithm. Mathematically,

(24)

where F(.) and F-1(.) denote FFT and inverse FFT, re-
spectively. F(∙) is the complex conjugate operator. ∇v, ∇h 

where p(x) is a PDF. The thresholding of the minimum 
and maximum pixels of non-overlapping patches with 
a constraint value of 0.9 produces distributions whose 
shape is approximately hyper-Laplacian. This type of 
output together with the sparsity of high-intensity pix-
els enhances the distinguishability between sharp from 
blurred images. The next step is applying the alternat-
ing optimization rule to Equation (12), which splits the 
cost function into two subproblems. The first subprob-
lem characterizes L using the following cost function:

(14)

coordinate descent. Similar to [7], an alternative soft 
thresholding technique is applied to solve Equation 
(16) iteratively. The EPI subset of Lt, j is denoted as Ls

t, 

j∶=EPI(j) for tth latent image at jth iterative step, then the 
subsequent latent image is calculated by direct thresh-
olding as follows:
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Fig. 3. Overview of the proposed EPI method

(25)

As before, the solution to Equation (24) is obtained 
through the FFT algorithm. The result is as follows:

(26)

The above optimization procedures are implemented 
using coarse-to-fine multi-scale structure. In this way, k 
is always non-negative, thus fulfilling the constraint re-
quirement. The main steps involved in solving L and k 
subproblems are summarized in Appendix I. 

Respectively the algorithm is named as Algorithm 1 
and Algorithm 2. Referring to Algorithm 1, the method 
performs two-layer loop iterative calculations. Theo-
retically, β must be large for the algorithm to work. 

represent vertical and horizontal differential operators, 
respectively.

2.5.  K SUb-PRObLEM

The k subproblem is solved in the gradient space, 
similar to the approach of [5], [10] and [11]. The update 
formula for k is given by

However, a large β means that regularization is a time-
consuming process. One solution to this problem is to 
first use smaller β and then iteratively update this figure 
until it reaches a stable target value. For this method to 
work, a >1. In this research, the following parameters 
are chosen for Algorithm 1: a=2 , β0=2μ, βmax= 105, μ=4 x 
10-3, J=3. The threshold value λ is initially set to 0.1. This 
value is reduced gradually until it equals a mean value 
of EPI. Here β0 determines the starting strength of the 
regularization. Meanwhile, βmax is set to an upper limit 
to ensure a controlled regularization.

Together, they prevent excessive deblurring while 
preserving important details and avoiding over-
smoothing.

2.6. IMPLEMENTATION

The alternate minimization described in Equations 
(24) and (26) iterates between latent image and kernel 
estimation. The blurred image and Gaussian function 
are used as first-guess solutions for L and k, respec-
tively. Large kernels are estimated using the multilayer 
pyramid scheme combined with iterative minimization 
strategy. The scheme prevents optimization from being 
isolated in a local minimum. The strategy works gradu-
ally from the coarsest layer to the finest layer. Fig. 3 sum-
marizes the working principle of the proposed method. 
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3. IMAgE ACQUISITION

Neutron imaging experiments are performed at MNA, 
which houses the Research TRIGA PUSPATI (RTP) reactor. 
The RTP is a swimming pool-type, light, water research 
reactor containing enriched uranium–zirconium–hydride 

fuel and a graphite reflector. This reactor has a nominal 
power of 1 MW and is thus categorized under low-power 
research reactors. RTP possesses three radial beam ports, 
one tangential beam port, and one thermal column. The 
NR imaging facility is constructed around the radial beam 
port. The details are described elsewhere [14]. A total of 
six NR images of common objects produced at this facil-
ity are investigated, three of which are illustrated in Fig. 4. 

(a)

(b)

(c)

Fig. 4. Examples of neutron images produced by 
RTP. Regions containing vague useful features are 
marked with solid-line circles. (a) Hard-disk drive 

(1509 x 1248), (b) Honeycomb (1515 x 2322), 
 (c) Lily flower (1728 x 2132)

The figure shows the multilayer PSF processing unit 
represented by several elements inside the blue dotted 
square. The red-dotted rectangle refers to a single-lay-
er pyramid PSF processing unit. In the unit, the square 
block on the left is the latent image calculation engine, 
and that on the right is the PSF estimator unit. Once k 
and L have been estimated in the low-resolution layer, 
k is upscaled for the next layer. L and k are refined itera-
tively in each layer. In this study, the maximum number 
of iterations is rigidly fixed to five. This value is selected 
heuristically because it produces the best solutions for 
all images used in the present work. During operation, 
the input image is first transformed into a grayscale 
one and then downscaled a few times. Here, the extent 
of downscaling depends on the size of the input PSF, 
which also determines the number of pyramid layers. 
The PSF size is used in the retrieval of a part of the ker-
nel alone, which prevents noise accumulation in subse-
quent estimation processes.

Referring again to Fig. 3, in the minimization pro-
cess, the blurred image is deconvoluted using the k 
estimated from previous iteration. The size of k in the 
coarsest layer is rigidly fixed to 7 × 7. At the start of 
minimization, weight μ is set to a high value to ensure 
restoration of strong edges and removal of details. Dur-
ing each iteration cycle, a coarse L is computed with an 
EPI prior for each nonoverlapping patch. Theoretically, 
the EPI prior shows increased sparsity. Hence, L exhibits 
more details with the increase in the number of layers. 

The orange rectangular block in Fig. 3 contains the 
kernel estimation algorithm. The weight parameter 
γ in Equation (26) is constantly set to a positive value 
to penalize large Fourier coefficients, which ensures a 
smooth PSF distribution. Then, the estimated k is up-
scaled by a factor of 2, and the result serves as the ini-
tial prediction for the next estimation layer. The proce-
dure is repeated until the intended size of k is reached. 
Equation (26) is solved, and all negative-value pixels in 
k are set to zero, centered, and finally normalized to 1. 

The k estimated from a previous step is used in im-
age restoration, with the blurred image serving as in-
put. The restoration is non-blinded; therefore, such 
a problem can be solved using various image decon-
volution techniques. In this paper, the algorithm pub-
lished in [12] is utilized because this method produces 
few ringing artifacts and accurate restoration. Appen-
dix II shows the complete procedure of the proposed 
EPI algorithm.The methods and procedures are imple-
mented in MATLAB2023a. This software is installed in 
personal computer which housed 4.0 GHz Intel Core i5 
processor, 8 GB RAM and Windows 11.
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(a) (b)

(c) (d)

Fig. 5. Effect of varying patch size on PSNR and SSIM in the comparison of the proposed method and that 
of [7]. (a) SF=0.020, (b) SF=0.025, (c) SF=0.030, (d) SF=0.035

The remaining images are presented in Appendix III. 
These 16-bit images are captured at an exposure time 
of 300 s and they are shown here after noise removal 
and brightness adjustment. Figs. 4(a), 4(b), and 4(c) cor-
respond to images of a hard-disk drive, an aircraft hon-
eycomb, and a lily flower, respectively. The size of each 
image is indicated in the figure. Visually, these images 
are blurry, which causes difficulty in the identification of 
important features or useful structures. For illustration 
purposes, regions containing useful information are en-
circled with solid lines. In the case of the hard-disk-drive 
in Fig. 4(a), five small anomalies located on the controller 
unit appear faded and blurry. Fig. 4(b) illustrates the loss 
of minute details, such as small structures of the honey-
comb. Meanwhile, left petal of a flower’s image in Fig. 4(c) 
show fine filaments that are blurry and out of focus. The 
proposed deblurring method is applied to enhance the 
images in Fig. 4. The results are presented and discussed 
in next section. 

4.  RESULTS

4.3. DETERMINATION OF PATCH SIZE

The effect of various patch sizes and the number of 
iterations is investigated first. Given that the ground 
measurements required for such an investigation and 
the lack of ground truth image for NR at present, opti-
cal images are the best alternative option. The popular 
dataset published in [15] is considered for this pur-
pose. This dataset includes four ground truth images 
(255×255) and eight PSF kernels (25×25). These ground 
images are blurred using eight various PSF kernels, 
which results in 32 blurred images. The results are eval-
uated in terms of the following quality indices: similar-

ity kernel (S(k, k̂)), mean peak signal ratio (PSNR), and 
mean structural similarity (SSIM). Figs. 5–6 show the 
plotted results comparing the proposed method and 
[7]. The former reveals variation in S(k, k̂), and the latter 
depicts the trends of PSNR and SSIM with the increase 
in patch size and iteration. In terms of S(k, k̂), both al-
gorithms show no considerable variation when differ-
ent patch sizes are used. Only the number of iterations 
exhibits a crucial effect on S(k, k̂), which increases with 
the increase in the number of iterations. This trend is 
expected because k approaches k̂ as the iteration in-
creases. Moreover, S(k, k̂) converges to almost the same 
value for both algorithms after eight iterations (Fig. 5). 
A striking difference is noted upon close examination 
of this figure. Although the S(k, k̂) values calculated 
from the proposed approach show no significant dif-
ference from those computed in [7], the former regis-
ters slightly and consistently higher values (Figs. 5(b-
c)). The same trend is achieved for SSIM, as suggested 
by the results in Figs. 6(a-d)(ii). The competitiveness 
of the proposed method is best shown in terms of 
the PSNR. Fig. 6 reveals the significantly higher PSNR 
values of the proposed method compared with those 
in [7], especially for smaller patch sizes. The proposed 
solution attains a PSNR of 29 dB compared to 26 dB 
in [7] for a patch size corresponding to SF=0.025. This 
findings translates to an approximately 11% increase 
in the PSNR. Results displayed in Figs. 5–6 also sug-
gest a SF=0.025 as the best patch size for the proposed 
method. Hence, this size is used for the restoration of 
NR images in Fig. 4. The results are discussed in the fol-
lowing subsection. Meanwhile, Appendix IV provides 
results obtained using an image from Levin dataset, 
which prove the accuracy of the proposed method in 
the restoration of optical or synthetic images.
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(a)

(i) PSNR (ii) SSIM

(i) PSNR Iteration (ii) SSIM

(b)

(i) PSNR (ii) SSIM

(c)

(i) PSNR (ii) SSIM

(d)

Fig. 6. Effect of varying patch sizes on PSNR and SSIM  
in the comparison of the proposed method and that of [7].  

(a) SF=0.020, (b) SF=0.025, (c) SF=0.030, (d) SF=0.035
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(i) Blured image (ii) Restored image by [2] (iii) Restored image by [12]

(iv) Restored image by [4] (v) Restored image by [7]

(a)

(vi) Restored image by 
proposed method

4.2. IMAgE RESTORATION 

The settings determined from the above investigation 
are used in image deblurring experiments involving the 
real neutron images in Fig. 4. The performance of the pro-
posed method is first evaluated visually (Fig. 7). The fig-
ure reveals the restoration findings corresponding to six 
neutron images of a hard-disk, a honeycomb, lily flower, 
aerosol spray can, rose flower, and laptop battery pack. 
Selected regions are zoomed-in to highlight small and 
fine details. Here, restorations are performed using the 
parameters determined heuristically through trial-and-
error experiments: μ=0.004, γ=2, β0=2μ, βmax=105, α=2, 
λ=0.1, and itermax=5. The thoroughness of investigation 
results are compared with those of state-of-the-art meth-
ods published in [2], [4], [7], and [12]. The default settings 
proposed by these authors are used in restorations.

Referring to Fig. 7(a) and Fig. 7(b), the hard-disk and 
honeycomb resemble images captured from natural 
sceneries given the possible similar grayscale values of 
pixels in the same area and very slow gradient changes. By 
contrast, rapid changes can be observed in the grayscale 
values of pixels located in the vicinity of dominant ob-
jects. Thus, images with such pixel values exhibit a heavy-
tailed distribution and local smoothing. For this reason, 
their intensity distributions are highly disorganized. As a 
result, the restoration of these images frequently results 
in the presence of geometrical artifacts. Despite this diffi-

culty, overall, the proposed method produces results that 
are comparable to those of [7] (Figs. 7(a-b)(vi)). A close ex-
amination of Fig. 7(a)(v) reveals geometrical errors in the 
result produced by [7]. Visually, the locations of five small 
anomalies on the controller unit shifted slightly to the top. 
Other established methods, particularly [2], [12] and [4], 
resulted in blurry restoration, as evident from Figs. 7(b)
(ii-iv), 7(c)( ii-iv), 7(d)(ii-iv), 7(e)(ii-iv), 7(f)(ii-iv), respectively. 
Although the hard-disk anomalies and fine honeycomb 
structures show slight improvement in their appearance, 
they remain blurry. Indirectly, these findings suggest that 
the heavy-tailed prior in [2] is an inefficient PSF estimator 
for textured images. Similar to the hard-disk and honey-
comb, the restoration of lily flower is equally challenging 
because this object features a few grayscale tones during 
radiographical reconstruction. Such an image exhibits 
a low dynamic range (Fig. 7(c)(i)). As a result, the image 
contains very limited information that is useful for PSF 
estimation. Fig. 7(c)(vi) shows that the proposed method 
performs exceptionally well compared with other es-
tablished methods. Visually, this result shows a relatively 
sharper and cleaner image compared with other images 
in the figure. In this case, the fine elements on the left side 
of the petal exhibit more distinct and clearer details. Other 
established methods also perform reasonably well, but 
the findings remain blurry (Figs. 7(c)(ii-iv)). The restoration 
of remaining images in Appendix III are shown in Appen-
dix V. Similar trends can be observed from these results.
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(i) Blured image (ii) Restored image by [2] (iii) Restored image by [12]

Fig. 7. Restoration results correspond to images in Fig. 4.  
(a) Hard-disk dive, (b) Honeycomb, (c) Lily flover

(b)

(c)

(iv) Restored image by [4] (v) Restored image by [7] (vi) Restored image by 
proposed method

(i) Blured image (ii) Restored image by [2] (iii) Restored image by [12]

(iv) Restored image by [4] (v) Restored image by [7] (vi) Restored image by 
proposed method

In addition to visual quality, the performance of the 
proposed method is examined quantitatively using three 
evalution indices, including the Blind or Referenceless 
Image Spatial Quality Evaluator (BRISQUE)[16], image 
information entropy, and image contrast. As a unitless 
quality, the smaller the BRISQUE index, the better the im-

age quality. Meanwhile the image contrast is a measure 
of the difference in brightness between the highest and 
lowest gray values in an image, directly indicating the 
degree of gray level variation. Essentially, the larger the 
image contrast, the clearer the image is. The entropy, in 
the other hands, indicates the richness of information 
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Table 1. Quantitative evaluation comparing proposed and established methods.

Methods

INDEX Images Origial [2] [12] [4] [7] Proposed method

BRISQUE

Fig. 7 (a) 48.50 42.02 48.49 43.46 43.80 43.45

Fig. 7(b) 66.86 44.44 43.60 43.50 49.50 43.50

Fig. 7(c) 57.30 43.60 46.00 46.10 43.60 43.50

App.III(a) 44.76 44.68 43.67 43.79 43.92 43.98

App.III(b) 57.88 57.88 57.88 56.99 57.29 56.94

App.III(c) 44.90 44.90 44.90 44.42 45.05 44.93

Ave. 55.72 46.25 47.38 46.37 47.19 46.05

ENTROPY

Fig. 7 (a) 7.39 7.43 7.44 7.43 7.43 7.51

Fig. 7(b) 7.64 7.70 7.69 7.70 7.74 7.75

Fig. 7(c) 7.32 7.33 7.36 7.35 7.34 7.37

App.III(a) 7.17 7.18 7.19 7.19 7.18 7.19

App.III(b) 5.99 6.05 6.06 6.04 6.06 6.07

App.III(c) 6.99 6.68 6.68 6.68 6.68 6.69

Ave. 7.03 7.06 7.07 7.06 7.07 7.09

CONTRAST

Fig. 7 (a) 0.89 0.86 1.02 1.30 1.00 1.05

Fig. 7(b) 0.87 0.87 0.93 0.97 1.33 1.35

Fig. 7(c) 0.88 0.90 1.15 0.99 1.06 1.24

App.III(a) 0.98 0.98 0.93 1.01 1.02 1.03

App.III(b) 0.53 0.52 0.65 0.61 0.64 0.71

App.III(c) 0.88 0.88 0.96 0.91 0.94 0.95

Ave. 0.83 0.84 0.94 0.96 0.99 1.05

4.3. RUNTIME 

Finally, the runtime performance of the proposed algorithm is evaluated in comparisom with established tech-
niques. Table 2 tabulates the results.

Table 2. Runtime comparing proposed and established methods

Images Runtime (s)

[2] [12] [4] [7] Proposed method 

Fig. 7(a) 119 293 4125 138 127

Fig. 7(b) 129 1077 4085 265 298

Fig. 7(c) 103 234 3990 284 296

App.III(a) 85 123 1501 201 136

App.III(b) 416 82 1580 112 117

App.III(c) 276 66 1364 109 111

Mean=188 
Min=85 

Max=416

Mean=313 
Min=66 

Max=1077

Mean=2774 
Min=1364 
Max=4085

Mean=184 
Min=109 
Max=284

Mean=180 
Min= 111 
Max=298

or details contained in the image. In this case the larger 
the entropy, the more complete the image is. These me-
trices are calculated for all restored images used in this 
paper. The values are then averaged and tabulated for 
each method, and Table 1 summarizes the results. The 
BRISQUE, entropy and contrast values for each blurred 
image are included in the table for reference. 

Referring to Table 1, overall, the proposed method of-
fers a superior performance, which leads to the small-
est and stable BRISQUE measures. On average, the pro-
posed method attains a BRISQUE index of 46.05. The 
highest and hence the least accurate restoration are 
those from [12], with a BRISQUE index averaging 47.38. 
Their algorithm works well with images dominated 
by low-intensity pixels because it uses dark channels 
when enforcing the sparsity of solutions. 

This condition is difficult to meet in NR because the 
images that produced by the algorithm usually contain 
many brightly illuminated pixels (Fig. 4). This finding 
mainly explains the reduced performance in [12]. Mean-
while, the performances of the algorithms in [4] and [7] is 
in between BRISQUE indices of 46.37 and 47.19, respec-
tively. Similarly the proposed method acheived highest 
scores in term of entropy and contrast, averaging at 7.09 
and 1.05 respectively. In comparison the algorithm of [2] 
resulted in the lowest entropy and contrast, averaging at 
7.06 and 0.84 respectively. 

The entropy and contrast values produced by other 
algorithms fall within this range. Like subjective evalua-
tion, similarly, in this case the proposed method is con-
sistently the best performing algorithm compared to 
established techniques. 
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Referring to Table 2 it can be seen that the proposed 
method is the fastest algorithm with a runtime averag-
ing at 180 s; minimum and maximum runtimes of 111 s 
and 298 s respectivelly. 

Clearly the soft thresholding helps speed-up the pro-
cessing since only nonzero elements are used in the 
computation as previously explained. In comparison 
the algorithm of [4] resulted in the highest runtime 
of 2774 s, while its minimum and miximun runtimes 
range from 1364 s to 2774 s. Hence, [4] is the slowest, 
and hence, the most complex algorithm. This is mainly 
due to this algorithm utilizing joint prior operation 
which is a very time-consuming procedure. Meanwhile 
the performance of other algorithms lie between the 
proposed method and [4] as evident from Table 2. 

5.  CONCLUSIONS

This work presented a relatively novel, simple, and ef-
fective patch-wise enhanced prior for image restoration 
in a blind deconvolution framework. Inspired by the de-
creased intensity of high-intensity pixels due to blurring, 
the proposed method incorporates the EPI prior in a non-
overlapping patch combined with the existing image 
gradient prior to regularization of the solution. A coarse-
to-fine adjustment with a multilayer scaling approach is 
implemented within the MAP framework. Overall, these 
steps provide an accurate estimation of PSF and hence 
a superior restoration performance. Experiments using 
real degraded neutron images produce competitively 
important results, visually and quantitatively. Important-
ly, the restored results reveal important structures and 
minute details in images. Hence, the proposed method 
can potentially improve the visibility of blurry neutron 
images, which is crucial in applications, such as mate-
rial characterization. It also performs reasonably well in 
challenging problems that involved large PSF kernels. 
Nevertheless, the algorithm may yield dissatisfactory re-
sults for images that are severely degraded by gamma 
noise. Such a degradation is inherently observed in small 
nuclear reactors. Thus, an effective denoising strategy 
may be needed prior to restoration. 
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APPENDIX I. 

The main steps involved in solving L and k subproblems are summarized in Algorithms 1 and 2, respectively. In 
the latter case, the main parameter γ is set to 2.

Algorithm 1 L subproblem
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β←β0, L0←B

while β≤βmax, do (t=0,1,2,…)

 Lt+1,0←Lt

 For j=0:J-1 do

 Obtain Ls̃
t+1, j via Equation (16)

 Compute Mt+1, j via Equation (17)

 Update Lt̃+1, j  via Equation (19)

 Calculate gradient thresholding to obtain 
 Gt+1, j+1 via Equation (21)

 Update Lt+1, j+1 via Equation (23)

 End of

 Lt̃+1←Lt+1, j

 β←aβ

 End while

 Li+1←Lt+1

Output: Intermediate latent image estimation Li+1

Algorithm 2 k subproblem

Input: Blurred image 𝐵

Initialize k0 from the previous layer of pyramid

For i=1:itermax do

 Estimate Li via Algorithm 1 using ki-1

 Estimate ki via Equation (25)

End For

 k←̂ki,  L←̂Li

Output: estimated PSF k,̂ intermediate image L ̂
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APPENDIX II. 

Detailed flowchart of the algorithm for solving L and k subproblems. The dotted line indicates subsequent 
processing following all major calculations (solid lines).
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APPENDIX III. 

Another three examples of blurry neutron images of three common objects produced by RTP.  
Regions containing vague useful features are marked with solid-line circles.

(a) Aerosol spray can (1180 x 1380)

(b) Rose Flower (1143 x 1509)

(c) Laptop battery pack (966 x 1734)
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APPENDIX IV. 

Example of a deconvolution result from Levin’s dataset showing (a) the ground truth and (b) the blurred version 
of (a). (c), (d), (e), (f ), and (g) Restored images produced using the methods of Kotera et al. (2013), Pan et al. 
(2017), Dong et al. (2017), and Wen et al.(2021), and the proposed method, respectively.

(a) (b) (c) s(k, k)̂ 0.69, PSNR 28.5 dB
SSIM 0.87

(d) s(k, k)̂ 0.69, PSNR 30.1 dB
SSIM 0.90

(e) s(k, k)̂ 0.63, PSNR 29.3 dB
SSIM 0.65

(f ) s(k, k)̂ 0.63, PSNR 27.5 dB
SSIM 0.87

(g) s(k, k)̂ 0.73, PSNR 30.1 dB
SSIM 0.90
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APPENDIX V. 

Restoration results correspond to images in Appendix III.

(i) Blured image (ii) Restored image by [2]

(iii) Restored image by [12] (iv) Restored image by [4]

(v) Restored image by [7] (iii) Restored image  
by proposed method

(a) Aerosol spray can
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(i) Blured image (ii) Restored image by [2]

(iii) Restored image by [12] (iv) Restored image by [4]

(v) Restored image by [7] (iii) Restored image  
by proposed method

(b) Rose flover
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(iv) Restored image by [4]

(v) Restored image by [7] (iii) Restored image  
by proposed method

(c) Laptop battery pack

(i) Blured image (ii) Restored image by [2]

(iii) Restored image by [12]
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Abstract – In recent years, medical image analysis has witnessed significant advancements in aiding accurate diagnosis and 
treatment planning. Breast tumor segmentation is a critical task in medical imaging, as it facilitates the identification and 
characterization of tumors for effective clinical decisions. This paper proposes a novel approach for breast tumor segmentation 
and analysis by integrating Fuzzy C-Means Clustering (FCM) with Discrete Wavelet Transform (DWT), called FCMDWT. This method 
is effective in breast diagnosis analysis, tumor size measurements, and diagnosing reports and does not require prior training in 
segmentation. Initially, the DWT is applied to the mammography image, decomposing it into different frequency subbands. FCM is 
employed on the DWT coefficients to ensure robust clustering by accommodating uncertainty and overlapping regions in the image. 
The experimental evaluation conducted on a comprehensive dataset and comparative analyses demonstrates the superiority of the 
FCMDWT approach. Furthermore, the proposed method extends beyond segmentation, incorporating tumor analysis by extracting 
relevant features such as size, shape, and texture. The results indicate the potential of the FCMDWT approach in not only accurate 
segmentation but also in providing valuable insights for clinical decision-making.
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1.  INTRODUCTION

Cancer is a pathological state caused by aberrant 
cellular alterations that result in uncontrolled prolifera-
tion. Malignant breast cells often form tumors, which 
are masses or lumps that are termed by the specific 
body location where they arise. Breast cancer is the 
most common form of cancer in women and the sec-
ond most common cause of death globally. During the 
first stages of breast cancer, while it is still treatable, 

individuals often have minor discomfort. Therefore, 
screening is crucial for timely diagnosis. Timely identifi-
cation of cancer and timely intervention might poten-
tially reduce mortality rates [1].

For physicians to choose the best course of therapy 
and, as a consequence, save at least 40% of patient’s 
lives, they would have to understand whether a tumor 
exists and what kind of malignant tumor it is [2]. Cancer-
ous growths or lumps are assemblages of aberrant cells. 
They can develop from any of the trillions of cells that 
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make up the human body. The growth and behavior of 
tumors vary depending on their type, with malignant 
(cancerous), benign (non-cancerous), and precancerous 
tumors all exhibiting distinct characteristics. Malignant 
tumors arise from cells that undergo genetic mutations 
and proliferate in an unregulated manner, resulting in 
the development of a mass or growth that can infiltrate 
neighboring tissues and organs. These malignant cells 
can detach from the primary tumor and spread to other 
areas of the body via the circulatory and lymphatic sys-
tems, a phenomenon referred to as metastasis. Scientists 
have investigated different methodologies for detecting 
and forecasting tumor activity [3], such as employing 
Conditional Random Fields (CRF) [4], analyzing volumet-
ric white ratios of diffusion tensor (DT) in mammogram 
images [5], and utilizing topological imaging of human 
breast development through magnetic resonance im-
aging [6, 7]. Researchers used mammography images 
acquired from children in a state of regular sleep to fore-
cast the first emergence of functional breast cancers [8]. 
Other research endeavors have concentrated on isolat-
ing specific histological regions within the tumor's white 
matter and discerning the characteristics of individual 
cells to get a more comprehensive understanding of tu-
mor behavior [9, 10]. Identifying and characterizing tu-
mors accurately is essential for effective treatment and 
improving patient outcomes. Imaging techniques such 
as mammography, ultrasound, and MRI are commonly 
used to detect and diagnose tumors. However, these 
methods are not always conclusive, and additional tests 
such as biopsies may be needed to confirm a diagnosis. 
Advancements in medical imaging and machine learn-
ing technologies have shown promise in improving 
tumor detection and diagnosis. For example, methods 
based on training and testing have been developed to 
analyze mammogram images and detect abnormalities 
that may indicate cancer. These techniques have the po-
tential to increase the accuracy and efficiency of tumor 
diagnosis, reducing the need for invasive procedures 
and improving patient outcomes [11].

This work aims to use a combination of FCM clus-
tering, DWT methods, and BCET image enhancement 
to segment and measure the size of breast tumors 
and non-infected areas on mammogram images. This 
method can reduce the workload of radiologists and 
confirm diagnosis analysis with high accuracy.

2. LITERATURE REVIEW

 BC is defined as the development of a malignant 
tumor in a woman's breast. Medical practitioners use 
mammography pictures to identify breast cancers at 
different stages. Segmentation is an essential and de-
manding process in the categorization and interpreta-
tion of medical imaging. The FCM approach developed 
by Sharma and Selvakumar [12, 13] is often used for 
photo segmentation. In addition, [14] introduced a 
method for isolating breast tumors using a combined 
approach that used FCM. 

The organization of linear and non-linear characteris-
tics in mathematical computer vision (namely borders) 
may be achieved by using the conventional methodol-
ogies proposed in [15] and [16]. Identifying the specific 
form of cancer is a far more challenging undertaking 
[17]. Malignant tumors have clustered appearances, 
solitary ducts, and a poorly defined bulk, among other 
features. Effectively differentiating between cancers of 
the breast and other illnesses using ultrasound imag-
ing remains tough owing to the low contrast and indis-
tinct borders of tumors.

An innovative computational technique for locating 
and segmenting breast lesions in ultrasound images 
was also described by [18, 19]. Breast cancer cannot be 
cured unless it is detected early. While [20] uses discrete 
wavelet transform and clustering means for tumor mass 
delineation on mammogram images, [21] presents a 
technique for detecting breast tumors by fragmenting 
mammogram images using simple image processing al-
gorithms that produce good results only in real time. The 
twofold banalization approach used by the authors of 
[22] was enhanced for mammography image isolation. 
Finally, a contour of the objects in the original image has 
been created using image boundary detection, making 
it simpler for doctors to detect cancer in various images. 
To overcome the shortcomings of FCN models, the au-
thors in [23] presented the UNet model for mass seg-
mentation based on training and testing. UNet argued 
that the decoder's high-level and low-level components 
should be combined. Skip connections were used to 
maintain this fusion, allowing the UNet architecture to 
be utilized in several medical applications, including 
mammography. The authors of [24] employed an UNet 
model for breast mass segmentation and classification. 

The segmentation's F1-score for the DDSM dataset 
was 90%. Baccouche et al. [25] also used a UNet model 
to find mass lesions in full mammograms and got the 
same result. Their F1-score on scanned breast images 
was 86.91%. Using residual units to augment edge in-
formation in place of the standard neural units in the 
UNet architecture, researchers of [26] suggested the 
Residual-Dilated-Attention-Gate-UNet model. Tradi-
tional UNet scored 0.820. SegNet also performed well 
on the same dataset, with an overall dice coefficient 
of 0.817. UNet and SegNet were compared to [27] in 
which SegNet and UNet were the best tumor extrac-
tion models in terms of dice scores. In addition, the 
UNet beat the SegNet. The UNet had a dice unit of 
0.883, compared to the SegNet's 0.504.

3. PROPOSED APPROACH

In this study, a BT segmentation approach is proposed 
that combines DWT and FCM clustering. DWT is first used 
to decompose breast images into different frequency 
sub-bands, improving the visualization of tumor bound-
aries. FCM is then applied to segment these enhanced 
features using the multi-resolution representation of 
DWT to improve segmentation accuracy and effectively 
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distinguish tumor tissue from healthy regions. The out-
come of the processing procedure is contingent upon the 
quality of the mammography images produced by the 
medical equipment. Acquired medical images can exhibit 
noticeable noise due to the technical operations of the 
equipment. Various approaches may be used to identify 
and classify breast cancers and tumors. Fig. 1 exhibits the 
boundary detection and FCMDWT segmentation flow 
charts for tumors and non-infected areas of the breast.

3.1. DATA COLLECTION AND PREPROCESSINg

Medical images have been converted to the Digital 
Imaging and Communication in Medicine (DICOM) stan-
dard in CBIS-DDSM, resulting in a revised version of the 
Digital Database for Screening Mammography (DDSM) 
dataset. 1467 of the 2907 mammograms, which were ob-
tained from 1555 individuals, are mass images. Two dif-
ferent mammography were performed on each breast. 
The original photographs, which have been connected 
to the vast locations in which they were shot [28] are 
around 3000 by 4800 pixels. Also, a collection of mam-
mograms from Kirkuk City-Iraq National Medical Labora-
tory was collected. These images show 389 examples of 
breast cancer in stages 3 and 4 with mass lesions from 
208 different people. Each image was preprocessed 
by resizing to a uniform dimension of [256 X 256] and 
normalized to a common intensity range. The source 
data consists of a mammography of the breast, which is 
used to diagnose breast tumors and breast cancer. If the 
source image is given in RGB format, it is transformed 
to greyscale. To preserve the image's aspect ratio, it is 
resized to fit the appropriate matrix. Subsequently, the 
scaled pictures undergo the application of the median 
filter, which effectively reduces random noise while pre-
serving the borders of the image. 

Fig. 1. FCMDWT segmentation flow chart and 
boundary detection scheme for tumor and non-

tumor areas in the breast

During the scan enhancement phase of the source 
image, a noise-reducing filter is used to enhance the 
quality and contrast. We used the Balance Contrast En-
hancement Technique (BCET) to improve and empha-
size the region containing foreign entities such as tu-
mors or nodules [29, 30]. From Fig. 2, we can recognize 
that the best mean value of high-quality mass segmen-
tation is 80. Attributes of structural elements reveal an 
important aspect.

Fig. 2. Tumor segmentation using the different 
mean values of BCET

Mass segmentation or infection extraction refers 
to the process of extracting boundaries (lines, shape, 
size, and position) from medical scans. Decisions for 
breast cancer therapy heavily rely on medical image 
segmentation. Depending on the slide, segmenting 
a picture can result in a set of contours or a group of 
areas that make up the entire image. Based on the 
consistency of a tumor's features, including intensity, 
color, and texture, images may be utilized to classify 
whether the tumor class is benign or malignant. The 
thresholding method segments CT images by dividing 
the intensity of the screening mammography into two 
halves [31, 32].

3.2. DISCRETE WAVELET TRANSFORM (DWT) 

The DWT was applied to each preprocessed image to 
obtain a multi-resolution representation.

The DWT technique is used in Step 1 to find the suit-
able threshold by dividing the source image into two 
sub-bands the LL subdomain and three high-frequen-
cy bands of size 83x152, which displays low-level filters, 
and the HH subdomain, which displays higher-level 
filters. Both low-pass and high-pass filters employ the 
thresholding technique to determine the threshold 
value edge enhancement. Step 2 produces a high-pass 
filter by imaging the remaining sub-bands with inverse 
wavelet transforms (horizontal, vertical, and diagonal). 
The LH matrix is split into a nested 3x3 matrix, the aver-
age value is calculated and assigned to the entire FCM. 

The third step, which likewise divides the source im-
age into two blocks of pixels, uses local contrast bal-
ancing to enhance an image's inherent contrast (black 
and white). The experimental findings demonstrate 
the efficiency, clearcut, and ease of understanding of 
the suggested approach. Smoke detection methods 
based on image segmentation might decrease noise 
interference. For this study, we utilized the DWT for its 
suitability in medical image analysis due to its effective 
edge detection. 
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3.3. FUzzY C-MEANS (FCM) CLUSTERINg

The upgraded FCM method was utilized to do high-
accuracy segmentation (normal area extraction) of the 
breast's uninfected tissue, and threshold segmentation 
was used to transform the enhanced breast mammog-
raphy picture to black and white for extraction of the 
breast's infected tissue (size, location, and form). The 
primary methods used here are dilatation and erosion. 

The stroke area of items expands during the dilatation 
process and shrinks during the wear phase. The struc-
tural features served as the basis for these procedures. 
The stretch chooses the highest value and we find the 
lowest value by comparing all adjacent pixel values in 
the source image (CT image) given with the diagram 
part. Fig. 3 depicts the steps of the method proposed 
for segmenting breast masses. 

Fig. 3. Presented scheme of the breast mass segmentation method

3.4. POST-PROCESSINg AND REFINEMENT

A post-processing approach was applied to refine the 
BT segmentation results. First, a morphological operation 
is performed to fill gaps within the tumor boundaries. 
Then, the proposed FCMDWT was used to isolate the tu-
mor region more distinctly, removing small artifacts that 
FCMDWT had erroneously included. This post-processing 
step was essential to achieve cleaner and more precise 
affected area (BT) outlines and non-effected areas of the 
breast. The steps of applying FCMDWT segmentation on 
mammogram images for a complete clinical tool for mass 
tumor diagnosis (segmentation, measurements, and 
boundary detection) are presented in Fig. 4.

Fig. 4. The steps of the proposed FCMDWT 
segmentation method for breast diagnosis

3.5. EVALUATION METRICS

Breast tumor (infected region of the breast) segmen-
tation on breast mammography images was evaluated 
using the Dice Coefficient (F1-score), which is defined 
as the geometric mean of the prediction accuracy [33]. 
The breast tumor, the non-infected region of the breast, 
and the identification of both borders are all outputs of 
FCMDWT segmentation. To determine whether the fore-
cast was correct, the Jaccard coefficient of intersection 
over union (IoU) was used [34]. When their union splits 
the expected and actual bounding boxes, the result is 
the predicted bounding box. Predictions are labeled as 
"True Positive" (TP) or "False Positive" (FP) depending on 
whether the IOU is more than or equal to 50%.

The following formula (1) is used to determine the IOU: 

(1)

The IOU metric ranges from 0–1with zero signifying 
no overlap and one signifying perfect overlapping ob-
ject segmentation.

The total area of Overlap reduced by the sum of all 
pixels in the two images yields the F1-score, which is 
calculated as follows:

(2)

4. RESULTS AND DISCUSSIONS

In this study, we evaluated the provided computer-aid-
ed diagnostic system for mass breast analysis using the 
public CBIS-DDSM dataset as well as a private dataset as 
descripted in section 3.1. Several instances are shown in 
Fig. 5. The databases include tumors from a range of loca-
tions and disease types, as well as information about the 
shape, volume, texture, and size of the affected mass re-
gion surrounding the tumor size. We can observe the sur-
face features and highlighted items both before and after 
an image is converted from one image form to another.
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Fig. 5. Mammographic images of the breast 
obtained from a study's data

We experimented with a variety of breast tumor pho-
tos, all of which were 512 by 512 pixels in size, as a seg-
mentation example. Fig. 6 and Fig. 7 show the results 
of various examples of breast tumor segmentation and 
identification using a unique segmentation approach, 
arranged from left to right. The original breast photos 
are presented in the first column, the segmented tumor 
results are presented in the second column, and the ex-
tracted tumor is located on the input image in the third 
column to help specialists better understand the loca-
tion of the mass. The outlines of the breast tumor (which 
was extracted malignancy) and healthy breast areas are 
shown in the fourth column. The final row is indicated by 
semantic processing utilizing a color map (jet).

Results from Fig. 6 and 7 ((b), (c), and (d)) may assist 
in the identification of nonspecific kinds of breast mass 
by the computer-aided diagnostic detection system 
and radiography (benign or malignant). By identifying 
cancers at an earlier stage, specialists may be able to 

(a) (b) (c) (d)

Fig. 6. Outcomes of the malignancy localization 
approach are provided, where (a) is the input images, 
(b) and (c) results of FCMDWT segmentation, and (d) 
mass and non-infected area is colored and localized 
with color-code based on FCMDWT localization on 

breast mammogram images (CBIS-DDSM)

save patients' lives. A survey of the scientific literature 
revealed that there are several issues with current mo-
lecular techniques and classifications, including their 
inability to identify objects, their inability to produce 
the same outcomes, and their lack of adequate quality 
control, the segmentation with high accuracy. Extract-
ing breast tumors with the proposed approach FCMD-
WT in Fig. 6(b and c) and Fig. 7(b and c) enables special-
ists to make the right treatment decisions and provide 
an accurate diagnosis, which increases the chances of 
successful treatment as it allows for a precise examina-
tion of the tumor in terms of location, size, shape, and 
degree of spread.

(a)
(b) (c) (d)

Fig. 7. Outcomes of the malignancy localization 
approach are provided, where (a) is the input images, 
(b) and (c) results of FCMDWT segmentation, and (d) 
mass and non-infected area is colored and localized 
with color-code based on FCMDWT localization on 

breast mammogram images (Private dataset)

The Fig. 6(d) and Fig. 7(d) help analyze and detect 
small tumors that may be difficult for doctors to see 
directly. It is also possible to predict from the shape 
whether the tumor is benign or malignant by analyz-
ing patterns of stored medical data and comparing 
them with previous cases. The FCMDWT results help 
in achieving a more accurate diagnosis and providing 
customized treatment plans, which increases the effi-
ciency and effectiveness of treatment and contributes 
to improving the quality of healthcare provided to pa-
tients.

Combining the two methods makes it possible to ac-
curately locate tumors in medical images, as well as to 
accurately and quickly segment tumors in breast imag-
es. Images with edges identified and tumor and normal 
breast regions calculated (shown in Table 1).

Table 1. The detected concerns and their 
performance analysis, including the non-affected 

and eliminated breast regions

Data Damaged areas (mass) % Execution Time (s)

image 1 30 % 2

image 2 41 % 2

image 3 15 % 2

image 4 27 % 2

image 5 48 % 2
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Calculating the extent of the afflicted sections by a 
tumor is made easier by differentiating between normal 
and malignant cells. The effectiveness of our suggested 
strategy is demonstrated by the determined area be-
ing displayed in pixel units. This paper compared our 
method to those in [24-27], as indicated in Table 2, for 
the identification and segmentation of breast tumors. 
Instead of depending on the empirically challenging to 
diagnose border lines between cancerous and non-can-
cerous breast sections to realize tumor location, visual 
analysis demonstrates that our approach outperforms 
the alternative in segmenting breast mass. By applying a 
color map to the data, our method can accurately locate 
tumor regions and non-cancerous breast regions on the 
original input image while only detecting tumor regions. 
This helps in displaying the current figure's color map 
and customizing it as shown in Fig. 6 (e) and Fig. 7 (e). 

Using the FCMDWT segmentation technique, a com-
prehensive clinical tool for huge quantities of discovering 
tumors is needed, and segmentation architecture models 
have been developed. Radiologists can use this technol-
ogy to help them find breast cancer more quickly by us-
ing it to help them identify what kind of tumor it is and 
how it looks. After segmentation, the edge detection of 
breast and tumor is applied based on the developed seg-
mentation approach. Fig. 8 demonstrates the results of 
the method used to find the contours of the normal area 
(non-infected area) and the infected tissues (tumors). 

Table 2. Performance analysis of the suggested 
architectures and cutting-edge techniques

Source Methods F1-score IoU
Soulami et al. 

[24] End-to-end UNet 90.5 --

Baccouche et 
al. [25] Connected-ResUNets 86.91 90.82

Zhuang et al. 
[26]

Residual-Dilated-Attention-
Gate-UNets (RDAU-NET) 82.00 --

Singh et al. [27] UNet 88.30 --

Singh et al. [27] SegNet 50.40 --

Proposed 
Architecture FCMDWT Segmentation 96.47 97.34

Fig. 8. Results of contour detection of normal 
breast and tumor, where the first line indicates the 

source images and the second line indicates the 
boundary detection of tumor and the breast based 

on developed FCMDWT segmentation approach

While SegNet and UNet were the best segmentation 
models in terms of dice scores of breast mass on mam-
mogram images, we compared the developed meth-
od in this article to UNet and SegNet, and FCMDWT's 
qualitative predictions were more accurate, as seen in 
Fig. 9. The validation set, consisting of 30 volumes with 
1325 2D slices, was used to compare the two predicted 
segmentations.

The Mann-Whitney test was employed to determine 
if there was a statistically significant difference between 
the predicted segmentation approach implemented by 
multiple methods and the ground truth labels. The pre-
dicted segmentation using FCMDWT (p-value = 0.13) 
was identical to the actual segmentation. According to 
this investigation, there was no statistically significant 
difference between the two approaches' projected 
segmentation and ground truth labels (p-value = 0.112 
and 0.047, respectively). This demonstrates that the 
segmentations generated by these three approaches 
are distinct from one another. The loss, and accuracy of 
segmentation performance are provided in Table 3 to 
highlight the quantitative variations in accuracy, loss, 
and p-values between the actual results and those pre-
dicted by the U-test.

Fig. 9. The results of UNet and SegNet, FCMDWT 
qualitative predictions segmentation

Table 3. The accuracy iou, loss and p-value 
comparison between developed method fcmdwt, 

unet, and segnet

Methods Accuracy (IoU) Loss (Binary 
Cross-Entropy) P-Value

FCMDWT 93.85 0.01 0.153

UNet 76.15 0.065 0.112

SegNet 68.54 0.073 0.047

The processing time of the proposed methods is not 
provided because some of the methods are machine 
learning-based while others are not (FCMDWT). There-
fore, a comparison of these different methods is not 
applicable, since some contain a training time while 
others do not. 

Most of the methods presented in recent years are 
based on machine learning, although machine learn-
ing models can produce extremely good results, they 
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also have some limitations. The main factor affecting 
machine learning algorithms is data [24-27]. Class im-
balance is a major problem that researchers face in al-
most every field. To overcome this problem, there are 
some methods that can be used to augment the data 
or there are methods that can be used to evaluate the 
outcomes of the algorithm. In our proposed method, 
the class imbalance problem does not limit the ap-
proach since it is not a machine-learning method.

Our method increases the precision of contour de-
tection of the target object (tumor region and normal 
breast). Furthermore, the methods of UNet and SegNet 
have a lower percentage of pixels which are mistakenly 
thought to be the margins of breast cancers.

5. CONCLUSION

Initially, the FCM clustering algorithm is used to par-
tition the normal area of the breast. Furthermore, the 
tumor zone is segmented using the thresholding ap-
proach. By integrating these methodologies, the re-
search shows that the boundary or perimeter map of 
infected and non-infected parts of the breast may be 
determined with enhanced accuracy and precision. 
This method has several potential uses in clinical prac-
tice. Enhancing the precision of breast cancer extrac-
tion and localization may facilitate the identification 
and treatment of tumors by medical experts. Further-
more, it has the potential to decrease the need for 
intrusive medical procedures like biopsies and opera-
tions, which may be expensive, time-consuming, and 
have inherent dangers and adverse consequences. In 
summary, the research demonstrates that the use of 
machine learning and advanced image processing ap-
proaches can enhance the exactness and accuracy of 
breast cancer diagnosis. As these methodologies prog-
ress and improve, they possess the potential to trans-
form clinical practice and enhance patient results. The 
experimental findings clearly show that the technique 
suggested in this work produces robust estimators 
that exhibit excellent picture quality for examination 
by medical professionals. Radiologists, who are medi-
cal specialists, assessed the edge maps, segmentation, 
and measurements found in cases of breast tumor 
pathology. The accuracy achieved by the devised seg-
mentation and measuring approach surpasses the esti-
mates made by similar specialists. An IoU of 98.41 and 
an F1-score of 96.47 were achieved. The experiment 
demonstrated the efficacy of the FCMDWT approach 
in performing edge detection, even in the presence of 
high levels of noise. The developed technique can also 
be utilized to detect lung pathology associated with 
COVID-19 infections with a few minor alterations. The 
created technology can be applied to lung segmenta-
tion, CT image pathology, and other areas where it is 
possible to identify cancerous cells. The authors of this 
study declare that the suggested method can pick up 
more features, making it simpler to identify the type of 
infected area.
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Abstract – Roads and highways represent a crucial lifeline between communities in all countries. They have to be healthy enough 
for safe and effective transportation. The traditional ways of inspecting roads by human inspectors consume time, and the 
inspection results may be subjective. For this reason, researchers are motivated to automate pavement distress detection to help 
the road monitoring and maintenance process. Additionally, many researchers have tried to present models to detect distress on 
road infrastructure. However, these models face accuracy challenges and overfitting because of the nature and complications of 
distress images. This paper proposes a model that combines pre-trained VGG16 with a multi-head attention layer. The proposed 
paradigm began with smoothing as a pre-processing step to eliminate the granular effect of the asphalt gravel and make asphalt 
damage more distinct. Then, data augmentation was conducted to improve model generalization by adding various distress scenes 
to the dataset in geometric, color, and intensity cases. This work also contributes to the broader body of research by collecting a 
local dataset that contains three types of asphalt distress (cracks, potholes, and ruts). The proposed model was tested using three 
benchmarked datasets in addition to the locally collected one, and it showed efficiency in detecting asphalt distress using offline and 
real-time images. The model achieved an accuracy 1.00 in the Pavmentscapes dataset, outperforming the UNET model, and a fully 
connected network was trialed with the same dataset. With the Deep Crack dataset, our model scored an accuracy of 1.00.
In contrast, ResNet achieved an accuracy of 0.72 on the same dataset. The NHA12D dataset was also used to test the proposed model 
and achieved an accuracy of 1.00, but the VGG16 without an attention layer used on that dataset scored only 0.64. All previous 
obvious tests prove that the proposed VGG16 and multi-head attention paradigm outperform the earlier models. Additionally, the 
proposed model has undergone a real-time test on local roads. The future directions are to try to make the self-attention mechanism 
more explainable and implement an attention layer for multi-scales.
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1.  INTRODUCTION

As the asphalt pavement is the major part of the 
transportation infrastructure that leads to possible 
transportation operations, it is substantial in the long-
term investment maintenance to ensure safety and 

prolonged useful pavement life. However, the em-
pirically controlled system for monitoring schedules 
can no longer meet the demands in many global ar-
eas, such as long waiting times, unstable inspections, 
and low adequate verification. The asphalt pavement, 
which has a poor ability to resist huge impacts from cli-
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mate and traffic loadings, will exhibit various distresses, 
such as the effects of friction conditions, climatic con-
ditions, and traffic loading classifications [1]. Therefore, 
many developed countries aim to maintain roads and 
highways as strategic target to boost their economies 
and reduce poverty  [2]. For example, in 2018, the Phil-
ippines set aside 11 billion dollars to maintain their na-
tional roads and bridges. In 2019, the US spent about 
29 billion dollars on infrastructure, with highway and 
roadway infrastructure accounting for nearly 50% of 
federal transportation spending [3]. In comparison, 
China spent about 702.6 billion Yuan in 2023 on high-
speed roads, a 12% increase from the year before [4].

Many factors, such as road aging, traffic loads, con-
struction materials, lack of maintenance on time, and 
weather conditions, significantly impact pavement 
damage. As a result, Pavement distress rates can instru-
mentally amount to the risk of losing significant worth 
of pavement around the world because of restated up-
keep rather than rebuilding. This information helped to 
strengthen the concerning asset management and to 
promote the reorientation of the interests to fewer re-
sources while maintaining infrastructure by adopting 
life cycle production. Detecting pavement distress in 
good time plays a crucial role in eliminating the degra-
dation of pavement surfaces [2]. Conventional detection 
primarily depends on manual techniques and is plagued 
by solid subjectivity, expensive implementation costs, 
and is time-consuming and unsuitable for quick detec-
tion. Pavement distress detection has been undertaken 
utilizing different image processing technologies (DIP) 
for nearly two decades. Almost all the aforementioned 
methodologies lay down some limitations without pro-
viding ways to improve them. Existing methodologies 
lack the capability to accurately model the entire spec-
trum of pavement distresses for asphalt suitability in 
either environmental factors or management. The DIP 
methodologies encompass processes such as edge de-
tection [5], threshold segmentation [3], and morpho-
logical processing [4]. Advancements in DIP for pothole 
detection have been significant, yet the system still faces 
challenges in achieving impeccable accuracy and reli-
ability in automatic pothole detection. Simultaneously, 
machine learning (ML) techniques utilized training clas-
sifiers – Naive Bayesian Classifiers (NBC), Support Vector 
Machines (SVM), and Artificial Neural Networks (ANN) – 
to identify diverse forms of pavement distress, including 
damages and cracks. The process involves these specific 
classifiers to learn how to recognize particular pavement 
defects by focusing on their distinctive features within 
images. This necessitates prior knowledge coupled with 
engineering expertise. However, the complexity inher-
ent in feature extraction may occasionally impact detec-
tion accuracy, which could demand customization, such 
as refining an algorithm for a particular detection sce-
nario [6]. Recent years have highlighted the significant 
efficiency of deep learning models in solving various 
computer vision problems, including object detection, 
image classification, and segmentation [7]. Image seg-

mentation and pothole/crack detection tasks often em-
ploy Convolutional Neural Networks (CNNs) due to their 
ability to extract crucial features from asphalt images, 
such as texture, edges, and corners [8]. U-NET is the most 
common type of CNN used for pothole segmentation. It 
depends on the encoding-decoding feature, which uses 
a bounding connection inside neural architecture to 
save most of the information after the down-sampling 
process. The U-NET mechanism aided in preserving the 
spatial information from images, yielding an accurate 
segmentation process. U-NET works more accurately in 
pothole segmentation and has begun to be used widely 
by researchers in this field [9]. After the success of CNN, 
a new approach was developed called transfer learn-
ing (TL), which uses one performed task to implement 
another job. TL is a set of models already trained with 
a vast dataset related to the problem under investiga-
tion. These models allow researchers to build accurate 
models with much less training time and they need to 
be fine-tuned for the dataset of the specific problem. 

Rangoli et al. 2018 explored a transformers-based ob-
ject recognition model for distress detection purposes 
called (YOLOv4) which stands for You Only Look Once. 
The model demonstrates a noticeable performance 
as it was pre-trained based on the asphalt distress de-
tection objective. The model registered a precision of 
about 0.87 in identifying asphalt distress from images. 
The crucial issue in that work is the quality of images 
taken by echoes, which can be attracted by various 
conditions like camera settings, position, speed of the 
vehicle, and degree of sunlight. All the mentioned fac-
tors may cause a decrease in the accuracy of any trans-
fer model [10].

In 2024, Vinodhini et al. utilized a pre-trained AlexNet 
model modified by adding a final layer to detect asphalt 
distress from images. Despite that, the model achieved 
an accuracy of 0.96, but this work does not mention 
other metrics like precision and recall. Furthermore, the 
paper did not discuss the conditions that might affect 
the model’s efficiency, such as lighting conditions and 
weather effects in real-time implementations [11]. 

Apeagyei et al. (2023) proposed a deep convolution 
network (DCNN) pre-trained using TL to detect eight 
pavement distress classes. Seven models were used 
for comparison. Low false negative values specified 
the best models. However, despite their low general 
accuracy, various models performed well in detecting 
specific distress types. Researchers have noticed that 
image quality impacts model performance regarding 
prediction speed and precision [12].

Recently, a more efficient novel multi-head attention 
mechanism was proposed, which enhances the net-
work's learning capability to focus on different locations 
separated in the feature space in parallel. The attention 
mechanism can improve the performance of machine 
learning tasks such as NLP, speech recognition, object 
detection, recommendation systems, and time series 
data tasks, for example, in forecasting and diagnosis [13] 
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. For example, Xue et al. (2021) used the multi-head at-
tention layer with a transfer model in face expression 
recognition. The model relies on a multi-head layer to 
drop attention maps during learning. This technique 
makes the model focus on various local points in the 
face while ignoring the weak points or features [14]. 

 Zhao et al. (2023) designed a multi-head attention 
based on two-stream EfficientNet. The proposed mod-
el architecture recognizes human actions. Their model 
consists of two streams utilizing EfficientNet-B0 to ex-
tract spatial/temporal features from the video.  Then, 
the model incorporates multi-head attention to extract 
crucial key points from extracted features [15].

 Hong et al. (2021) model consists of convolution 
extraction blocks and attention modules to detect CO-
VID-19. The first two convolutional blocks are made up 
of two depth-wise separable convolution layers and 
a maximum pooling layer.  The multi-head attention 
mechanism (MHAM) is used to extract effective feature 
information from COVID-19 X-rays and CT images. This 
mechanism allows the model to focus on different parts 
of the input image simultaneously, enhancing the abil-
ity to capture relevant features across various scales. 
The multi-head worked by taking various filtered CNN 
features and putting these features into a multi-head 
layer to get attention arrays for various image parts[16]. 
Accordingly, using the multi-head mechanism pro-
posed in the Transformers architecture, a multi-head 
attention method can get the different channels that 
can effectively extract different features from the in-
put. In our case, the multi-head attention mechanism 
can learn different features from the hidden vector to 
get the different features of the input as well as get the 
different features across the multiple hidden vectors 
projected in parallel as vectors at the same input and 
then reduce to the final number of features. Therefore, 
applying the multi-head attention mechanism to the 
detection model can enhance the feature extraction 
from the input data.

According to previous works, the poor performance 
of several deep-learning transfer models can be largely 
attributed to image quality. However, this sparked an 
ingenuity that helped formulate a new and effective 
strategy to enhance the distress detection of asphalt 
surfaces. Image degeneration results from different 
factors, such as being captured as a low-resolution im-
age due to, for example, using mobile phone cameras 
under variable lighting and weather conditions. More-
over, the coarse texture of road surfaces and irrelevant 
objects (e.g., pedestrians, vehicles, or trees) may ad-
versely influence the detection rate [14]. 

We conclude from all the above that the distress in 
asphalt pavements may cause a reduction in the ser-
vice life of the road. Humans inspect the road by tra-
dition; however, an objective and unbiased evaluation 
using computer vision techniques is crucial to aid hu-
man inspectors in decision-making. The main problem 
addressed in this paper is caused by the local variabil-

ity in the surface texture, and the distress contributes 
to the difficulty of automatic detection. The difficulties 
also result from (1) the fast weather changes resulting 
in changes in road surface coloration or asphalt tex-
ture, (2) the various distress, and (3) the artifacts of the 
road expansion joints. Consequently, the following are 
the primary contributions of the current study: 

1. Develop an accurate asphalt distress detection 
model using TL by improving the VGG16 model 
with a multi-head attention layer that consists of 
four heads. The multi-head attention layer focuses 
on crucial features extracted from the VGG16 mod-
el that formulates the pattern of asphalt distress. 
The attention layer with a pre-trained VGG16 mod-
el has been tested for the first time in this type of 
application. 

2. Collect a local dataset for asphalt-damaged images 
from Baghdad streets. This dataset comprised three 
classes (cracks, potholes, and ruts). This dataset is 
the first national dataset, and its distinction comes 
from the uniqueness of crack shapes and potholes 
caused by the abnormally high temperature in 
Iraq, which may reach over 50 degrees Celsius.

3. Propose a series of pre-processing and augmenta-
tion of the dataset that are used to evaluate the 
proposed paradigm. These augmentation opera-
tions enlarge the dataset to contain images of the 
various intensity conditions. 

4. Evaluate the model on real-time stream images to 
detect asphalt distress.

The rest of this paper discusses the following sub-
jects. First, the related works and image pre-processing 
techniques are discussed, including the steps (smooth-
ing, edge detection, and dilation). After that, the pro-
posed model is illustrated in detail with results and dis-
cussions. The paper ends with a conclusion.

2. RELATED WORKS 

 In the past few years, researchers have conducted 
numerous computer vision-based studies with the 
specific aim of automatically identifying asphalt dis-
tress. These investigations employ various approaches, 
including Gabor filters [17], binary patterns [18], tree 
structure algorithms, and shape-based methods [19], 
among others. Although generally valuable, these 
methods require assistance to extract distinguish-
ing characteristics from images to discern between 
non-cracked and cracked pixels. Furthermore, these 
techniques must enhance their ability to detect as-
phalt distress in real-world scenarios accurately, vary-
ing pavement textures and lighting conditions. Deep 
learning (DL), however, has demonstrated significant 
potential to address comparable problems and deliver 
superior accuracy results, notably through the utiliza-
tion of DCNN equipped with TL – an approach that 
Gopalakrishnan et al. employed within the context of 
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computer vision-based pavement distress detection 
[20]. After initial training with the ImageNet database, 
the DCNN detects pavement image cracks on Hot-mix 
asphalt (HMA) and Portland cement concrete (PCC) 
surfaces. The research achieved a significant increase in 
complexity by training a classifier using combined im-
ages of pavements featuring diverse surface properties 
- HMA and PCC. Optimal results are achieved when uti-
lizing a single-layer neural network classifier that is pre-
trained on ImageNet and trained with features from 
the DCNN. Employing pre-trained DCNN models for 
cross-domain image classification, a general approach, 
has proven to be efficient in computer vision-based au-
tomated pavement crack detection. However, certain 
drawbacks were also observed, like the inclusion of 
non-crack characteristics such as joints, the inhomoge-
neity of cracks, and diversity within surface texture, all 
compounded by background complexity.

 In 2019, Liu and his colleagues proposed a Deep 
Crack CNN model. This innovative approach featured 
multilevel convolutional layers. Additionally, demon-
strating their commitment to advancing research, they 
introduced an invaluable dataset termed 'Deep Crack.' 
The utilized model, a variation of the VGG architecture, 
employed its first 13 layers. Deep crack with augment-
ed data emerged as the most exemplary tested model; 
it yielded unprecedented performance in experimental 
tests, with an F-score and precision both measuring at 
0.96 and recall registering at 0.86. The sole constraint 
identified in this work was the need to supplement 
the dataset with additional non-crack images [21]. In 
their 2020 study [22], Fan et al. introduced a system 
of multiple DCNNs specifically designed for automat-
ed crack detection and measurement in pavements. 
These CNNs, working collectively, recognize patterns 
of small gaps within raw images. They combine these 
findings to produce not only an overfitting-reducing 
result but also a predictive probability map. The ap-
proach outperforms alternative methods, achieving 
superior precision, recall, and F1 scores in evaluations 
using two publicly available crack databases. The pro-
posed algorithm also facilitates the length and width 
measurement for various types of cracks. However, the 
suggested model faced two limitations: firstly, the sys-
tem failed to detect cracks from the video streaming as 
it necessitates a more extensive and diverse dataset on 
which to offer performance evaluation, and secondly, 
an improved functioning is required, i.e., there is a need 
to test the system using more data. The researchers as-
sembled a dataset consisting of 21,000 images taken 
from three different nations containing four different 
crack types. 

Mandal et al. (2020) used three pre-trained models 
to detect pavement distress. These models were Hour-
glass-104, CSPDarknet53, and EfficientNet. The CSP-
Darknet53 model received the highest F1 score (0.58). 
Hourglass-104 came in second with (0.48), and Efficient-
Net came in third with a score (0.43). When compared 

to such models, the YOLO-based CSPDarknet53 model 
performed quite well; however, it has some drawbacks 
in terms of shadow-related conditions. In addition, Ef-
ficientNet encountered difficulties when attempting to 
locate cracks in roads that were wet [3].

A TL method was presented by Li et al. [23] in their ar-
ticle from 2021. This approach was designed to solve the 
difficulty of varying model performance across various 
types of cameras as well as mounting positions in the 
context of pavement distress detection. The approach is 
comprised of two primary components: model transfer 
and data transfer. The use of a distress detection model 
in unfamiliar settings is made possible through compo-
nents that significantly reduce the requirement for con-
siderable training data by no less than 25%. Also, such 
an approach enhances model accuracy by an amazing 
26.55% compared to traditional approaches. Yet, it is es-
sential to keep in mind that the efficiency of the training 
model could be affected by differences brought about 
by the use of multiple cameras that capture a wide va-
riety of data and settings. This might potentially limit 
the potential for the model to be generalized. It turns 
out that obtaining labeled data for new scenes is very 
necessary, but given the framework that we have sug-
gested, this process could cost a significant amount of 
time and effort. The utilization of GANs in data synthe-
sis and transfer could result in a potentially hazardous 
circumstance. Distress annotations that have been cre-
ated could contain inaccuracies or errors, which is one of 
the consequences that might have adverse impacts on 
model performance. It is necessary to perform manual 
screening of synthesized images after the completion of 
GAN style transfer to mitigate that danger. Even though 
this can be time-consuming and may require the remov-
al of some training data validities, this stage is crucial for 
achieving optimal results. Errors or inconsistencies in the 
model's initial labeling could negatively affect the qual-
ity of the synthesized images and, consequently, the 
model’s performance.

Smadi and Gosh (2021) used DL techniques, includ-
ing YOLOv3 and Faster R-CNN, to perform the auto-
matic categorization and identification of pavement 
problems from high-resolution 3D surface images. This 
was a powerful strategy. In terms of demonstrating ro-
bust performance, such models performed quite well, 
with an average precision rate for distress detection 
and classification reaching as high as 89.2% through 
Faster R-CNN. YOLO achieved an even higher level of 
efficiency, reaching 90.2%. A feasible alternative to 
manual Quality Assurance and Quality Control (QA/QC) 
methods is presented by the developed methodology. 
It reflects the outputs of QA/QC in an efficient manner, 
which is a big step towards streamlining operational 
procedures. One of the research's limitations is that its 
testing and training datasets are smaller than the im-
age datasets that are typically used [24].

Abbas et al. (2021) used advanced image process-
ing techniques to automate the detection of pave-
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ment distress like cracks and potholes. The proposed 
model employs various image processing techniques 
like mathematical morphology to identify cracks. In 
addition, the model used segmentation methods to 
improve crack detection, using dynamic segmenta-
tion techniques that relied on six segmentation algo-
rithms. Their model outperforms ML models because 
of the dynamic optimization approach designed to 
handle noise better than traditional methods, allow-
ing for more precise identification of crack patterns 
even in less-than-ideal imaging conditions. The pro-
posed model can also detect the degree of curvature 
and make the model distinguish between potholes 
and cracks accurately. This model's limitations are as-
sociated with variability in lightning conditions, as the 
model's performance can be reduced under various 
lighting conditions. Second, environmental factors like 
strain lane marking may affect the view of the cracks. 
Third, the model's effectiveness depends significantly 
on the image's quality. Lastly, the model may not de-
tect all types of pavement distress. These limitations 
resulted in the need for further collaboration to build a 
more generalized model [25]. 

During their research conducted in the year 2022, 
Zhu and colleagues [5] suggested using an Unmanned 
Aerial Vehicle (UAV) equipped with a high-resolution 
camera to collect pavement damage data. To train a 
dataset that contained images of pavements show-
casing six different kinds of damage, they used three 
object-detection algorithms: YOLOv3, Faster R-CNN, 
and YOLOv4. The YOLOv3 algorithm produced a good 
performance with a mean average precision (MAP) 
score of 56.6%. This result considerably improves the 
effectiveness of non-destructive automated pavement 
condition evaluations. Yet, in order to have a compre-
hensive understanding of this study, additional infor-
mation regarding dataset size throughout the training 
of the model is required. It is expected that the research 
would provide significant insights into the adaptability 
of trained models to a wide variety of types of pave-
ment conditions and surroundings.

Yihan et al. (2022) introduced a new Transformer-
based approach called LeViT for automatically clas-
sifying asphalt pavement images. LeViT's architecture 
incorporates convolutional layers, transformer stages, 
and two classifier heads. This method has been found 
to achieve excellent performance in terms of accuracy, 
precision, recall, and F1 score when tested on Chinese 
and German asphalt pavement datasets, surpassing 
the capabilities of existing state-of-the-art models. 
LeViT exhibits faster inference speed than the original 
Vision Transformer and other CNN-based models. Ad-
ditionally, the paper proposes a visualization technique 
that combines Grad-CAM and Attention Rollout to en-
hance the interpretability of the results, while it does 
not provide information regarding overfitting [26].

Zheng et al. (2022) have contributed to collect-
ing a benchmarked Pavementscapes dataset. Pave-

mentscapes comprised 4000 images with a resolution 
of 1024 x 1024 pixels for each image. Several pre-
trained DCNN models were examined. The CNN mod-
els used were variations from VGG16 to detect cracks, 
potholes, and ruts. The best model was the segmenta-
tion transform. The main limitation noticed while con-
ducting this work is the inefficiency of detecting small 
damage instances [27].

Huang et al. (2022) collected a dataset of cracks 
called NHA12D. Their work is a comparison study be-
tween a set of state-of-the-art crack detection algo-
rithms. The NHA12D dataset comprised 80 pavement 
images divided into 40 asphalt and 40 concrete imag-
es. Three models were tested using the proposed da-
taset: first VGG16, Deep Crack and ResNet 3. The Deep 
Crack model shows performance with a 90.3 recall and 
precision of 0.35 for asphalt cracks. Meanwhile, for con-
crete cracks, the recall was 0.96, and the precision was 
0.25. The Huang et al. work's limitation was the failure 
to classify concrete joints from cracks [28]. 

Eslami et al. (2023) [29] examined the performance 
of DCNN classifiers in the context of automated pave-
ment assessment. Among all the factors tested, using 
multi-scale inputs had the most significant positive 
impact, resulting in an average performance improve-
ment of 20% as measured by the F-score. Interestingly, 
when distinguishing between road distress and non-
distress classes, the CNN classifiers performed better 
on area-based objects (patches) than linear objects 
(cracks). The M-VGG19 model achieved the highest F-
score and demonstrated reduced variation in classifica-
tion accuracy across different class types. Additionally, 
adding more layers to shallow networks with fewer 
than four convolution layers improved classification ac-
curacy, particularly for smaller objects. However, there 
are some limitations to consider in this study. Firstly, 
the paper should provide a more detailed explanation 
of the rules governing the DCNN classifiers used in the 
research. Secondly, it is essential to note that the study 
focuses exclusively on pavement assessment and does 
not explore the broader applications of DL algorithms. 
Furthermore, the paper must compare non-deep learn-
ing-based methods for classifying road objects. Lastly, 
the study should address the computational require-
ments and training time associated with the DCNN 
classifiers used in the research.

The model known as Crack Forest was designed 
by Shi et al. for crack detection using a function for 
specifying features relying on detecting cracks based 
on intensity inhomogeneity. The method is based on 
a random structure forest, which is an improved ML 
method that combines algorithms for learning pat-
terns to make decisions without being programmed 
explicitly. The proposed algorithm is superior to the 
previous models. Crack forest based on the SVM classi-
fier registered a precision of about 90.28%, recall 0.86, 
and F1 89.39%. The only limitation of this work is that 
video streaming was not taken into consideration [30]. 
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All the previous researchers either implemented ex-
isting transfer models or proposed their own models. 
They implemented the models directly on the images 
without pre-processing steps. In contrast, the current 
study presents an innovative improvement on the pre-
trained CNN VGG16 model by adding a multi-head at-
tention layer with a vast number of augmented images.

Cano-Ortiz et al. (2024) focused on comparing vari-
ous YOLOv5 variants. These models have been evalu-
ated according to their efficiency in detecting the tar-
geted objects. Their main contribution is a novel filtering 
post-processing mechanism. This filtering mechanism 
is used to reduce false positive detection by 20.5%. The 
proposed post-processing mechanism relies on a rule-
based approach that includes several rules to reject 
overlapped detection cases. The proposed model was 
evaluated on two datasets and achieved a precision of 
about 0.56 and 0.57 for the RDD2022 and CPRI datasets, 
respectively. This study has limitations because it evalu-
ated the model on the existing dataset, which may not 
accommodate real-world conditions. Also, this study fo-
cused on one type of distress, cracks, which means that 
this model may not assess all types of distress compre-
hensively. Lastly, the results were validated on an open 
dataset that raises concerns about the generalization 
capabilities of the proposed architecture [31]. 

A. Nasertork et al. (2024) designed a model to im-
prove the detection of pavement distress inception. 
This work utilized a proposed image processing feature 
extraction with AI techniques. The proposed model 
combined a set of texture features such as Gray Level 
Co-occurrence Matrix (GLCM), Local Binary Patterns 
(LBP), and Histogram of Oriented Gradients (HOG). 
All these features are used as discriminators to de-
tect pavement images. Various ML algorithms trained 
by the extracted features, including XGBoost (XGB), 
Logistic Regression (LR), K-Nearest Neighbors (KNN), 
Support Vector Machine (SVM), Random Forest (RF), 
Artificial Neural Networks (ANN), and Convolutional 
Neural Networks (CNN) were used. The best classifiers 
that achieved accuracy higher than 90% were SVM, 
XGB, and KNN. The most crucial limitation of this work 
was the variation of the feature selected effectiveness 
that relied on the dataset itself. The datasets were lim-
ited, leading to the specific model, because the model's 
training and evaluation depended on the quality and 
diversity of the image dataset [32].

M.Guerrieri et al. (2024) employed a pre-trained DL 
model YOLOv3 detection algorithm, which is known 
because of its efficiency in real-time object detection. 
YOLOv3 utilized Darknet, which used 3x3 filters in-
spired by ResNet that efficiently detect small objects 
in real-time.  The dataset includes a diverse range of 
pavement damage types. The variety in the dataset al-
lows the model to learn and extract relevant features 
that distinguish between different types of distress, 
enhancing its classification capabilities. The limitation 
of YOLOv3 is its difficulty in managing scale variations, 

especially when detecting small or large objects. The 
model faced a challenge from relying on a public data-
set for training and validation. While this dataset pro-
vided substantial data, it may not encompass [33].

K. Ijari et al. (2024) utilized the EfficientNetB3 archi-
tecture, one of the EfficientNet variations. This model is 
notable for its compound scaling method that optimally 
adjusts depth, width, and resolution. The EfficientNetB3 
model achieved superior performance with fewer pa-
rameters than traditional models like ResNet. The model 
detects various types of distress, like cracks and potholes. 
The researchers utilized a Swin Transformer-based GAN 
to generate images of synthetic pavement cracks. This 
augmentation was crucial for improving the efficiency 
and accuracy of the pavement damage assessment pro-
cess. The efficientNetB3 model, when combined with 
the SwinGAN data augmentation process, achieved im-
pressive testing accuracy ranging from 76.7% to 78.2%. 
This paper addressed a set of limitations. First, data qual-
ity issues, such as poor data quality, can lead to inaccu-
rate predictions and classifications. Second, the model's 
sensitivity to environmental factors: the model's per-
formance can be adversely affected by environmental 
factors such as shadows, reflections, and road markings, 
which can introduce noise into the image data. Third, 
handling complex crack geometry because the study 
identifies the lack of existing models for complex crack 
topologies. Many CNN models face difficulties classify-
ing cracks with irregular shapes, which can decrease 
their accuracy in real-world applications [34]. 

3. BACKGROUND 

This research paper proposes a model for asphalt dis-
tress detection. The proposed model is based on a pre-
trained model that relies on improving the VGG16 with 
a multi-head attention layer. Before that, a batch of pro-
cesses was conducted to prepare the datasets prior to 
training the model. These processing procedures includ-
ed a smoothing process and then data augmentation 
processes. The following sections illustrate the meth-
ods used in implementing the proposed system. These 
methods make the datasets more suitable for efficiently 
training the model to produce more accurate results.

3.1. SMOOThING PROCESS

Smoothing, also known as averaging, is used to 
smooth any image by spatial filters to reduce sharp 
details in images. It is used to lessen the sharpness of 
irrelevant details in the image [35]. A bilateral, linear fil-
ter replaces each pixel's intensity with a nearby pixel's 
average weight. The bilateral smoothing can preserve 
edges at the same time. Each neighbor is weighted by 
spatial components, considering the distant pixels and 
the difference between pixels of various intensities. 
Their combination value ensures that only nearby simi-
lar pixels contribute to the final pixels of the same re-
gion. Bilateral works are based on Eq.1 for each pixel p 
and q, whose loop is nested within p. The equation re-
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lies on taking the central pixel p and its neighborhoods 
such that |p-q| <2 σs, considering the contribution of 
pixels outside the range of σs is negligible because of 
the spatial kernel.

(1)

It is used for unwanted texture removal. In our ap-
proach, the granular texture in asphalt must be re-
moved [36]. (Fig. 1) illustrates how the smoothing pre-
process has been applied to the original asphalt image.      

3.2. TRANSfER LEARNING

TL models are those pre-build models trained us-
ing a specific dataset to be used later for building new 
models for various purposes using a different dataset. 
The TL principle relies on generating a model for one 
purpose and utilizing it for other activities. In these 
models, knowledge is gained from previously trained 
models on past tasks. As a result, this paradigm is bene-
ficial when the data is limited because the limited data 
makes the model difficult to generalize. In addition, 
TL makes the model faster to train than developing 
the training model from scratch. The idiom of transfer 
learning comes from transferring existing knowledge 
to learn a new model with or without a labeled dataset 
[37]. (Fig. 2) summarizes the principle of TL.

The source dataset domain Ds and training task Tt, 
and target domain Dt with training model for task Tt. 
The target of TL is to use the knowledge in Ds and Tt to 
learn the targeted prediction model f in Dt given that 
Ds≠Dt and Ts≠Tt [37].

(a)

(b)

fig. 1. Crack image a) Before smoothing,  
b) after smoothing

3.3. ATTENTION LAyER 

The paradigm of using the attention layer was in-
spired by how humans penetrate a specific region of 
a scene. The attention layer works as a spotlight within 
the architecture of neural networks, specifying essen-
tial features in an image.

Therefore, the neural can adaptively adjust the neu-
ral weight according to the image features to learn 
from special regions in an image [38]. Special attention 
is widely used to focus on specific regions in any image. 
Generally, the operations of the attention layer consist 
of the following steps. First, compute addressing scores 
between various regions of the input image, such as 
pixels in an image. Second, weights are determined 
based on scores to indicate the importance of areas. 
Third, weight is used to refine the output, focusing on 
the most relevant features [39].

fig. 2. TL for a new model [36]

Self-attention can be defined as an attention spatial 
filter applied to a single context or pixel instead of mul-
tiple contexts. So, queries, keys, and values are used to 
extract features from the spatial domain.

For example, in (Fig. 3) below, to extract the feature 
set of a pixel xi, j ∈ Rdin. 

(2)

As a spatial region, the attention layer has to extract 
the local regions of pixels in position around the specif-
ic pixel xi, j or ∈ Nk (i, j). Then, the single-head attention 
process is computed by applying softmax on the query 
multiplied by the key to get the attention-focused fea-
tures in the Eq. 2 below 

fig. 3. The technique of attention layer [36]
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Where qijT is the query, kab is the key, and vab are 
values Wvxab, which represent the transformation of 
the pixel in position ij and the surrounding pixels. The 
softmax operation is conducted on all learned trans-
forms. Self-attention works in a way that is similar to 
a spatial convolution filter by collecting information 
over the pixel and its neighbors, and the aggregation 
is done by using a convex combination of value vec-
tors by using the softmax function [40]. This operation 
is repeated for every pixel in an image.

The advanced type of attention mechanism is the 
multi-headed attention that is illustrated in (Fig. 4) The 
multiple attention heads paradigm is used to gain vari-
ous representatives for the input. The multi-head at-
tention begins with partitioning the pixel features into 
N parts xi, j ∈ Rdin/N by conducting a single-head atten-
tion operation on each group separately with various 
transformations Wn Q, WnK, Wnv ∈ Rdout/N x din/N for each 
head. Then, concatenating the output from each head 
into one final output yij ∈ Rdout/N. CNN begins by extract-
ing the features from the image, and then the attention 
layer maps the essential features using the weighted av-
erage of the values. Lastly, the multi-headed attention 
blocks output are concatenated into one feature set [41].

fig. 4. The mechanism of multi-head attention 
layers [40]

3.4. DATA AUGMENTATION

Data augmentation is a technique used to gener-
ate new training samples from the existing seed of the 
dataset. This operation is like taking from the existing 
training samples and producing modified copies to 
train any classification model. There are various aug-
mentation processes:

•	 Geometric transformations: These operations alter 
some geometric features in images like flipping im-
ages, cropping parts from an image, scaling an im-
age (zooming in, zooming out), rotating to a spe-
cific degree, and shearing by distorting the image 
along an axis to rectify the perception angles. 

•	 Color space augmentation: relying on modifying 
color within an image. The image is augmented by 

changing lights, saturation, and hue. Changing the 
colors within images can add realistic light varia-
tions and other color elements. This process makes 
the model less susceptible to overfitting.

•	 Noise injection is a technique in image augmen-
tation that depends on adding a specific amount 
of noise to existing samples of images. This injects 
variations that simulate real effects or camera 
noise. For example, Gaussian noise, which is com-
monly used, is implemented by adding random 
values with normal distributive values to each im-
age pixel. The intensity of noise is controlled by 
standard deviation [42]. 

4. ThE PROPOSED MODEL 

The proposed asphalt distress detection model has 
been inspired to detect three types of asphalt damage: 
cracks, potholes, and ruts. This system overcomes the is-
sues noticed in previous works, as some systems have 
low accuracy or overfitting. The issues in accuracy came 
from datasets with a small number of images in each class 
or specific classes or poor-quality images. The proposed 
system consisted of stages. This work proves the system is 
free from overfitting because the model must be general-
ized to unseen data, not just memorize the training data. 
(Fig. 5) represents the proposed system stages. 

fig. 5. General view of the proposed model
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In Fig. 5, the model begins with the pre-processing 
stage to enhance the asphalt image quality. This en-
hancement is conducted by applying a smoothing op-
eration to eliminate the granular shape of the gravel 
within the asphalt texture because pieces of gravel add 
noise to the image, especially when the system tries to 
detect cracks from non-cracked asphalt cases. The result 
of pre-processing is saved in a dataset repository. 

The second stage is data augmentation to increase 
the number of training samples that make the system 
more generalizable. The augmentation process is use-
ful in asphalt distress classification because it aids the 
classification model in being responsive to variations of 
the scenes in the real world. For instance, asphalt cracks 
may look different according to various lighting condi-
tions. So, by implementing augmentation operations 
like cropping, flipping, blurring, and adding noise, we 
can make the dataset wider, containing various cases 
of images that will help the model learn as much dis-
tress in as many conditions as possible. (Fig. 6) Shows 
the steps for each of the augmentation operations

According to (Fig. 6), we begin the data augmenta-
tion with geometric transformation. The first process in 
geometric transformation is flipping; flipping the image 
from left to right horizontally helps the model to identify 
the distress pattern regardless of the image orientation. 
The second geometric transformation is cropping part 
of the image because the image does not always cap-
ture the entire area of interest. Consequently, cropping 
helps the classifier detect the distress area even when 
the damage does not occupy all the image scenes. The 
next operation is scaling the image by zooming in and 
zooming out. Zooming in can make the model focus on 
a magnified area. Zooming out lets the model learn the 
pattern from a more comprehensive view.

Consequently, these provide a broader context, allow-
ing the model to learn to identify larger-scale distress 
features like potholes. The fourth process is the rotation 
of the image by a slight random angle. Rotation may 
simulate the variations in camera orientation. The last 
geometric transformation is shear, which tilts the image 
slightly in a specific direction, either horizontal or verti-
cal. The next batch of operations is the color space aug-
mentation, which begins with the flowing operations. 
First, Gaussian blur is an image augmentation technique 
widely used in computer vision tasks such as asphalt 
distress detection applications. Gaussian blur applies a 
Gaussian filter to the image, yielding a smooth image by 
blurring its details. The second is multiplying the image 
by a value greater than 1 to increase brightness.

In contrast, multiplying the image with a value less 
than 1 increases the darkness of the image. Third, con-
trast normalization is a data augmentation technique 
used in image processing to improve the overall con-
trast and visibility of features within an image. It is par-
ticularly helpful for DL tasks where models rely on ex-
tracting meaningful features from image data. The last 
augmentation process noise injection is implemented 

by adding Gaussian noise. It involves adding random 
noise following a Gaussian distribution to the image. 
This injects a controlled level of "artificial noise" that 
mimics real-world variations or sensor imperfections.

fig. 6. Image augmentation stage process

The third stage is the proposed VGG16 model with a 
multi-head attention layer that has to be trained using 
the prepared dataset. (Fig. 7) illustrates the details of 
the improvement. 

fig. 7. VGG16 with multi-head attention layer 
structure
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The image is size 180x180 and has three channels 
entering the model. The first part of the model is the 
VGG16, which consists of five layers. Each layer has CNN 
filters and one pooling layer. The output feature set from 
the VGG16 layer consists of a two-dimensional 512 ar-
ray. Then, this feature set is flattened to be a one-di-
mensional array. The flattened feature set is the input to 
the multi-head attention layer that focuses on different 
parts in the feature set to extract the best representative 
for each image. The final output from the attention layer 
enters the final component of the deep dense neural 
network DDNN. This DDNN is used to classify the input 
image into one of three classes after learning from the 
features of each image during the training epochs. 

(Fig. 8) illustrates the details of the mechanism used 
to extracting the features from the dataset’s images. 
Initially the image was divided into four parts. Each of 
the parts entered the VGG16 transfer model. Extracting 
features from the image parts gives the attention pro-
cess a richer understanding of the data. This can lead to 
more accurate and informative attention weights. In ad-
dition to that, dividing the image into parts allows the 
system to catch different aspects of the input image. By 
concatenating them, we allow the attention mechanism 
to consider these various aspects simultaneously, poten-
tially leading to a more comprehensive understanding 
of the data. All the feature sets extracted by VGG16 are 
flattened into a 512 array. These feature sets enter the 
process of a multi-head attention layer that consists of 
four heads, one head for each part of the divided im-
age. Accordingly, the number of iterations within the 
multi-head attention layer would be 16. Each element 
corresponds to a different region or aspect on the in-
put image. Multiple heads allow the capture of various 
patterns. The multi-head attention layer begins the it-
eration 16 times by choosing arbitrary values of K and 
Q. Q: Represents the information you want to attend to, 
K Represents the information you want to attend with, 
and V: Represents the information you want to retrieve 
if there's a match between query and key. (Fig. 9) rep-
resents the details of each attention head. Fig. 9 shows 
the architecture of the single-head attention layer. The 
similarity between the query and key is scaled between 
+1 and -1, calculated by finding the dot product of two 
vectors. Multiplying the key (K) and query (Q) yields an 
attention filter.

(3)

Then, scale the attention scores in the attention filter. 
The attention filter scores enter the softmax process to 
get more detailed crucial features, as in Eq. 4.

(4)

After that, the attention filter is multiplied by the 
original image to remove unnecessary details. The fea-
tures set is concatenated with the original image to 
obtain a more focused and detailed final image. The 
concatenated values are projected back to the original 
dimensionality using a projection matrix WO:

(5)

The multi-head attention allows one to focus on vari-
ous parts of the image. So, each attention head outputs 
an attention filter that may focus on different details in-
side the image. 

The proposed VGG16 with a multi-head attention 
layer has been developed using a mathematical model, 
and the details of the mathematical model are in the 
following steps:

4.1. CONVOLUTION  
 (fEATURE ExTRACTION IN VGG16)

The VGG16 operations are repeated four times to 
get the feature set map. Suppose I represent the input 
image of a 3-dimensional tensor (height, width, chan-
nels). The filter W is the learnable weight of 3 dimen-
sions. The convolution operation of VGG16 to extract 
the feature set is as follows: 

(6)

Where Oij is the value of the output of position (i, j) in 
the feature map. Wkhw is a single value from the filter W. 
I(i+k)(j+h)(c) represents a specific pixel value in the input im-
age at a shifted position (k, h) within the kernel and chan-
nel (c). b is the bias term for that particular feature map.

4.2. POOLING

The pooling function is used to select more significant 
features by applying either average pooling or max pool-
ing. Pooling also reduces the dimensionality of the fea-
ture set. The max pooling function is applied after con-
ducting each CNN layer as in the equation. 

(7)
For all k, h within the window, where F(i+k)(j+h)

 is a 
single element in the features set.

4.3. MULTI-hEAD ATTENTION: 

This process is used to extract the distress region pat-
tern within the asphalt images and produce a feature set 
that is focused on the distressed parts in the asphalt. The 
attention process is done by conducting self-attention 
with many parts within the image to extract the more 
crucial part in deciding the image class. So, suppose X is 
the flattened feature vector extracted by the VGG16 pre-
trained model. Now, define three weight matrices, WQ, 
WK, and WV, for projecting the input vector into a query 
(XQ), key (XK), and value (V) vectors, respectively.

The attention process is implemented as in the equa-
tion:

Oij = max(F(i+k)(j+h)
)

S = XQ * XK
T (8)

Where S is the attention score. 

After that, the softmax is applied to extract important 
features from the attention layer as in the equation: 

A = softmax(S) (9)

International Journal of Electrical and Computer Engineering Systems
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fig. 8. Detailed architecture of the extraction 
features process in the proposed model

Now highlight the significant feature by multiplying 
the value of the image by the max-pooled feature set in 
the equation below:

Context vector: C = A * XV (10)

fig. 9. Attention layer architecture

4.4. DENSE LAyERS

A deep dense classifier consists of four layers, trained 
over the features extracted from the multi-head atten-
tion layer to predict the input images later as cracks, pot-
holes, or ruts. So, C represents the features vector, W is a 
set of weights, and B is the bias vector. The decision of an 
image is calculated by implementing the equation: 

Y = ReLU(W * C + b) (11)

So, the image is predicted by multiplying the W after 
training to the feature of an image after adding the bias 
vector.

4.5. SOfTMAx (OUTPUT LAyER)

SoftMax is implanted on Y to reach the final decision 
about the image class, which is either a crack, pothole, 
or rut. So, suppose Y is the output vector from the final 
dense layer. Then implement the softmax function for 
each class probability (i): 

P(i) = exp(Zi) / Σ(exp(Zj)) (12)

For all classes j, the last stage in the proposed model 
is the deep dense neural that accepts the feature set 
from the proposed VGG16 to decide the input image to 
which class it belongs.

5. ExPERIMENTAL RESULTS

This section presents the tests conducted on four da-
tasets for various transfer models for computer vision 
problems. Initially, the experimental environment, da-
tasets, and evaluation metrics must be explained. 

5.1. ExPERIMENTAL ENVIRONMENT AND 
 DATASET

The experiments were conducted using Python 
version 3.1.10 on Windows 10, CPU core I 7, and GPU 
Gforce 940 MX to accelerate the data training time 
while the transfer models are executed. Libraries like 
TensorFlow and Keras were used to build the proposed 
models. Three well-known benchmark datasets were 
utilized and divided into training and testing sets with 
a proportion of 0.8 training and 0.2 testing sets to eval-
uate the performance of the suggested models more 
precisely. The details of each dataset are as follows:

•	 The Pavementscapes dataset conducted by Zhang 
et al. contained 4000 images, each with a size of 
1024*1024 pixels. The dataset was labeled with six 
classes related to asphalt detection. In this work, 
we use only the data related to cracks, potholes 
and ruts, which are 2300 in total. (Fig. 10) illustrates 
the three types of asphalt distress.

•	 The Deep Crack dataset contains 537 RGB color im-
ages, each of which is a fixed size of 544*304 pixels. 
The dataset was annotated manually and labeled 
into two classes: cracks and non-cracks. 

Volume 16, Number 2, 2025
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•	 NHA12D dataset consists of 80 pavement images 
divided into 22 cracks and 58 normal images. Each 
image has a size of 1920*1080 pixels.

•	 Iraq asphalt dataset: This dataset was collected from 
Iraqi streets because there is a need for a national 
dataset because of the shape of the cracks and dis-
tress in this country. The asphalt distress in Iraq is pro-
duced by high temperatures over 50 degrees Celsius 
and unauthorized digging. The dataset images were 
collected using a mobile camera with 48 megapixels. 
Each image consisted of 3000 x 4000 pixels and was 
saved as a JPG file. The photos were labelled by the 
research group of this paper and consisted of 250 for 
each class (cracks, potholes and ruts). Anyone who 
wants the data should contact the authors. 

fig. 10. Three types of asphalt distress under the 
study

5.2. EVALUATION METRICS

Four evaluation metrics were used to check the pro-
posed model's efficiency. First, accuracy in Eq. (12) mea-
sures the model and predicts the outcomes correctly.

(12)

Second, precision in Eq. (13) represents how often 
the model correctly predicts the positive class. Preci-
sion will be better when it is closer to 1.

(13)

Third, recall in Eq. (14) measures how often classifica-
tion learning correctly identifies positive instances of the 
positive class. Recall will be better when it reaches 1.

(14)

Lastly, the harmonic mean of precision and recall.

(15)

We have to introduce the following idioms to under-
stand the metrics used to evaluate the performance of 
the models. (Fig. 11) explains the components of the 
confusion matrix. True positive Tp represents when 
the classifier correctly predicts an instance related to a 
positive class. For example, when the model predicts 
an image holding crack damage to the crack class. True 
negative TN represents when the model correctly pre-
dicts an instance related to a negative class. For exam-
ple, when a classifier predicts an input image without 
a crack as a normal image without damage. False posi-

tive FP means the classifier model incorrectly predicts 
a case as positive when it belongs to the negative class. 
For example, if a normal asphalt image is classified as 
a damaged case. False negative FN represents an error 
case. This happens when the predictor model mispre-
dicts an instance as negative. For example, an image of 
damaged asphalt can be classified as normal.

fig. 11. Confusion Matrix Shape

6. RESULTS AND DISCUSSIONS

The performance of this proposed asphalt distress 
detection  model was evaluated relying on matrices 
of accuracy, precision, recall, and F1 score. We depend 
on Macor's average accuracy with related matrices be-
cause the datasets are imbalanced. This research tested 
the possibility of overfitting by plotting the difference 
between training and validation accuracies and loss 
during the training epochs. Table 1 illustrates the per-
formance of the proposed model.

The proposed pavement distress detection model was 
conducted on four benchmarked datasets, including 
the IRAQ asphalt dataset. The Pavementscapes dataset, 
consisting of three distress types (cracks, potholes, and 
ruts), has been used to evaluate the proposed model. 
The precision and recall for cracks both reached 1.0. At 
the same time, the general macro average precision and 
recall were 0.99. Pothole precision is 1.00, while the ruts 
precision reached 0.99. Ruts predicting achieved a true 
positive of about 0.99, as in the confusion matrix in (Fig. 
12). The imbalanced data caused these differences be-
tween the precision values of classes. 

Dataset Precision Recall f1 Accuracy

Pavementscapes 0.99 0.99 0.99 1.00

NHA12D 0.99 0.99 0.99 0.99

Deep Crack 1.00 1.00 1.00 1.00

Crack Forest 1.00 1.00 1.00 1.00

IRAQ dataset 0.96 0.96 0.96 0.96

Table 1. Performance Of Various Transfer Models

The behavior of the proposed system towards the 
possibilities of overfitting was acceptable during the 
training process. (Fig. 13) registers the system's accura-
cy during training epochs, which refers to high training 
accuracy compared to the validation accuracy in the 
same training cycles. At the same time (Fig. 14) shows 
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the difference between the validation loss and training 
loss. Validation loss was lower than the training loss in 
all the training epochs. An early stop mechanism was 
used to terminate the training process in five epochs to 
ensure achieved weights for the model.

fig. 12. Pavement scape dataset confusion matrix

fig. 13. Model training accuracy to validation 
accuracy for Pavement scape dataset

fig. 14. Model training Loss to validation loss 
Pavement scape dataset

NHA12D was also used to check the validity of our 
paradigm, although this dataset consisted of two classes 
(crack, non-cracked) of asphalt images. The precision and 
recall were 0.99 despite the difference in precision be-
tween cracks and non-cracks classes. The model predicts 
crack classes with a precision reaching 0.98, while the pre-
cision for the non-cracked class was 1.00. This small differ-
ence is because of the imbalanced dataset. The confusion 

fig. 15. Model confusion matrix on the NHA12D 
dataset

In this experiment, we also used an early stop mech-
anism; the model needed seven epochs for training. 
(Fig. 16) shows that the validation accuracy is close to 
the training accuracy during the training process. In 
contrast, the validation loss was lower than the train-
ing loss except for the last epoch before conducting 
the early stop, as shown in (Fig. 17). Model training ac-
curacy. Early stop is used to prevent any possibility of 
overfitting or overtraining in the process.

fig. 16. Model training accuracy relate to validation 
for NHA12 Ddataset

fig. 17. Model training loss relate to validation loss 
for NHA12 Ddataset

matrix is clear in (Fig. 15). The 0 label refers to the crack 
class, and the 0 class refers to the non-crack class.
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fig. 18. Model confusion matrix for the deep crack 
dataset

fig. 19. Model training accuracy towards validation 
in deep crack dataset

The Deep Crack dataset also contains two classes 
(cracks and non-cracks). The cracks of multiple scales 
and scenes make this dataset a crucial benchmarked 
dataset to evaluate crack detection models. The data-
set is relatively balanced, resulting in an efficient model 
for detecting cracks and normal asphalt without dam-
age. The model achieved high precision and recall in 
this dataset, reaching 1.00 in the prediction of both 
classes. The confusion matrix is clear in (Fig. 18). Label 
(zero) represents the crack class, while Label (one) rep-
resents the non-cracks class in the confusion matrix. 

The model’s behaviour during the training was also 
investigated by plotting accuracy and loss. (Fig. 19) 
shows the accuracy during eight epochs of the training 
process. The X-axis in the figure represents the number 
of epochs, while the y-axis represents the accuracy. In 
all the training epochs, the validation accuracy was 
close to the training accuracy in a consistent trend be-
tween the two groups. 

In (Fig. 20), the validation loss is less than the train-
ing loss during the training process. Both accuracy and 
loss plots refer to the efficient behavior of the model in 
detecting new instances of cracks and non-cracks dur-
ing the training and the trend of the model to stay away 
from overfitting in the working process.

fig. 20. Model training loss towards validation loss 
in deep crack dataset

The fourth test dataset was a Crack Forest that con-
sisted of two classes (crack class and non_cracked 
class). The precision and recall for the cracked asphalt 
class were consistent and registered 1.0. The non-cracks 
class precision was 1.0; in contrast, the recall was 0.96. 
The low recall of the non-cracks class is due to the small 
number of images in the test set. The model's accuracy 
was 1.00, according to the confusion matrix in (Fig. 21). 

fig. 21. Model confusion matrix on Crack Forest 
dataset

The model's behavior towards overfitting was appar-
ent in the trend of increasing accuracy within training 
epochs, as in (Fig. 22).

fig. 22. Accuracy of the training model for crack 
forest dataset
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Validation accuracy increases gradually during the 
model training. The loss of the validation also went 
lower than the loss of the training set except for the 
fourth epoch, which scored lower in the last two ep-
ochs, as in (Fig. 23).

fig. 23. loss of training model for crack forest 
dataset

The system has been tested on the Iraqi distress da-
taset. This dataset contains images taken under bright 
sunlight. Additionally, this dataset is distinguished by 
unique crack shapes due to the high temperature and 
drilling works, as mentioned. The system achieved an 
accuracy of 0.96. According to the confusion matrix in 
(Fig. 24), cracks were detected with an accuracy of 0.97. 
In contrast, potholes were detected with an accuracy of 
0.91, and ruts were detected accurately in 1.0. The rea-
son behind the low accuracy of pothole detection is 
that some overlap with cracks, as some images contain 
cracks and potholes at the same time. (Fig. 25). tracks the 
difference in training versus validation accuracy during 
the training process. In all 18 training epochs, the valida-
tion accuracy was close to the training accuracy.

In (Fig. 26), by comparing the loss validation to the 
loss of training in the 18 epochs, we can notice that the 
validation loss was generally less than the training loss, 
especially from epoch ten forward. Fig. 25 and Fig. 26. 
Refer to the fact that the system was far from entering 
the overfitting case within the training epochs.

fig. 24. Iraqi dataset confusion matrix

The system shows efficient behavior for both asphalt 
concrete distresses. The dataset Deep Crack contains 
the cracked concrete images used to train the pro-
posed model in this research. (Fig. 27) represents a 
crack in concrete.

fig. 25. Training accuracy of Iraqi dataset

fig. 26. Training loos of Iraqi dataset

fig. 27. Crack in concrete surface

The proposed model efficiently detects asphalt dis-
tress under various circumstances like high lighting in-
tensity, shadows, and the existence of traffic signs. This 
efficiency of the proposed model is due to training rely-
ing on augmented datasets and the successes in cover-
ing most scene cases like rotating image, flipping and 
shear, providing a variety of scenes and angles of the 
same image. Color augmentation provides the system 
with high or low-intensity images by multiplying pro-
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cesses and contrast normalization. Additionally, Gauss-
ian blur generates images with noise. (Fig. 28) shows 
samples of the augmented images for both concrete 
and asphalt cracked areas. The augmentation process 
resulted in building a generalized system responsive to 
a wide range of crack, pothole and rut scenes. In the 
real world, the system was tested on Iraqi streets.

fig. 28. samples of augmented images

The photos were captured using a web camera and 
sent directly to the system operated on a laptop. The 
system worked efficiently in the high-intensity light at 
noon and low-intensity light intensity near sunset. The 
time consumed was considerable, and the system took 
about 5 to 6 seconds to detect distress in the asphalt. 
The model is connected to a web cam of 1080p with 4k. 

The execution time to detect the cracks increases 
gradually as the number of frames increases. (Fig. 29) 
represents the time of execution while the number of 
frames increased.

Additionally, the model was trained to detect special 
cases in Iraqi streets caused by insurgent drilling pro-
cesses from people to establish water pipes through 
the streets, representing a crucial public problem in 
this country. (Fig. 30) presents one of the illegal drilling 
operations on Asphalt Street. We also compared the re-
sults of the proposed model with previous works that 
used the same benchmarked dataset adopted to evalu-

ate this work. Table 2 compares those results with our 
proposed model’s results.

Zhang et al. registered 0.6 accuracy using the pav-
mentscapes dataset in their work. This low accuracy is 
caused by a wide variety of distress taken in their study 
model in addition to the noisy images that contain 
trees or other obstacles, such as environmental reasons 
like rain, snow, and sunlight, which may affect the qual-
ity of the image. 

In contrast, our proposed model shows a perfor-
mance accuracy of 1.00. The precision and recall in 
our model were higher than Zhang's work because we 
took three damage types to be predicted: cracks, pot-
holes, and ruts. The second model used for compari-
son is Liu's Deep Crack model. Our model outperforms 
the Deep Crack model regarding precision, recall, and 
F-score metrics. Liu's model has about 0.87 precision, 
0.85 recall, and 85.7 as the F-score, while our model got 
1.00 for both precision and recall. 

fig. 29. proposed system execution time relate to 
the number of frames

fig. 30. cracks from illegal drilling from Iraqi streets

Paper Dataset Model Accuracy Precision Recall f-score
Zhang Tong Pavementscapes Segmentation transformer 0.60 0.4 0.73 8.42

Yahui Liu Deep crack Proposed model 1.00 0.99 0.99 0.99

Zhening 
Huang NHA12D

Deep crack ----- 0.86 0.84 85.7

Proposed model 1.00 1.00 1.00 1.00

VGG16 ---- 0.35 0.90 0.5

Proposed model 0.99 0.99 0.99 0.99

Shi et al. Crack forest
Crack forest model ----- 0.82 0.89 95.68

Proposed model 1.00 1.00 1.00 1.00

Table 2. compare the proposed model results with previous works
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This difference in accuracy between the proposed 
model and the Deep Crack model is caused by a small 
number of non-cracked images in addition to the com-
plexity of the surface that is coming from different as-
phalt textures and colors. The third work for compari-
son with the proposed system is for Huang et al. and 
the NHA12D dataset. Our model registered an aver-
age accuracy of 0.99 for the same dataset.In contrast, 
Huang used the straight VGG16 and achieved a preci-
sion of 0.35 and a recall of 0.90. The first reason behind 
the recall being higher than the precision in Huang's 
research is that the model is more biased toward the 
crack class than the non-crack class. 

The second reason is that detecting concrete joints 
as cracks increases the false positive number, which 
leads to decreased precision. The Shi et al. model, 
called Crack Forest, achieved a precision of about 82.28 
and a recall of 89.44, referring to the high number of 
false negative cases or high accuracy in detecting non-
cracks in their model rather than cracks. Our model 
was implemented with the same dataset and achieved 
consistent precision and recall of 1.00, referring to bal-
anced and efficient work predicting cracks and cracks 
cases. Furthermore, leveraging ImageNet pre-trained 
weights with the VGG16 model reduced the training 
time. In addition to this, VGG16 has efficient low-level 
feature crafting, helping the attention layer focus on 
high-level pattern understanding. 

Our results are compared with a bench of baseline 
models such as (VGG16, ResNet, Unet, FCN, self-attention 
network, YOLOv8, YOLOv7, and RCNN). Table 3 presents 
a comparison of the main models used with the dataset 
used in this paper. These models were tested with the 
same datasets to test the proposed model. In [21], Liu et 
al. (2019) tried two models, VGG16 and ResNet. VGG16 
achieved an accuracy of 0.30, while ResNet achieved an 
accuracy of 0.72 for the same dataset because ResNet has 
a residual connection that can collect deeper features 
without the gradient vanishing. Tong et al. [27] experi-
mented with three models in their paper. The first model 
was UNET, which scored an accuracy of about 69.56. 

Model Dataset Accuracy IOU

VGG16 [20] Deep crack 
NHA12D

0.30 
0.64 0.54

ResNet [20] Deep crack 0.72 0.77

UNET [26] Pavementscapes 69.56 54

FCN[27] Pavementscapes 67 52

Self-attention 
network [27] Pavementscapes 73.07 58.71

Yolov8 [43] 
Yolo v7 
RCNN

RDD2022
78.4 
57.8 
49.4

Texture feature 
extraction + Machine 

learning [28]
RDD2022 90.00

Table 3. Compression table between a set of 
essential models

The second model, the fully connected network FCN, 
was better, with 67% accuracy. The third model was the 
best, with the same dataset of Pavementscapes and an 
accuracy of 0.73. UNET shows low-performance returns 
due to noisy images in the Pavementscapes dataset 
containing shadows, traffic marks, etc. Therefore, FCN 
might work better than UNET in such cases. We noticed 
that a self-attention network was more effective be-
cause it can capture long-term dependencies. YOLOv8, 
YOLOv7, and RCNN were tested by Dong et al.(2024) 
[43] on the dataset, RDD2022. YOLOv8 outperforms 
YOLOv7 and RCNN with an accuracy of 78.4. YOLOv8 
sometimes integrates label smoothing to regularize 
training and prevent overfitting. 

In [29], their model combined a set of texture fea-
tures such as GLCM, LBP, and HOG. Just the SVM, XG-
BOOST, and KNN classifiers gain an accuracy of over 
0.90. The proposed model outperforms all mentioned 
models because the model incorporates VGG16 fea-
ture extracting with a multi-head attention layer that 
can understand long-range dependencies as one inte-
grated feature set. 

7. CONCLUSION

The infrastructure of roads and highways plays a vi-
tal role in the economy by connecting producers to 
markets and enabling more accessible transportation 
across regions and countries. Because of that, many 
countries are trying to enhance their transportation 
networks. 

Detecting cracks and other damaged areas is essen-
tial because asphalt distress creates unseen surfaces 
that may increase the risk of accidents for drivers. Con-
sequently, catching small cracks early is much cheaper 
than waiting for the damage to turn into major repairs.

As a result, the early detection of these issues allows 
repairs to be undertaken before damage worsens. Pre-
vious researchers have worked on designing CNNs to 
detect distress and damaged parts, while others have 
experimented with pre-trained models. However, their 
efforts have faced issues with accuracy because of an 
imbalanced dataset or the nature of the images. 

The proposed system leverages the strength of 
VGG16 and the multi-head attention approach to focus 
on asphalt distress parts. VGG 16, a pre-trained CNN 
model on a massive dataset, extracts general features 
from images. Then, adding a multi-head attention layer 
makes the system focus on specific relationships be-
tween different parts of images. The proposed para-
digm is beneficial for asphalt distress detection where 
the spatial context or how the cracks or potholes are 
internally connected is essential for accurate classi-
fication. For future work, a large, diverse dataset en-
compassing various climates and pavement types is 
needed to enhance model generalization. The models 
also require a lightweight architecture that enables 
real-time deployment on mobile devices for on-the-go 
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road inspections. Last, the researchers must work on an 
explainable model that produces reasoning behind the 
classification or decision. 
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Abstract – Internet of Things (IoT) applications in smart cities (SCs) rely on free-flow services streamlined by artificial intelligence 
(AI) paradigms. However, the nature of resource constraint prevails due to external infrastructure costs and energy-based allocations. 
Existing approaches to smart city resource distribution rely on static thresholds or reactive responses, which are not always sufficient. 
These approaches may limit system performance and scalability in dynamic IoT environments owing to increased energy consumption, 
postponed resource allocation, and frequent device failures. This article introduces a Concerted Resource Management (CRM) using the 
Leveled Reinforcement Training (LRT) method. The proposed method accurately identifies cost-complex and high energy-consuming 
sharing intervals based on service response time and device failure. The reinforcement learning and training concerts both energy and 
device incorporations for SC applications based on its demand. This process requires leveled training in resource management, from 
energy depletion to device activeness. The interrupted sessions are identified using resource allocation failures, and the active resources 
with optimal energy expenses are selected to pursue resource management. The training method thus identifies the demands based on 
independent or concerted resource allocations to mitigate the management constraints in an SC environment. This proposed method 
reduces the resource constraint-based waiting for allocations and allocation failures in any SC application services. Under the varying 
devices, the following is observed: Improvements: 9.1% (Allocation Rate), 10% (Device Detection), 11.88% (Constraint Mitigation—
Energy), 9.06% (Constraint Mitigation—Resource Allocation); Reduced: 8.01% (Allocation Failure), 9.64% (Waiting Time).
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1.  INTRODUCTION

Resource management is a process that ensures the 
network has all the required resources to complete or 
perform a task. RM is widely used in organizations to 
reduce unwanted difficulties in performing user tasks 
[1, 2]. IoT-based smart city environments are commonly 
implemented to enhance the overall performance level 
of the network [3, 4]. The analyzed data produces opti-
mal features for resource allocation in smart cities. The 
management framework improves the services' lifespan, 
maximizing the performance range of smart cities [5, 6]. 

IoT devices are advanced technology that increases 
the capability level of smart cities. IoT-enabled devices 
reduce smart cities' latency and energy consumption [7, 
8]. IoT devices provide various heterogeneous services 
to users, which enhances the feasibility and robustness 
of smart cities. IoT devices use wireless sensors, which 
reduces the energy consumption ratio when providing 
services to users. Wireless sensors collect the data from 
the base station, which minimizes the complexity of 
analyzing the necessity of the request [9, 10]. 

Many cities are embracing smart technology to build 
data-centric settings that can instantly analyze massive 
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amounts of data. City planners, traffic engineers, and 
resource allocators may all benefit from the insights 
provided by machine learning algorithms that study 
this data [11, 12]. The study's effectiveness in an ever-
changing Internet of Things (IoT) setting depended 
on Leveled Reinforcement Training's (LRT) hierarchical 
framework for smart city resource management. Learn-
ing rate tuning (LRT) allows for the progressive learn-
ing and adaptation of resource allocation choices in re-
sponse to changing demand and energy usage [13, 14]. 
The system may progressively enhance its decision-
making capabilities using LRT's multi-tiered learning 
technique. It starts with basic scenarios with low en-
ergy consumption and moves on to more complicated 
ones with high device activity and resource constraints. 
By adopting this tier-wise method, the system can pin-
point crucial stress points, including spikes in energy 
usage or device failures, and then prioritize managing 
available resources accordingly [15].

The RM process uses machine learning (ML) methods 
and techniques in smart cities. ML methods are mainly 
used to reduce the computational cost level in the RM 
process [16, 17]. The examined data produces optimal 
information for the RM process. The dataset analyzed 
minimizes the management process's latency and en-
ergy consumption ratio [18, 19]. This article introduces 
CRM using Leveled Reinforcement Training (LRT) to ad-
dress resource constraint issues due to flexible device 
features. LRT helps smart city resource management 
adapt to demand and energy consumption variations. 
This method proactively plans resources in response to 
energy availability and real-time device manipulation, 
reduces waiting times, and increases system efficiency, 
making it appropriate for the recommended system.

 The paper’s novelty is that this article discusses smart 
city resource optimization utilizing CRM based on lev-
eled Reinforcement Training. Our method dynamically 
distributes resources based on service demand and de-
vice performance to identify energy-intensive periods 
and prices. CRM optimizes IoT-based smart city services 
by monitoring energy usage and device failures. CRM 
is faster and eliminates resource allocation errors than 
previous methods.

Therefore, the research contributions are as follows:

•	 Design of a CRM method aiding less complex con-
straint mitigation for ease of sharing and alloca-
tion.

•	 The modification and implication of interrupt con-
sidered application services for SC environments.

•	 A comparative study will be conducted to validate 
the method’s performance using allocation, con-
straint, and time-based metrics.

This diagram shows one possible smart city resource 
management system based on reinforcement learning. 
A Smart City (SC) 's fundamental considerations are re-
source management and allocation. 

2. RELATED WORKS

Researchers in [20] created AACF, an application-cen-
tric framework for IoT powered smart city applications. 
AACF prioritizes user-friendly and adaptable IoT archi-
tectures, emphasizing robust quality of experience in 
real-time smart city applications. The method focuses 
on the flexible distribution of application services, con-
sidering both application state and longevity. The pro-
posed method enhanced the overall user experience 
in smart city applications. Alam et al. [21] devised an 
access control system for IoT devices in smart cities us-
ing blockchain and big data. Su et al. [22] suggested 
that smart cities use cloud computing and the IoT for 
information processing. The method provides help-
ful insights for future smart city development in the 
same context. To ensure uninterrupted smart services 
by balancing energy trade-offs between utility cost 
and consumption, Xiaoyi et al. [23] proposed a multi-
objective distributed dispatching algorithm (MODDA) 
for efficient green energy management in IoT-driven 
smart cities. Liu et al. [24] proposed a method for ef-
ficiently allocating edge computing resources in IoT-
based smart cities (MJOM). Zhang et al. [25] created 
an IoT green energy system for smart cities. The sug-
gested method plans and assesses the development of 
smart power systems, considering various on-site and 
off-site resources. Zhong et al. [26] proposed a method 
for environmentally friendly smart cities using Green 
IoT. CRM with LRT is a better and faster alternative to 
conventional resource management methods in smart 
cities. This method improves the system's overall speed 
and scalability, making it better manage the intricate 
IoT settings in smart cities today. Fawzy et al. [27] in-
troduced TPRUDF, a data-fusion framework for efficient 
resource utilization in smart environments leveraging 
the IoT. This method demonstrates a reduction in en-
ergy consumption and an improvement in throughput.

3. CONCERTED RESOURCE MANAGEMENT 
(CRM) USING THE LEVELED REINFORCEMENT 
TRAINING (LRT)

Real-world applications of the IoT include smart city 
traffic management systems that employ LRT to dis-
tribute resources optimally. Interconnected sensors 
and cameras monitor traffic. LRT examines energy 
consumption, traffic patterns, and traffic signal perfor-
mance when detecting congestion. The preliminary 
step is identifying the cost complex derived above ex-
pressed in Equation (1).

(1)

Calculating the complicated cost of resource man-
agement in a smart city setting. The number of de-
vices {d0,…dn}. and services sv, sc that are engaged in 
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distributing resources is one of the factors included 
in the calculation. The cost complex in IoT provides 
reliable smart city device sharing, and it is expressed 
as [(∏sc

(d0*sv))*(sc+it)]. IoT is initialized for the service-
oriented computation in the environment study. The 
scope of this is to forward the resources to the request-
ed devices in IoT, for this cost complexity is identified.

(2)

The high energy-consuming resources are observed, 
and the intervals are detected above (2). They depict an 
Equation (3) that deals with device failure inside an IoT 
framework and distributes resources to devices accord-
ing to their requirements. Before allocating resources, 
the system examines energy use and service demands 
to determine the most intricate cost possibilities. Iden-
tifying resources with high energy consumption and 
closely tracking them at certain points can improve 
the efficiency and reliability of smart city applications. 
Equation (3) detects the IoT services handling where 
the device management forwards the resources, which 
is θ. The symbol represents this management function 
θ, and the highlighted Equation (3) is concerned with 

(3)

The complexity occurring intervals are decided as 
presented in Fig. 1. This complexity is considered based 
on device cost (replacement and functional) and en-
ergy drain (for g') such that w' is nevertheless defaced 
(Fig. 1). Here, the processing step relies on the response 
time to analyse a particular method where concurrent 
detection is required. The second derivation states de-
vice failure, where resource management defines the 
constraints of energy devices. Energy-based device 
management provides artificial intelligence in a bet-
ter manner. By stating the same device request for the 
identical resource, then, the device failure occurs, and 
it is ∏it

(ey-g') +qe(sv). Based on this approach, the device 
failure is addressed in this derivation.

identifying IoT services that handle resource allocation 
via device management. It is essential for the effective 
administration of IoT services and optimizing resource 
sharing by deciding when devices send resources. The 
equation considers important variables such as reac-
tion time and device failures to determine the period 
and cash needed for resource sharing. Improved ser-
vice delivery in smart cities, managing resource limits, 
and navigating complicated IoT settings rely on the fol-
lowing equation.

(4)

Equation (4) expresses that incorporating energy and 
devices for the smart city application is based on de-
mand. Equation (4) combines smart city energy and de-
vice management for distributing resources based on 
demand. The real-time device failure handling and re-
source distribution are effective. This dynamic method 
boosts smart city reliability. 

3.1. REINFORCEMENT LEARNING FOR 
 CONSTRAINT ANALySIS 

It is a decision-making approach suitable for the spe-
cific situation and improves the reward function. 

Three phases of computation are pragmatic in this 
learning; the first is the input, which is the initial stage 
of acquiring the request from the device. 

In Equation (5), energy depletion is derived. Equa-
tion (5) calculates smart city energy depletion using 
resource allocation and forwarding time intervals. De-
mand and energy use are measured. This equation op-
timizes resource management in smart cities by reduc-
ing energy waste.

(5)

The level-based constraint representation is given 
below. The reinforcement learning states the active re-

 Fig. 1. Complexity Occurring Sharing Intervals
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In Equation (6), the allocation failure is examined. Al-
location failure (af) in Equation (6) happens when de-
mand exceeds supply, and a system cannot allocate re-
sources to a device. Resource depletion (v') is added to 
service and queuing times. The resource management 
system targets this failure to deliver continuous service 
at desired intervals. In Algorithm 1, the pseudo-code 
for af is presented.

Algorithm 1 af Detection

Step 1: for all dn do {
Step 2: Allocate sv and μ
Step 3: compute pa using equation (2b)
Step 4: if {pa>μ/sv } then
Step 5: Estimate lp using equation (3)
Step 6: while {df !=1} do
Step 7: Assign sv to dn ∀(dn*μ)=rm/ve 
Step 8: compute cr and g'
Step 9: if {cr<g' } then
Step 10: Assign a new dn in μ and Repeat 

 from Step 5 until rm/qe =1
Step 11: else if {cr>g' } then
Step 12: Repeat from Step 4

Hence, the allocation failure is observed in this part, 
and the session-based interruption is derived in the 
section below (Fig. 2):

(6)

(7)

As found in Equation (7), the allocation failure is ob-
served, and session-based interruption has been exam-
ined. In Equation (7), session-based interruption μ(ip) 
refers to service disruption caused by allocation failure 
af. When session resources are misallocated, this distur-
bance occurs. The Equation considers interruption time 
(ip) and resource depletion parameters to evaluate ser-
vice effects in IoT applications, especially smart cities. 
Thus, incorporating the service along with the energy 
and device faces the interruption of services to avoid 
this identification of resource allocation failure and ac-
tive resource is equated below.

(8)

Step 13: Update qe

Step 14: af=(qe+sv)
Step 15: End if
Step 16: End while
Step 17: lp=lv (ey)
Step 18: End if
Step 19: af=af-v^'
Step 20: End for

Fig. 2. Level-based Constraint Representation

As deliberated in Equation (8), resource allocation 
failure and active resources have been described. Con-
sider active resource equations and allocation failure to 
maximize resource distribution in dynamic situations 
like smart cities. They assist proactive management in 
sustaining service operations by predicting resource 
shortages and breakdowns. These equations effec-
tively detect active devices and energy use to scale 
systems and reduce waste. The training is introduced 
in this learning method, where demands are identified 
based on the independent or concerted resource allo-
cation. The derivation is expressed as follows.

(9)

As examined in Equation (9), concerted resource allo-
cation has been explored. The effective and coordinated 
distribution of resources across various devices is cru-
cial in dynamic contexts, such as smart cities, and this 
can only be achieved by concerted resource allocation. 
The system optimizes energy utilization, minimizes de-
lays, and eliminates competition for scarce resources by 
aligning allocation with real-time demand. Overall, this 
method prevents allocation errors and enhances system 

sponse where the device-based service is defined for 
the demand. The allocation failure is equated below.
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performance and scalability. This interconnection of lev-
els is discussed and equated to the below equation.

(10)

As discussed in Equation (10), interconnection levels 
are explained. A high degree of connectivity is crucial for 
the smooth operation of the many IoT devices in smart 
cities. With their help, extending resource management 

becomes simpler, allowing the system to react quicker 
to changes in real-time demand. 

The level of interconnection is based on this ap-
proach where the cost complex is involved for the ser-
vice forwarding for the allocation failure, and it is de-
scribed as lv. In this case, an interruption of service is as-
sociated with device failure, where training is involved 
for the processing levels. The learning process for lv(ey) 
is illustrated in Fig. 3.

Fig. 3. lv(ey) Learning Process

The equation below states the device failure:

(11)

As explored in Equation (10), device failure was calcu-
lated. After this, resource allocation is performed, and 
training levels are observed in the equations below.

(12)

(13)

Training level observation was derived as deliber-
ated in Equation (12) and Equation (13) performed for 
resource allocation. Before allocating resources, it is es-
sential to conduct training-level observations to iden-
tify and respond to evolving needs and performance 
measures. 

This procedure makes the system more adaptable to 
new circumstances, reduces delays, and guarantees ef-
ficient use of resources in smart city settings. The learn-
ing process for lv (ra) is illustrated in Fig. 4.

Fig. 4. Learning Process for lv(ra)

The learning process connected to levels is present-
ed as a pseudo-code in Algorithm 2.

Algorithm 2 Learning Process for Connected Levels

Input: pa, md

Step 1: for all pa md ∀ dn do
Step 2: compute μ(ip) using equation (4)  

 and perform α (ra)
Step 3: if {α(ra)!=(ap*ra/(tn(lv)))} then
Step 4: Estimate o using equation (1b)  

 and af using equation (3b)

Step 5: if {tn=ey} then
Step 6: Allocate md with dn such that (df+ap)=∑tn

Step 7: Update (ey, df )|(cr, o) ∀ df=1 in Step 6
Step 8: Perform tn for o and ap∈(cr,o)  

 until α(ra)=ap*ra/(tn(lv))
Step 9: Estimate rm ∀ pa under qe

Step 10: if {rm≥[qe-tn(lv)]} then
Step 11: Include lv(df) ∀ it (do), do ∈ md=Allocation 
Step 12: Update (pa=pa-v'/(tn (lv)))
Step 13: else
Step 14: lv (ra)=(df+tn) until tn=(ey+1) ∈ dn
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Step 15: Goto Step 3 for all pa=0 in tn(lv)
Step 16: End if
Step 17: Perform lp for lv (ey) and lv (ra) until rm=0
Step 18: End if
Step 19: End if
Step 20: End for

4. PERFORMANCE ASSESSMENT 

This article discusses layered reinforcement learning 
and its potential applications in coordinated resource 
management to ease SC service constraints. With limit-
ed energy and resource allocation, this concept took the 
big picture into account while managing SC resources. 
The approach first uncovered the intricate processing 
limitations based on energy to guarantee high device 
availability. Device availability and resource allocation 
concerns are associated with excessive energy usage 
and depletion. This section describes the performance 
of the proposed method through a comparative study. 
This section discusses comparative analysis based on 
resource allocation rate, active device detection, con-
straint mitigation, allocation failure, and allocation wait 
time. The number of devices (20 to 240) and the shar-
ing interval time (30s to 300s) are the X-variants consid-
ered. The proposed method is compared with MODDA 
[23], MJOM [24], and TPRUDF [27] methods discussed 
in the related works section. 

Table 1 shows the experimental setup.

Table 1. Experimental Setup

Parameters Description

Processor Intel core i7;3.5

Memory 16GB RAM

Storage 1 TB SSD

IoT Devices Raspberry Pi 4

Sensors Temperature, humidity, energy sensors

Network 5G

Operating System Ubuntu 20.04

Programming Language Python 3.8

Machine Learning Library TensorFlow

Reinforcement Learning OpenAI, stable baselines 3

Simulation environment MATLAB

Monitoring Tool Grafana

Blockchain Integration Hyperledger Fabric

Dataset Description: Turning the city into a "smart 
city" is the government's goal. The plan is to turn it into 
an intelligent and digital city to make services more 
efficient for the people. The administration is dealing 
with traffic as one of its challenges. Data scientists are 
contributing to improved municipal traffic manage-
ment and future infrastructure development. So, that 
we can plan accordingly for the next four months' 
worth of traffic at each of these intersections, the traffic 
data from many periods since the sensors at each junc-
tion were taking readings at various times. Some inter-
sections have supplied little or incomplete data, which Fig. 5 (a). Resource Allocation Rate for #Devices

further complicates matters and necessitates care in 
developing future predictions. According to data col-
lected over the last twenty months, the government 
depends on reliable traffic forecasts for the next four 
months. A bigger change is coming to the city, and ma-
chine learning algorithms will be the cornerstone of it. 
It will become smart and intelligent.

4.1. RESOURCE ALLOCATION RATE 
 COMPARISON 

The resource allocation rate for the proposed work in-
creases for the smart city where the demands are satis-
fied by the number of devices and constraints used to 
provide energy based on the levels of observation. The 
identification of the cost-complex is developed for the 
consuming sharing intervals, and it is represented as 
((((it*sc)/sv ))/(∑1/dn))*(((it+d0) ⁄ sv)/(dn*sc)). This processing 
step allocates resource management to the appropriate 
device based on reinforcement learning. Here, the high 
energy-consuming sharing intervals detect device fail-
ure in smart city applications. In this case, the incorpora-
tion of energy and device is examined for the interrupt 
sessions, and it is equated in Equation (2a). Device failure 
provides energy depletion and allocation failure, where-
as the cost complex provides the response time analysis. 
The incorporation rate in this work increases where the 
energy drop is detected, and based on this, resource al-
location is performed. The device failure is identified for 
the levels of observation where the output is trained in 
this session using reinforcement learning as shown in 
Fig. 5 (a) and (b). 

Fig. 5 (a) and (b) show that the proposed CRM method 
with LRT regulates the resource allocation rate by adapt-
ing the distribution of resources in real-time to patterns 
in energy consumption and device demand. It discovers 
energy-consuming periods and optimizes the sharing 
time by assessing service response times and likely de-
vice faults. This approach minimizes power consump-
tion during sharing times, adjusts to the requirements 
of various devices, continuously educates the system to 
deal with allocation mistakes, and allows for the efficient 
and timely allocation of resources to running devices.
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Fig. 5 (b). Resource Allocation Rate for Sharing 
Interval Time(s)

4.2. ACTIVE DEVICE DETECTION COMPARISON

In Fig. 6 (a) and (b), active device detection improved 
for the varying energy drop and resource allocation. 
Based on the request, the response time is observed 
and forwards the resource to the appropriate device 
on time. It states the alternative allocation where it pro-
vides the consuming and sharing intervals. Energy and 
devices are incorporated to state smart applications 
and provide resource management. The interruption 
is detected based on the forwarding interval and allo-

Fig. 6 (b). Active Device Detection for Sharing 
Interval Time(s)Fig. 6 (a). Active Device Detection for #Devices

Fig. 7 (a). Constraint Mitigation for Energy and Resources against #Devices

cates the resource to the device. In this case, an active 
device is detected to forward the resource in this pro-
cess, and the failure is reduced. 

Fig. 6 (a) and (b) express how tracking power utiliza-
tion and service response with the LRT during sharing 
times enhances active device recognition. It accurately 
detects active devices using real-time performance 
data, including energy utilization and demand fulfill-
ment. The technique ensures that only active session 
participants acquire resources by monitoring and re-
acting to each device's operating state. With dynamic 
detection, smart city resources may be dispersed more 
effectively between devices.

4.3. CONSTRAINT MITIGATION COMPARISON

The constraint mitigation is enhanced in this work; 
if device failure is detected, then the computation 
process is developed to detect whether the device is 
active or not. Resource management is developed in 
this IoT based on device activation, which provides 
service-based demands. The device failure occurs and 
observes whether any resource allocation is occurring. 
In terms of this method, the levels of observation take 
place for the constraint mitigation, and it is equated as 
d0*((θ+cr)/(∑(w')(lp+sc ))) and shown in Fig. 7 (a) and (b). 
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Fig 7 (b). Constraint Mitigation for Energy and Resources against Sharing Interval Time(s)

Fig. 7 (a) and (b) explain how to reduce limitations 
caused by various devices and sharing intervals. The 
suggested solution employs LRT to adapt resource 
management on the flight. 

4.4. ALLOCATION FAILURE COMPARISON

The allocation failure is due to the device failure, and a 
response is given to the identification method. This pro-
cessing case was developed for resource allocation and 
is based on the levels of observation. From these levels, 
the training is processed and meets the demands of ex-

amination in resource management. From this manage-
ment system, the n-number of devices is associated with 
energy consumption, and depletion is detected in this 
reinforcement learning. The learning estimates and de-
livers the smart city application for the high energy in 
this processing step. The active resource is forwarded 
to the end device that requests the resource, and it is 
termed concerted resource allocation or independent 
resource management. The level of interconnection is 
formulated as {af-lp}+((ap*g')/(α*oc))-it, from the process-
ing intervals and examines the device failure Fig. 8 (a) 
and (b).

Fig. 8 (a). Allocation Failure for #Devices Fig. 8 (b). Allocation Failure for Sharing Interval Time

Fig. 8 (a) and (b) explored the proposed LRT to solve 
allocation failure by anticipating and controlling re-
source requirements across devices and sharing dura-
tions. In the event of a failure caused by inadequate 
resources or high energy use, it identifies this immedi-
ately and modifies allocations appropriately. 

4.5. ALLOCATION WAIT TIME COMPARISON

In Fig. 9 (a) and (b), allocation wait time is reduced 
in this process, where energy depletion and allocation 
failure occur. Here, demand estimation is performed 
to detect the interruption of the session. The levels of 
interconnection are processed for resource allocation 
where the satisfaction of the demands. The service to 

the smart city is deployed in the IoT device and de-
tects depletion and allocation failure. In this process-
ing step, the incorporative state is used to identify the 
consuming sharing intervals, and it is represented as 
[(a_p+(i_p*p_a ))]. The training in the levels of inter-
connection is used to state the independent or con-
certed resource allocation in which the demands are 
satisfied. This allocation wait time is decreased if the 
active resource is forwarded to the requested device. 
Incorporating energy consumption provides an alter-
native allocation where demands are identified based 
on this computation process. Here, it states the device 
failure and reduces the waiting time. The wait time is 
observed, and the smart city application is provided 
with better resource forwarding.
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Fig. 9 (a). Allocation Failure for # Devices Fig. 9 (b). Allocation Failure Sharing Interval Time

Fig. 9 (a) and (b) deliberated that the suggested tech-
nique uses patterns of device activity and sharing in-
tervals to forecast resource demands and allocate them 
using LRT, reducing allocation wait time.

Table 2. Execution Time for Different Devices

MODDA TPRUDF MJOM CRM-LRT
20 0.418 0.324 0.554 0.326

40 0.581 0.538 0.464 0.526

60 0.524 0.479 0.656 0.313

80 0.289 0.335 0.614 0.346

100 0.656 0.417 0.452 0.323

120 0.549 0.584 0.413 0.419

140 0.442 0.611 0.804 0.333

160 0.534 0.643 0.721 0.526

180 0.554 0.698 0.821 0.418

200 0.587 0.624 0.522 0.581

220 0.602 0.587 0.513 0.524

240 0.624 0.673 0.818 0.326

The Leveled Reinforcement Training (LRT) approach, 
which the suggested CRM method employs to opti-
mize resource allocation in response to changing ser-
vice needs and device statuses in real-time, improves 
execution time. In contrast to more conventional ap-
proaches, CRM anticipates and resolves device failures 
and high-cost, energy-intensive sharing periods. This 
proactive method expedites service execution by mini-
mizing delays caused by resource restrictions.

Table 3. Memory Usage for Different Devices

Number of Devices MODDA TPRUDF MJOM CRM-LRT

20 0.503 0.718 0.599 0.478

40 0.51 0.704 0.587 0.464

60 0.529 0.69 0.566 0.45

80 0.532 0.68 0.559 0.44

100 0.548 0.678 0.543 0.438

120 0.555 0.658 0.532 0.428

140 0.562 0.647 0.522 0.417

160 0.577 0.639 0.50 0.409

180 0.587 0.625 0.491 0.395

200 0.593 0.605 0.481 0.386

220 0.553 0.625 0.491 0.395

240 0.544 0.605 0.481 0.386

The suggested CRM technique decreases memory 
utilization by enhancing resource management via re-
inforcement learning and selective allocation. Instead 
of continuously storing and processing data for all smart 
city devices and services, the CRM technique prioritizes 
data points with significant energy and cost consump-
tion. By recognizing and handling these crucial periods, 
the system may reduce the processing and storage 
of unnecessary or redundant data. Leveled Reinforce-
ment Training (LRT) also allows the approach to adjust 
resource allocation in real-time in reaction to demand, 
which might reduce the need to retain vast volumes of 
past data. Smart city applications benefit greatly from 
the system's enhanced speed and efficiency through 
memory management and selective data processing.

Table 4. Performance of the Study

Number 
of 

Devices

Energy 
Consumption

Resource 
Management

Waste 
Management

Decision 
Making

20 80.2 80.9 70.8 87.6

40 81.3 81.6 71.7 88.7

60 84.6 82.5 72.4 89.1

80 86.9 83.2 73.5 90.3

100 88.5 84.4 74.7 87.7

120 90.4 85.1 75.2 88.9

140 91.6 86.2 76.3 89.5

160 93.2 87 77.6 90.9

180 94.4 88.1 86.8 91.2

200 95.7 88.9 86.8 93.1

220 96.4 88.1 88.5 94.4

240 96.7 90.3 89.8 95.7

Table 4 shows the performance of the proposed 
study. Maintaining unrestricted service flow in a smart 
city (SC) setting is achieved by carefully managing re-
sources, including energy consumption and device 
performance. These services are often interrupted 
when resources are scarce, leading to increased energy 
consumption, slowed resource allocation, and broken 
devices. Attempts to control resources in SC systems 
using static thresholds or reactive strategies have failed 
miserably. An intermediate-sized smart city employs 
CRM-LRT to address these issues. Intelligent transpor-
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tation, smart waste management, and public safety ap-
plications are just a few of the urban systems enabled 
by IoT. These systems have difficulties allocating re-
sources because of fluctuations in device performance 
and energy consumption patterns, especially during 
high service demand. Issues with managing resources 
in the city's smart services were successfully managed 
by the CRM solution that was based on LRT. 

Implementation of CRM-LRT:

I. Following these phases, the CRM approach is im-
plemented throughout several city sectors:

II. The city's IoT sensors track energy use, response 
times to service requests, and device malfunctions. 
This data is analyzed using AI algorithms to com-
prehend cost-complex intervals and energy con-
sumption patterns.

III. LRT uses the data to determine when resources are 
most needed during critical service periods. The 
training is centered on allocating resources from 
energy depletion stages to device activity degrees. 
The predictions of the LRT model are used to pick 
devices with the best combination of energy effi-
ciency and availability.

IV. The LRT method employs a coordinated resource 
allocation, considering energy needs and device 
preparedness. By working together, we can de-
crease allocation failures and energy waste by 
letting the system dynamically assign resources 
based on real-time requests.

V. Management of Interruptions and Failures: The 
CRM system can identify instances when services 
are interrupted due to problems with devices or 
the distribution of resources. They were redistrib-
uting resources to devices actively using less en-
ergy, which guarantees that services will continue 
uninterrupted.

The approach enhanced system performance, re-
duced energy consumption, and expanded scalability 
of SC applications by dynamically distributing resourc-
es according to real-time data. Collaborative decision-
making for smart city resource management is shown 
in this scenario.

The performance assessment in Section 4 shows 
how effectively the suggested CRM system works, but 
a complete investigation of device counts and sharing 
intervals may reveal its true scalability. Given the grow-
ing number of connected devices, comparing results 
across different IoT device sizes is one approach to eval-
uate the strategy. This investigation may reveal the CRM 
technique's resilience under more rigorous resource al-
location and energy consumption testing. Testing the 
technique with different sharing intervals will reveal its 
flexibility to shift demand and performance in real-time, 
dynamic environments. Comparing the two shows the 
strategy's practical scalability; this may help determine 
its feasibility for larger smart city networks.
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5. CONCLUSION

This article introduced and discussed the performance 
of concerted resource management using leveled rein-
forcement learning for SC service constraint mitigation. 
This proposal considered the energy and resource allo-
cation constraints that are chained together in retarding 
SC resource management. First, the method identified 
the complex processing constraints based on energy to 
ensure high device availability. Computed with energy 
depletion and high energy utilization features, device 
availability and resource allocation failures are connect-
ed. This connectivity provides shared or re-allocated/
failure-less resource management for different SC appli-
cation services. The shared sessions are validated using 
complex constraints that remain unaddressed post the 
allocation. The concerted reinforcement learning was 
used to identify the allocation failures using the connec-
tivity between different levels in the resource manage-
ment process. Both constraints rely on different training 
inputs per energy and resource allocation conditions to 
improve the allocation rate. Under the varying devices, 
the following is observed: Improvements: 9.1% (Alloca-
tion Rate), 10% (Device Detection), 11.88% (Constraint 
Mitigation—Energy), 9.06% (Constraint Mitigation—Re-
source Allocation); Reduced: 8.01% (Allocation Failure), 
9.64% (Waiting Time). Potentially impassable difficulties 
with the proposed method include very dense IoT net-
work scalability and unexpected, rapid shifts in resource 
requirements. The scalability of the CRM technique 
might be studied further by testing it in various real-
world IoT scenarios and incorporating deep reinforce-
ment learning for increased adaptation. Improved per-
formance optimization and resilience in ever-expanding 
smart city applications can only be achieved using edge 
computing and beefing up security measures.
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