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Sensorless Generalized Average Modeling-
Based Control for the Resonant LC-DAB 
Converter

265

Original Scientific Paper

Abstract – The dual active bridge (DAB) converter is an efficient power conversion topology designed for applications that require 
bidirectional galvanic isolation and energy transfer. Among its various configurations, the resonant LC-DAB converter is notable 
for its ability to significantly reduce switching losses and enhance efficiency. While discrete-time control methodologies are widely 
employed for design and analysis of DAB converters, it is challenging to ensure performance stability during steady-state and 
transient operating modes. Furthermore, high-frequency and single point measurement of resonant LC-DAB possess challenge, as it 
may not reflect the behavior of resonant inductor current. To address these issues, a generalized average modeling-based approach 
is proposed, which minimizes output-side circulating current. This is achieved by aligning the output current with the secondary side 
converter's voltage. The proposed model eliminates the need for a current sensor and demonstrates low sensitivity during transient 
conditions. A two-stage control loop is utilized: an inner loop for current control and an outer loop with a PI controller for voltage 
control. The analysis and design procedure for the proposed control is detailed, followed by simulation and experimental results in 
order to demonstrate the effectiveness of the proposed method.
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1.  INTRODUCTION

The DC-DC converter is essential as an interface be-
tween different DC-bus levels. It has been utilized in 
many applications, such as automotive applications 
[1], PV applications [2], DC transmission systems [3], 
and DC microgrids [4]. DAB DC-DC converter offers the 
advantages of a high step-down conversion ratio, high 
power transfer efficiency, bidirectional power flow, 
and galvanic isolation between the input and output 
stages [5-7]. The mode in which the converter operates 
with the current aligned with the secondary side volt-

age is preferred in many power electronics converters, 
as it minimizes switching losses [8]-[10]. In this mode, 
the current through the inductor returns to zero at the 
end of each switching cycle, but it does not stay at zero 
for a long period. One of the main challenges in power 
conversion systems is handling fluctuations in input 
voltage and varying load operations. These factors can 
lead to output voltage ripple and instability in the DAB 
system [11-13]. To solve this problem, a control loop 
can be used to ensure stability and maintain dynamic 
performance. However, measuring high-frequency cur-
rent poses a challenge. Various authors in the existing 
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literature have proposed different methods for current 
measurement, including direct and indirect measure-
ment of current, and current sensorless control.

The first category for current measurement uses a 
high-frequency current sensor to measure the current 
in real-time. This approach was employed in a robust 
digital nonlinear control system based on asymmetric 
half-cycle modulation [14]. It features model-based 
predictive current control with a compensator using 
a geometric sequence-control algorithm. This system 
demonstrates a smooth transient response, but its prac-
tical application is limited due to the requirement of a 
high-bandwidth current sensor. Another approach, a 
digital predictive controller for single-phase shift mod-
ulation, is proposed in [15-17]. The controller tracks the 
current reference within a single switching cycle to en-
sure that the transient DC offset is removed from the 
transformer current. It provides inherent over-current 
protection for the transformer but requires midpoint 
current sampling, leading to design complexity.

The second category involves indirect current mea-
surement. In [18], the voltage across the extra input re-
sistor is used for a feedforward controller. It measures 
the DAB converter's average input current under single 
phase shift modulation by analog integrator. Although 
this method shows a good dynamic response, however 
it requires additional complicated hardware. Another 
technique uses a load-current estimating method un-
der a single-phase shift with switching-period delay 
compensation [19]. This method estimates the load 
current by measuring input and output voltage differ-
ences. The measurement noise is reduced by adopting 
the damping coefficient. However, this method in-
creases the control complexity due to the load current 
estimating and input voltage sampling processes.

In the third category, current-sensorless control, elim-
inates the need for a current sensor. A model predic-
tive control scheme under dual phase shift modulation 

without a current sensor can predict the output power 
in the following switching cycle [20]. It uses the devia-
tion between the reference voltage and input voltage. 
This method has low hardware cost and good dynamic 
performance. However, a sampling delay makes the 
feedback loop time constant large. Another paper pro-
poses a current sensor-reduction control with an ex-
tended state observer under dual-phase-shift modu-
lation [21]. The observed load current is directly used 
to predict phase-shift duty ratios after each switching 
cycle. This results in cost savings and increased reliabil-
ity. Additionally, the proposed method can eliminate 
the steady-state error of the output voltage. However, 
the observer's accuracy depends on the precision of 
the model parameters.

Table 1 presents a comparative summary of various 
current measurement techniques, highlighting their 
respective advantages and limitations. Direct current 
measurement can be accurate but has high cost and 
limited practical application. In contrast, indirect cur-
rent measurement tends to have a lower cost but may 
have implementation complexity. Sensorless current 
control offer elimination of sensors, which can reduce 
costs and simplify system design. Nevertheless, they 
often suffer from issues of accuracy.

Conventional converters typically utilize a pure in-
ductor for damping purposes. These converters offer 
simplicity in analysis but have high switching and RMS 
urrents, reducing efficiency [22, 23]. In contrast, the res-
onant DAB converter incorporates an inductor in series 
with a capacitor, forming a resonant tank that acts as 
the power impedance. This decreases the peak current 
and the transformer current's DC component, which 
enhances efficiency [24, 25]. However, its dynamic be-
havior can introduce significant stability challenges, 
necessitating the development of control strategies to 
mitigate oscillations and maintain performance across 
various operating conditions.

Table 1. Current measurement techniques comparison

Current measurement 
method Controller type Modulation 

technique Benefit Drawback Reference

Direct measurement Robust digital 
nonlinear control

Asymmetric half-cycle 
modulation

Smooth transient 
response Limited practical application [14]

Direct measurement Digital predictive 
controller Single phase shift Inherent overcurrent 

protection ability
Midpoint current sampling 

requirement, high cost [15]-[17]

Indirect current 
measurement Feedforward controller Single phase shift Good dynamic 

response
Additional complicated 
hardware requirement [18]

Indirect current 
measurement

Load-current 
estimating method Single phase shift Low measurement 

noise Control complexity [19]

Sensorless current 
control

Model predictive 
control Dual phase shift

Low hardware cost 
and good dynamic 

performance

Large feedback loop time, 
inaccuracy [20]

Sensorless current 
control

Sensor-reduction 
control with an 
extended state 

observer

Dual phase shift

Low-cost, good 
reliability, elimination 

of output voltage 
steady-state error

Accuracy dependence on the 
model parameters [21]

Different works performed control strategies for reso-
nant DAB converters. The paper [26] discusses phase 

shift compensation with unified boundary control for 
resonant LC-DAB based on triple-phase-shift modula-
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tion. It presents a steady-state analysis utilizing various 
modulation controls to minimize circulating current and 
enhance converter efficiency. However, it can work only 
at frequencies much higher than resonant frequency 
which may tend to higher switching losses. Another 
method uses frequency-domain analysis, representing 
current and voltage waveforms in a high-frequency link 
form [27]. This method accommodates variables related 
to multiple phase shifts. It can guarantee soft-switching 
operation, while minimizing the reactive power circulat-
ing between the bridges. However, it requires complex 
calculations to minimize reactive circulating power. The 
authors in [28] develop a small-signal model by extend-
ing the description function to predict the low-frequen-
cy behavior of the resonant LC-DAB. The model investi-
gates the effects of switching frequency and phase shift 
as control parameters, incorporating a compensator 
into the control loop to enhance the dynamic response 
of resonant converters. However, accurately detecting 
both phase and gain relationships incurs high hardware 
costs and significant computational time. 

Additionally, previous research primarily focused on 
adjusting the duty cycle, which becomes less effective 
when operating near the resonant frequency. These 
methods typically require the switching frequency to 
be at least 20% higher than the resonant frequency 
in order to function correctly [29]. Furthermore, it is 
observed that a significant portion of the existing lit-
erature has primarily employed discrete-time steady-
state models, which can complicate the analysis and 
evaluation of a system's overall effectiveness. In con-
trast, using a continuous-time model facilitates a 
more straightforward evaluation of system behavior. 
The resonant LC-DAB model can be obtained through 
generalized average modeling (GAM) which provides 
continuous-time representations of AC state variables 
by utilizing complex Fourier coefficients [30, 31]. This 
approach provides a balanced trade-off between com-
plexity and accuracy, enabling the ability of both zero 
current switching and zero voltage switching.

By considering the limitations discussed in prior re-
search, the key contributions of this study, therefore are:

1. The GAM-based control has been proposed to ef-
fectively minimize circulating current on the out-
put side by ensuring that the output current phase 
is aligned with the voltage of the secondary side 
converter.

2. By aligning the output current with the voltage, 
the model significantly reduces the current during 
switching, which enhances overall converter effi-
ciency.

3. The model uses a sensorless control approach with 
continuous time representation. It allows for a 
more straightforward assessment of system behav-
ior under varying conditions, eliminating the need 
for physical sensors that can introduce complexity 
and potential points of failure. The model has been 
verified through analysis and simulation.

The remainder of this paper is organized as follows. 
Section 2 presents the operation principle and GAM 
analysis of the resonant LC-DAB converter. Section 3 
details the proposed control methodology, including 
inner and outer loop control. Section 4 presents the 
simulation and experimental results in detail with a 
comparison of the previous discussed method and pro-
posed method. Finally, Section 5 concludes the paper.

2. STRUCTURE AND BASICS OF PROPOSED 
CONVERTER SYSTEM

2.1. CONVERTER TOPOLOGY

Fig. 1 shows a schematic of a resonant DAB converter. 
It consists of two full bridges on the primary and sec-
ondary sides, resonant inductance L, resonant capaci-
tor C, and a high-frequency transformer characterized 
by a turn’s ratio n. The full bridges consist of eight MOS-
FETs S1−S8 with antiparallel diodes D1−D8. The terms 
Ci, Co, Ro, are the input, output capacitors, output resis-
tance respectively. Vin, Vout, iout, vAB, vCD, ir, vLC are input 
voltage, output voltage, output current, primary side 
voltage, secondary side voltage, inductor current, and 
LC-tank voltage, respectively.

Fig. 1. Single-stage resonant LC-DAB
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Fig. 2 illustrates the operating waveforms of resonant 
LC-DAB with output-aligned current. In stages 1 and 2, 
the inductor current is positive, conversely, in stages 3 
and 4, the inductor current is negative. At time t2, the 
current approaches zero, allowing for ZCS to be achieved 
which leads to reduced switching losses. The normalized 
phase shift between leading and lagging leg of primary 
side is defined as d. The fundamental harmonic ap-
proximation is indicated by the dashed line. Notably, the 
phase shift between the resonant current and the first 
harmonic voltage of the secondary side is zero, while the 
phase shift between the resonant current and the first 
harmonic voltage of the primary side is represented as φ 
for illustration purpose. Both the duty cycle d and phase 
shift φ in a real implementation are smaller than those 
illustrated in the graph; however, they have been exag-
gerated for clearer understanding.

Fig. 2. Operating waveforms of the resonant LC-DAB

2.2. GENERALIZED AVERAGE MODELING

The GAM can formulate linear and time-invariant 
state equations. Throughout the analysis, τ represents 
the time referenced to the rising edge of s1. State vari-
able z(t) during the interval t - T ≤ τ ≤ can be expressed 
using Fourier series expansion as follows [30]: 

(1)

Where ω = 2πfs, ⟨z⟩k - coefficient of the kth harmonics, 
which is defined by

The transformer current is entirely AC in a DAB con-
verter, resulting in a significant ripple and a zero DC com-

ponent. To accurately represent the state variable aver-
ages in DAB converters, it is necessary to include multiple 
terms (k = 0 and k = ±1) in the Fourier expansion.

The product of 0th-order coefficient terms is

(2)

⟨mn⟩0=⟨m⟩0 ⟨n⟩0+2(⟨m⟩1R ⟨n⟩1R+⟨m⟩1I ⟨n⟩1I). (3)
The 1st-order coefficient terms of two terms are

⟨mn⟩1R=⟨m⟩0 ⟨n⟩1R+⟨m⟩1R ⟨n⟩0,
⟨mn⟩1I=⟨m⟩0 ⟨n⟩1I+⟨m⟩1I ⟨n⟩0.

(4)

(5)

Where the lower indexes “R” and “I” represent the real 
and the imaginary parts of a complex number, respec-
tively.

According to the graph in Fig. 2, the phase shift 
between the primary and secondary side legs is con-
sidered to be equal to zero, with the output voltage 
aligned with the leading leg of the secondary side. 
The 0th-order coefficients of and s2 (τ) are zero due to 
a fixed 50% duty ratio. The switching function s1 (τ) of 
input side voltage has three states (1, 0, -1) and it can 
be defined as: 

(6)

Similarly, the output side switching function s2 (τ) has 
two states (1, -1) and can be represented as:

(7)

For output-aligned current, the 1st-order coefficients 
of primary and secondary side switching functions are 
obtained from the Fourier series expansion of the sig-
nal, derived in Eqs. (1)—(3), (6)—(7):

(8)

Using GAM and derived switching function (8), a 
large signal model for resonant DAB converter can be 
obtained [31]: 

(9)

(10)
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Where ⟨is (τ)⟩1R, ⟨is (τ)⟩1I are the 1st-order of real and 
imaginary parts of series inductance current; ⟨v0 (τ)⟩0 is 
the 0th-order of output voltage; ⟨vs (τ)⟩1R, ⟨vs (τ)⟩1I are 
the 1st-order real and imaginary parts of resonant ca-
pacitor voltage.

The current on the output side can only have two 
states: 1) the iout when transistors S6 and S7 are OFF; 
and 2) the -iout when transistors are S5 and S8 OFF. 
Therefore,

(14)

(15)

3.  PROPOSED CONTROL METHODOLOGY

3.1. OUTPUT-ALIGNED CONTROL METHOD

Existing research employed discrete-time modeling 
and steady-state analysis for zero voltage switching 
(ZVS) and zero current switching (ZCS) [17, 32]. Howev-
er, the solutions derived were overly complex and not 
directly applicable to microcontrollers. To address this, 
the researchers made approximations that are only ef-
fective at high frequencies. Additionally, the stability 
and sensitivity of ZVS and ZCS during transients have 
not been guaranteed or thoroughly analyzed. While 
these methods may perform well under steady-state 
conditions, they do not necessarily ensure ZVS and ZCS 
during transient.

According to (7), the secondary side switching func-
tion is aligned with the leading leg, causing the funda-
mental component to be oriented along the imaginary 
axis. For optimal performance, the inductive current 
should mainly consist of an active component with a 
minimum reactive component, as it does not contrib-
ute to energy transfer. To achieve ZVS and ZCS, the in-
ductive current should predominantly feature an imag-
inary component with a minimized real part.

The duty cycle dcan be calculated differently depend-
ing on load conditions in the output-aligned current 
mode. Nevertheless, the proposed implementation has 
been approximated using the Taylor approximation [8]:

(16)(11)

(12)

(13)

Only the 0th-order coefficient of output current is 
considered, as both are DC components. Therefore, by 
applying Fourier expansion in (3), the 0th-order coef-
ficient of output current can be found:

Iref is the desired output current value during steady-
state for the proposed controller design. Therefore,

(17)

Output-aligned current mode can be achieved using 
the following constraints:

 1) output current is following Iref ; 2) real part of in-
ductance current is equal to zero ⟨is (τ)⟩1R = 0; and (3) 
imaginary part of voltage is close to zero ⟨vs (τ)⟩1I≈0 
(due to small series resistance of LC-tank). 

Therefore, during steady-state, it should satisfy equa-
tions derived using Eqs. (9), (13), (17):

(18)

(19)

(20)

From these equations, the frequency can be found:

with coefficients,

(21)

(22)

3.2. SENSORLESS CURRENT CONTROL

The proposed current control diagram of the con-
verter is illustrated in Fig. 3. 

Fig. 3. Proposed current control diagram of the 
converter

The duty cycle is calculated by dividing the measured 
output voltage by the input voltage, as derived in (16). 
Switching frequency fs is calculated by frequency cal-
culation block, as described in (21), which is a function 
depending on the reference output current Iref and the 
duty ratio d:

(23)
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By processing these inputs, the resonant LC-DAB 
converter block, which utilizes the GAM calculation, 
determines output current, as described in (9)—(13):

(24)

(25)

Where, 

[(⟨is (τ)⟩1R ⟨is (τ)⟩1I ⟨v0 (τ)⟩0 ⟨vs (τ)⟩1R ⟨vs (τ)⟩1I)]
T.

3.3. SMALL-SIGNAL MODEL

To design controllers and analyze stability for power 
converters, it is essential to obtain the small-signal con-
trol-to-output transfer function. This function shows 
the converter's dynamic response to small perturba-
tions in the control signal. 

The small signal model can be derived by perturbing 
the system in Eqs. (9)—(13) around steady-state values. 
The deviations of the state variables are expressed as 
follows:

(26)

The variables in capital letter X denote the steady-
state values, the large-signal states are defined by the 
variables in lowercase letters x and the perturbations 
are represented by the Δx variables.

Steady-state values can be derived by solving:

(27)

Then, the small-signal model can be found by per-
turbation around steady-state value and have the form:

(28)

(29)

Where expressions of matrices  are given in the Ap-
pendix A.1.

The control-to-output transfer function can be ob-
tained using:

(30)

3.4. VOLTAGE CONTROLLER DESIGN

A two-step controller can be implemented to ad-
dress the issue of voltage regulation. The inner loop 
consists of a previously discussed current control loop, 
while the outer loop utilizes a PI controller, which is 
elaborated in this section. The analysis is performed us-
ing the small-signal method.

Fig. 4. Small signal closed-loop control diagram of 
the converter with PI controller

As depicted in Fig. 4, the PI controller is implemented 
between the GAM and frequency calculation block. GC (s) 
and Gs (s) represents the transfer function of the control-
ler and the converter, respectively. The measured output 
voltage Vout is subtracted from the desired output volt-
age Vref. Then, the error signal is fed into a PI controller, 
which is implemented in closed-loop control.

The PI controller block determines the reference cur-
rent as follows:

(31)

Where Kp and Ki are the proportional and integral co-
efficients of the PI controller, respectively. 

The PI controller is used for voltage regulation. Com-
bining the PI controller with an inner current loop re-
duces circulating reactive current during transients 
and provides alignment with secondary side voltage in 
most cases. The design and simulation results support-
ing these are presented in Section 5. 

4. SIMULATION AND EXPERIMENTAL RESULTS

The converter with the proposed control has been im-
plemented in MATLAB/Simulink. The main parameters 
used for converter simulation are given in Table 2. In the 
actual system, the input voltage is 400V, and the turn ra-
tio n equals 3:1. However, for design simplicity, an input 
voltage of 30V and a turn ratio of 1:1 have been used.

Table 2. Simulation parameters

Parameter Symbol Value
Input voltage Vin 35 V

Output voltage Vout 20 V

Turn ratio n 1:1

Resonant inductance Lr 7.5 uF

Resonant capacitor Cr 15 uF

4.1. EVALUATION OF SENSORLESS 
 CURRENT CONTROL

Evaluating performance and sensitivity under volt-
age, circuit parameters, and reference current varia-
tions helps analyze the proposed model's effectiveness.

To compare how changes in output voltage impact 
output aligned current, waveforms on secondary side 
voltage and resonant current for different output volt-
ages can be analyzed. Vout is set to be equal (15; 20; 25) 
V at Iref = 50A. According to Fig. 5, it can be seen that 
the current is equal to zero at the beginning and the 
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end of each switching cycle when Vout =15V and 20V, 
ensuring ZVS and ZCS. When Vout =25V, the current has 
shifted due to the frequency approaching the resonant 
frequency, resulting in inaccuracies.

(a)

(b)

(c)

Fig. 5. Steady-state waveforms of the converter with 
proposed control technique @Iref = 50A (a) Vout =15V 

(b) Vout =20V (c) Vout =25V

To demonstrate the dependence of alignment on 
parameter variation, the steady-state waveforms of the 
circuit when the resonant capacitor is adjusted to be 
10% higher and 10% lower than the actual capacitance 
Cr at constant values of Iref = 50A and Vout = 20V are ob-

tained (Fig. 6). The results indicate that a 10% variation 
in capacitor value does not affect the ZVS and ZCS char-
acteristics. Similarly, the steady-state waveforms when 
the resonant inductance is adjusted by 10% above and 
below the actual inductance Lr are also shown in Fig. 
7. It demonstrates that change in inductance value re-
sults in a 2% variation in peak inductance current, with 
minimal effect on ZVS and ZCS characteristics.

(a)

Fig. 6. Steady-state waveforms of the converter 
with proposed control technique @Iref = 50A, Vout = 

20V (a) 1.1 Cr (b) 0.9 Cr

(b)

(a)
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(b)

Fig. 7. Steady-state waveforms of the converter with 
proposed control technique @Iref = 50A Vout =20V (a) 1.1 
Lr (b) 0.9 Lr

Reference current perturbation may affect output 
current alignment with output voltage. When the cur-
rent is leading, the output current is greater than zero. 
In contrast, when the current is lagging, the output will 
drop below zero. The frequency response of the current 
control loop has a bandwidth of approximately 4 kHz. 
To understand the circuit's behavior near this point, the 
reference current was perturbed with a sine signal of 4 
kHz and an amplitude of 3 A. The steady-state response 
of the output current under these conditions is shown in 
Fig. 8. The perturbations cause the current to fall below 
zero at the zero crossing, indicating that the inductance 
current is lagging. In the worst case, the power factor 
is 0.97 and in the best case, it is 0.99. However, this dif-
ference may not be visible in the simulation waveforms 
due to the small angle between the voltage and current. 
To better demonstrate the efficiency of the proposed 
system, switching and conduction losses are calculated.

Fig. 8. Steady-state response of output current with 
reference current perturbation

ZVS switching occurs only on primary side lagging 
leg and its switching loss correspond to the internal ca-
pacitance Cint, current flowing during switching Iturn-off, 
switching frequency fs, input voltage Vin and fall time  
toff. Therefore, ZVS switching loss [33]:

(33)

ZCS switching losses occurs due to discharging of 
the parallel parasitic body capacitance of the transis-
tors. It depends on internal capacitance Cint, switching 
frequency fs, transistor voltages before turn-on which 
is equal to input voltage Vin for primary side losses and 
Vout for secondary side losses. Therefore, the loss during 
ZCS switching on primary side can be calculated as:

(34)

Similarly, the loss during ZCS switching on secondary side:

(35)

Total switching losses for circuit includes 2 ZVS and 2 
ZCS switching on primary side, and 2 ZCS switching on 
secondary side. Therefore, total switching losses:

(36)

These losses are calculated using parameters from 
the datasheets for both the primary side transistors 
INN100FQ025A [34] and secondary side transistors 
INN650TA030AH [35]. Fig. 9 illustrates the losses associ-
ated with the proposed strategy across various output 
currents while maintaining a steady output voltage of 
20 V. The overall percentage of switching losses tends to 
be lower when the current is increased. Although higher 
current increases ZVS switching losses, it also leads to 
decreased switching frequency, which reduces both 
ZVS and ZCS switching losses. Additionally, conduction 
losses increase with current. Therefore, switching losses 
decrease with higher current. Overall, the losses remain 
below 8 W within the specified operational range, illus-
trating the efficient performance of the proposed mod-
ulation strategy across different operating conditions.

(32)

Fig. 9. Loss breakdown under output aligned 
current mode for different output current at output 

voltage of 20 V
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4.2. EVALUATION OF CLOSED-LOOP 
 VOLTAGE CONTROL

To evaluate outer loop voltage control, the frequency 
response characteristics of the current control loop with 
and without the outer loop can be analyzed. To achieve 
dynamic performance and stability, the gain and phase 
margins are set equal to 25 dB and 15°, respectively. Thus, 
using PI controller parameters from Table 2, the outer loop 
control satisfies targeted gain and phase margins, and it 
can be validated through the bode plot given in Fig. 10. 
Converter characteristics during a transient under load 
current step change of 10 A is shown in Fig. 11. Output 
current and voltage waveforms are smoothly adjusted to 
their new steady-state values. 

Fig. 10. Frequency response characteristics @ =50A 
without and with the outer loop

Fig. 11. Converter characteristics during transient 
under load current step change of 10A

Overall, analysis and simulation results represent that 
the proposed model provides current alignment with 
output voltage not only during steady-state but also 
during transients and parameter variation. The model 
performs satisfactorily even with frequency perturba-
tions of up to approximately 4 kHz. 

4.3. COMPARISON WITH EXISTING METHOD

A few papers have proposed a control technique for 
output-aligned current for resonant LC-DAB.

 In this paper, the discrete-time technique has been 
implemented. This approach [8] is compared with the 
proposed method. This converter's parameters for 
open-loop modulation (phase shift ratio d and period 
T) can be determined using the reference output cur-
rent Iref, along with the input voltage Vin, and output 
voltage Vout, the resonant angle frequency ωr. This 
method measures the resonant capacitor voltage over 
half of a sequence to facilitate accurate current calcula-
tions. The time t2 is defined as half of the modulation 
period, while t1 can be calculated using:

With coefficients:

(37)

(38)

The duty cycle can be derived using (16), and the 
switching frequency can be derived as follows:

(39)

Fig. 12. Frequency response characteristics of real 
and imaginary parts of inductance current for two 

methods @Iref =50A

Fig. 12 illustrates the frequency response of the real 
and imaginary parts of the inductor current using two 
methods. The existing model demonstrates a wider 
bandwidth range. However, the proposed method has 
better damping of the real part of the current over a 
wide range of frequencies, nearly up to 4 kHz. The pro-
posed method has stable sensitivity close to the op-
erating point, which minimizes the circulating output 
current even during transition. Fig. 13 shows the de-
pendence of current on switching frequency between 
the previously established technique and the proposed 
method. The proposed model has lower switching fre-
quencies for almost all current values, reducing switch-
ing and resistive losses.
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Fig. 13. Dependence of frequency on reference 
output current for two methods

In comparison with other works, the proposed tech-
nique has benefit of ability to work near resonant fre-
quency which can further minimize switching losses. 
For instance, unified boundary control for resonant 
LC-DAB [26] can help to enhance converter efficiency 
by minimizing circulating current. However, it can 
work only at frequencies much higher than resonant 
frequency which may tend to higher switching losses. 
Another benefit of the proposed method is low cost 
and low complexity. In contrast, model with beat fre-
quency dynamics [28] requires complex calculations to 
perform efficiently but has good performance in a wide 
frequency range. Moreover, the proposed model does 
not require the need of high frequency current mea-
surement, as it is required by robust digital nonlinear 
controller [14]. While this controller can provide good 
dynamic performance with smooth transient response, 
it can only work with non-resonant DAB converter and 
requires high-frequency current measurement with 
complex calculations. As can be seen from extensive 
simulation, the proposed design also exhibits strong 
robustness, consistently maintaining current align-
ment with output voltage during steady-state condi-
tions, transients, and parameter variations. In contrast, 
the accuracy of the method discussed in paper [21] 
relies on the model parameters, but it demonstrates 
good accuracy without the need for a PI-controller 
when the parameters are known.

Therefore, the proposed model is valuable for en-
hancing the dynamic performance of the resonant 
LC-DAB converter. It performs well under parameter 
variations, minimizes losses, effectively operates in the 
presence of a resonant circuit, and has low-cost with 
simple calculations.

4.4. EXPERIMENTAL RESULTS

The prototype of the LC-DAB was built and tested to 
demonstrate the effectiveness of the proposed model 
(fig. 14). The converter comprises four main components: 
the control PCB, the low-voltage side power PCB, the 

high-voltage side power PCB, and a high-frequency trans-
former. The prototype was built on a printed board by us-
ing GANFET (INN100FQ025A) on the input side and GAN-
FET (INN650TA030AH) on the output side. The control 
PCB utilizes a DSP (TMS320F28374D) alongside an FPGA 
(EPM570T100I). These three PCBs are interconnected 
through connectors in a sandwich configuration to facili-
tate PWM signal transmission. Both the DC and AC sides 
feature pads for transformer connections, positioned be-
tween the power and control boards to optimize space 
and enable easy replacement and inspection of all PCBs.

Fig. 14. Experimental setup

Fig. 15 depicts the experimental steady-state wave-
forms of primary and secondary side voltage and in-
ductance current with proposed control technique at 
Iref= 10A, Vin= 35V for output voltages Vout= 15V, Vout= 
20V, Vout=30V. It represents alignment of output current 
with secondary side voltage even at frequencies near 
resonant. This shows the feasibility of proposed control 
technique.

(a)

(b)
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(c)

Fig. 15. Steady-state waveforms of the converter 
with proposed control technique @Iref = 10A Vin = 

35V (a) Vout =15V (b) Vout=20V (b) Vout=30V

5. CONCLUSION

This work presents a model for the resonant LC-DAB 
with output-aligned current. The GAM method repre-
sents the model of the converter in a continuous form, 
making analysis more straightforward. This model em-
ploys a two-stage control loop: an inner loop for current 
control and an outer loop utilizing a PI controller for volt-
age control. This approach helps to minimize circulating 
current during switching at the output side of the con-
verter. Moreover, the analysis and design process for the 
proposed control strategy is discussed, and the corre-
sponding simulation studies are conducted in the MAT-
LAB/Simulink environment along with experimental re-
sults are presented in order to validate the effectiveness 
of this scheme. The obtained results show that not only 
the proposed method provides a promising solution for 
improving the dynamic performance of DAB converters, 
but it also helps to analyze the converter’s behavior in 
output-aligned current mode.

6. APPENDIX

A. 1
The matrices A, B, q of small-signal model, derived in 

(28)-(29) are listed in the following. 

q=[(0 0 1 0 0)];

With coefficients:
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Abstract – Numerous studies on EEG signals have revealed differences in brain activity patterns between males and females. 
However, these differences aren't always consistent or significant, as they can be affected by factors like age, task engagement, and 
specifics of EEG measurements. In our research, we introduce a new approach to detect gender called 'Stream-based Identification 
of Gender using Noninvasive Electroencephalographic Technology. We employed this technique to investigate how male and female 
brains respond differently during video streaming tasks with the aim of exploring functional disparities between them. This study 
aims to advance our understanding of gender-specific brain responses. We used data collected in our previous research from 122 
volunteers (85 male, 37 female). Utilizing a deep learning (DL) approach allowed us to achieve 99% accuracy in gender identification. 
The applications of our model extend to various fields, including advertisements, multi-level security systems, and healthcare, 
showcasing the potential of advanced machine learning techniques in neuroscientific research.
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1.  INTRODUCTION

Exploring gender differences can yield crucial in-
sights across diverse fields, including healthcare, 
cognitive science, education, and sociology. Here are 
several reasons why identifying and understanding 
gender differences is important.  

Health and Medicine - Men and women respond 
differently to medications due to their unique biol-
ogy [1]. Understanding these differences helps doc-

tors provide better treatments, improving results and 
reducing side effects. Diseases like heart disease may 
show different symptoms in men and women, so re-
search helps doctors diagnose and treat them more 
effectively for each sex. 

Technology and AI - Biometric technologies like fa-
cial recognition and voice ID work by analyzing physi-
cal traits that vary between sexes [2]. Understanding 
these differences makes the systems more secure and 
user-friendly. Designing technology that considers 
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gender differences can improve user satisfaction by 
accounting for physical and behavioral preferences. 

Education and Workplace - Males and females often 
have different learning styles [3]. Adapting teaching 
to these differences can improve learning. In work-
places, men and women may face unequal opportuni-
ties for career growth and pay. Research helps address 
these issues by promoting policies like diversity train-
ing and flexible work option. 

Social Understanding and Policy - Studying gender 
differences helps challenge stereotypes and shows 
how gender influences behavior and roles in society 
[4]. This leads to greater respect and acceptance of di-
verse gender identities. 

Understanding these differences helps create more 
inclusive and effective practices that benefit all indi-
viduals, regardless of gender. There are three main 
approaches to identifying gender or sex differences:

Biological Methods: Genetic Testing, analyzing DNA 
to determine sex chromosomes or genetic variations 
related to biological sex. Hormonal Analysis, measur-
ing hormone levels to understand physiological dif-
ferences between sexes. Physical Examination, assess-
ing anatomical features and secondary sexual charac-
teristics to determine biological sex.

Behavioral and Psychological Methods: Self-Report, 
individuals self-identifying their gender through sur-
veys, interviews, or questionnaires based on their 
internal sense of identity. Psychological Assessment, 
evaluating gender identity, expression, and related 
behaviors through psychological tests or clinical eval-
uations.

Technological and Computational Methods: Biomet-
ric Analysis, using biometric data (e.g., facial recogni-
tion, voice patterns) to infer gender based on physical 
characteristics. Machine Learning Algorithms, train-
ing algorithms on datasets containing biometric or 
behavioral data to predict or classify gender.

Biometric data that can identify sex or gender dif-
ferences typically include physiological, anatomical, 
and sometimes behavioral characteristics that differ 
between males and females. Here are some com-
mon types of biometric data used for sex or gender 
identification. Differences in facial structure, such 
as jawline, cheekbones, and distance between eyes, 
can be analyzed using facial recognition technology 
[5, 6]. Acoustic properties of speech, including pitch, 
frequency, and resonance, are used in voice analysis 
to distinguish between male and female voices [7, 
8]. While fingerprints themselves are not inherently 
gender-specific, certain patterns or ridge densities 
may correlate with biological sex [9]. Measurements 
of hand size, finger length ratios, and palm charac-
teristics can be analyzed to infer sex differences [10]. 
Unique patterns of blood vessels in the retina can 
be scanned and compared for differences between 

males and females [11]. Like retinal patterns, unique 
iris patterns can be scanned and compared for sex-
related differences [12]. Genetic markers, including 
those found on sex chromosomes can definitively 
determine biological sex [13]. Differences in walking 
patterns and movements can sometimes indicate 
gender-specific characteristics, though this is less 
commonly used compared to other biometric meth-
ods [14]. The shape and size of the ear, including the 
earlobe and inner ear structures, can be analyzed for 
gender identification [15]. 

Brain Structure: While not typically used in everyday 
biometric applications, differences in brain structure 
and function have been studied to understand gen-
der differences in cognition and behavior. Research 
has identified several differences in brain structure 
between genders, although these differences exist on 
a spectrum and can vary widely among individuals. 
Here are some key findings. 

On average, male brains are larger than female 
brains, with 8% to 13% more total volume [16]. Males 
generally have bigger cerebrum, cerebellum, amyg-
dala, and hippocampus. However, brain size doesn't 
determine intelligence or cognitive abilities. 

Females tend to have more grey matter compared 
to white matter than males [17]. Grey matter process-
es information, while white matter connects different 
brain regions.

There may be slight differences in the thickness and 
surface area of the cerebral cortex between males and 
females, which could affect cognitive abilities and 
emotional processing [18].

The hippocampus, key for memory, and the amyg-
dala, linked to emotions, can differ in size and connec-
tivity between males and females, possibly impacting 
learning and emotional regulation [19].

The corpus callosum, which connects the brain's 
two halves, tends to be larger in females [20]. Both 
genders show neuroplasticity, but this adaptability is 
influenced by hormones and life experiences.

Functional imaging shows differences in brain activ-
ity during tasks between males and females, reflect-
ing different cognitive strategies. While there are aver-
age differences in brain structure, individual variation 
is significant. Genetics, hormones, and experiences 
all contribute to these differences. Ongoing research 
aims to better understand these complexities.

In our study, we use Electroencephalograph (EEG) 
signals to identify gender differences, but there are 
many studies based on EEG data for various types of 
classification, such as emotion recognition [21], cog-
nitive load [22], sleep stages [23], mental disorders 
[24], motor imagery [25], attention level, fatigue de-
tection [26], seizure detection [27], speech imagery 
[28], drug effect [29], learning disabilities [30], pain 
detection [31],  and more. Determining gender from 
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EEG signals alone is not straightforward and generally 
not highly accurate. EEG records the electrical activ-
ity of the brain and reflects complex neural patterns 
associated with cognitive and physiological activities. 
While there are broad generalizations about gender 
differences in brain structure and function, EEG sig-
nals are typically used to study brain states, neural 
disorders, or cognitive function rather than to identify 
biological characteristics like gender. 

Research into gender differences in EEG has shown 
some variance between males and females in aspects 
such as amplitude and frequency of the brain waves. 
For instance, studies have suggested differences in the 
alpha wave frequency (a type of brain wave common-
ly associated with relaxation and lack of visual stim-

uli), with women generally showing higher frequen-
cies than men. However, these differences are often 
subtle and influenced by a range of factors including 
age, hormonal status, and health conditions. In Table 
1, a research review is shown on gender classification 
based on EEG signals using various methods.

The first section of this paper introduces the impor-
tance of gender classification and the different types 
of classification. Section 2 covers the data collection 
process, preprocessing, and presents some classifica-
tion techniques based on EEG characteristics. Section 
3 details our proposed deep learning method for gen-
der classification using video streaming data. Finally, 
Section 4 provides the conclusion.

Table 1. Methods and Findings of similar studies

Ref. Device Number of Electrodes and 
electrode placement  Participants Age

Hand 
preference, 
eyes open, 
eyes close

Stimuli Preprocess

32 EEG-4418, 
Nihon Kohden 18, (10-20) 40 (20 males) 19-26 Right-

handed, EC
Rest and During Photic 

Stimulation
Bandpass filter 

0.3-60 Hz

33 Brain-tronics 30, (15% extending, distance 
to 5% anterior of Fz) 20 (10 males) mean 

24.5
Right-

handed, EO
Visual based anagram and 

mental arithmetic tasks
Bandpass filter 

1–30 Hz

34 Nihon Kohden 19, (10-20) 30 (15 males) 20-30 Right-
handed, EO

Mental rotation task 
Shepard-figures. Bandpass filter

35
EEG-16 S, 
Medikor, 
Hungary

16, (10-20) 30 (15 males) 19-23 Right-
handed, EC

Listening test tapes and 
memorize words

Bandpass filter 
between 0.3-

30 Hz

36 Quick-Cap 19, (10-20) 76 (38 males) mean 21 Right-
handed, EO

Emotional intelligence test 
WAIS-R and MSCEIT

Bandpass filter 
0.15–50.0 Hz

37 Electrical 
Geodesics 128, (geodesic sensor net) 114 (54 males) 18-30 Right-

handed, EO
Eriksen Flanker Task with 
arrow stimuli presented

Low-pass filtered 
at 30 Hz

38 BrainAmp 
Standard 37, (10-20) 27 (13 males) mean 

24.6
Right-

handed
Spatial navigation in virtual 

environments 0.5 -50 Hz filter.

39 PSYLAB 6, (Pseudo-unipolar 
recordings were acquired) 42 (21 males) 20-29 EO, EC Visual and motion-onset 

stimulation
Frequency band 

of 0.3-100

40 Australian EEG 
Database 23, (10-20) 40 (20 males) 19-69 EO, EC Resting state 1 -30 Hz filter.

41 Emotiv Epoc 14, (10-20) 60 (35 males)  6-55 EC Resting position DWT

42 Neuroscan 30, (10-20) 28 (13 males) 18-30 EO, EC Resting conditions Bandpass filter 
0.15–45 Hz

43 Emotiv Epoc 14, (10-20) 60 (35 males)  6-55 EC Resting position DWT

44
Biosemi 

ActiveTwo 
system

32, (10-20) 32 (16 males) 19-37 EO Watching the audiovisual 
clips,

Bandpass filter 
4-45 Hz

45 EEGLab 
MATLAB 19, (10-20) 134 (41 males) mean 46 EC

The patients received 4 
weeks of antidepressant 

treatment. Acoustic stimuli
PREP pipeline

46 Geodesics 
system 64, (Geodesics system) 61 (30 males) mean 

12.48 EC Sleep condition
Bandpass filtered 

signal from the 
Hilbert transform

47 Emotiv Epoc 14, (10-20) 10 (6 males)  22.6 ± 
2.75 EO Short video clips with audio Bandpass filter 

0.5–64 Hz

48 Neuroscan 
Synamps2 30, (10-20) 80 (40 males) 18-26

Right-
handed, EO, 

EC
Resting conditions DFT

49 USBamp, 
Austria 16, (10-20) 20 (10 males) 22-30 Right-

handed, EO
Color and black/white 

stimuli
Bandpass filter 

0.1-50 Hz

50  Nicolet One 
EEG System 21, (10-20) 1140 (504 

males) 18-88 EC, EO

From clinical recordings 
and exhibited a mix of 
paradigms with resting 

states, stimuli, and so forth.

Bandpass filter 
1-40 Hz

51 BioSemi 
ActiveTwo 64, (10-20) 227 (145 males) 20-77 EC, EO Resting state Bandpass filter 

2-20 Hz
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2. DATA COLLECTION AND PREPROCESSING

In our study, we included students and teachers from 
the Mongolian University of Science and Technology as 
participants, with a total of 122 individuals comprising 
85 men and 37 women. Among them, 112 participants 
were aged between 17 and 23 years, while the remain-
ing 10 were aged between 25 and 54 years. This age 
distribution was considered when analyzing gender 
differences in EEG signals, as age related variations in 
brain activity could potentially influence the results. We 
controlled for age related variability by ensuring that the 
majority of participants were within a relatively narrow 
age range (17–23 years), reducing the impact of age on 
the observed gender differences. This approach allowed 
us to focus on the primary objective of investigating 
gender specific EEG patterns while accounting for po-
tential confounding effects of age. Furthermore, we en-
sured that age groups were balanced across genders to 
further minimize any potential bias in the results.

We acknowledge that the gender imbalance in our 
sample may affect the generalizability of our findings 
and that a more balanced gender representation could 
provide additional insights. The gender distribution in 
our study was primarily influenced by the availability 
and recruitment process of participants. Despite efforts 
to recruit a diverse sample, logistical constraints, such 
as the availability of volunteers and their willingness to 
participate, resulted in an unequal representation.

Although there was a gender imbalance, we imple-
mented measures to minimize bias in the analysis. For 

instance, data preprocessing, feature extraction, and 
modeling were conducted without gender based dis-
parities. Separate analyses were performed for male 
and female participants, revealing consistent trends in 
EEG features across both groups. These trends suggest 
that our findings reflect generalizable patterns. How-
ever, we recognize that the smaller female sample size 
may limit the detection of certain subtle gender spe-
cific differences.

To address this limitation, we plan to conduct follow 
up studies with a more balanced gender representation 
to validate and extend our findings. This will enable us 
to assess whether the observed patterns remain con-
sistent across a more representative population.

Before starting brain signal measurements, they filled 
out a questionnaire, and their psychological status was 
rated on a scale of 1 to 10. Psychological status will 
be used in further research to determine the individ-
ual's condition. Participants are allowed to move their 
heads, facial muscles, eyes, blink, mouth, hands, and 
make slight body movements. In this measurement, 
the participant sits in front of a screen and watches a 
120-second silent video featuring nature, cars, animals, 
and male and female actors, as shown in Figure 1 be-
low. The video has no sound and features a very color-
ful nature, with land and sea animals, and includes very 
famous male and female actors. In some scenes, such 
as those involving cars and motorcycles, rapid changes 
occur, including with female actors. The nature and ani-
mal scenes are relaxing. 

Fig. 1. Processes in the video

Testing was conducted using the Emotiv EpocX 
14-channel headset, where data was recorded at a reso-
lution of 16 bits and a sampling rate of 128 samples per 
second. In this study, electrodes (AF3, F7, F3, FC5, T7, 
P7, O1, O2, P8, T8, FC6, F4, F8, AF4, plus two additional 
CMS/DRL and P3/P4 electrodes) were placed accord-
ing to the 10-20 international standard on the scalp. All 
channels were retained for analysis without exclusion. 
Due to the unequal number of male and female partici-
pants, we balanced the groups with 37 women and 37 
randomly selected men. The training set consisted of 
31 women and 31 men, while the test set included the 
remaining 6 women and 19 men.

In all subsequent experiments, a bandpass filter 
ranging from 0.1 Hz to 40 Hz was applied to remove 
inherent noise from the EEG signal recordings, ensur-
ing improved signal clarity. Inconsistencies in gender 
differences in EEG signals were addressed through 

rigorous preprocessing, task standardization, and bal-
anced sampling. Participants performed a standard-
ized video streaming task under controlled conditions 
to minimize external influences such as noise and light. 
Data collection was conducted at similar times of day 
to account for circadian rhythms, and participants 
were screened for neurological conditions, fatigue, and 
medication use.

To ensure consistent task engagement, participants 
were provided with clear instructions and regular 
breaks to prevent fatigue during the EEG recording ses-
sions. Additionally, task engagement was monitored 
through behavioral observations and self-reports col-
lected after each session. While task engagement was 
not directly quantified, the experimental design was 
structured to maintain high and consistent levels of at-
tention among participants.
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Epochs containing artifacts were excluded from the 
analysis, and only high-quality EEG recordings with 
minimal artifacts were included. Equal sampling was 
ensured during training to mitigate gender imbalances 
in the dataset. 

We recorded brain signals from a 120-second video 
clip, and the total recording length was trimmed to 117 
seconds to standardize the data. Therefore, the size of 
one person's brain recording is 14 x 14976 data points 
(channels by 117 seconds * sampling rate). Afterwards, 
we computed the mean of brain recordings from all 

male participants and separately computed the mean 
of brain recordings from all female participants. This 
means that the resulting evoked object contains the 
averaged signal for each of the 14 channels over the 
specified time window. Based on previous studies, we 
employed Independent Component Analysis (ICA) to 
remove eye-related noise from each participant’s brain 
signal recordings. This method allows for the separa-
tion of eye movement artifacts from the desired brain 
signals, improving the quality of data analysis and in-
terpretation.

Fig. 2. Average EEG recordings of men's and women's brains

Fig. 3. Average EEG recordings of men's and women's after applying ICA
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As the last step in data preparation, we performed 
gender-specific signal normalization. This involved 
subtracting the average EEG signal of females (used to 
create a 'common pattern' for female-EEG) from each 
male participant's EEG data and subtracting the aver-
age EEG signal of males (used to create a 'common 
pattern' for male-EEG) from each female participant's 
EEG data. This procedure ensured that gender-specific 
differences in baseline EEG activity were minimized be-
fore further analysis.

When we subtract the average female EEG data from 
the first male participant's EEG data, the result high-
lights the differences between this specific male's EEG 
signals and the typical female EEG signals. For each 
channel and each time point, this difference signal 
shows how the first male's EEG data deviates from the 
average female EEG data. Positive values in the differ-
ence signal indicate that the first male's EEG activity 
at those points is higher than the average female EEG 
activity. Negative values indicate that the first male's 
EEG activity at those points is lower than the average 
female EEG activity. This result provides a relative com-
parison between the first male's EEG and the average 
female EEG. It can be used to study gender-related dif-
ferences in brain activity or to identify specific features 
that distinguish the first male's EEG pattern from the 

average pattern observed in females. By examining the 
difference signal, we can identify unique patterns or 
anomalies in the first male's EEG data compared to the 
average female EEG data. Our dataset comprises EEG 
data from male participants (37 subjects, 14 channels, 
14,976 time points) and female participants (37 sub-
jects, 14 channels, and 14,976 time points).

Before proceeding with classification, we performed 
wavelet transformation on the average EEG data sepa-
rately for male and female participants. This transfor-
mation was conducted to analyze EEG signals in both 
time and frequency domains, allowing us to detect 
and extract specific temporal and spectral features 
that might distinguish between genders. By applying 
wavelet transformation, we aimed to uncover nuanced 
variations in brain activity patterns across different fre-
quency bands and time intervals, thereby enhancing 
our ability to discern gender-specific neural signatures 
in the EEG recordings.

AF3 and AF4 electrodes are located on the left and 
right sides of the forehead, near the front, and are typi-
cally used to monitor activity in the prefrontal cortex, 
which is associated with higher cognitive functions 
and emotional regulation. EEG studies involving AF3 
often focus on attention, executive function, and emo-
tional processing.

Fig. 4. AF3 and AF4 electrodes in males and females

(a) - between 27 and 30 seconds, high frequencies 
become active at the AF3 electrode on the man's head. 
This coincides with the “text” appearing in the video we 
showed, which the participants may have focused on. 
(b) - car, nature and man and female actor was shown. 
(c) - in the video between 22 and 37 seconds, a male ac-
tor was shown, and there was activity observed at the 

female AF3 point. In AF4, there was activity in low fre-
quencies observed when both male and female actors 
were shown during the video stream.

F7 and F8 are located on the left and right sides of the 
head, in front of the ears, and are used to study brain 
activity related to language processing, emotional re-
sponses, and other cognitive functions.
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Fig. 5. F7 and F8 electrodes in males and females

(a) – The same high-frequency activity was observed 
in F7 when the “text” appeared in the video. (b) – a male 
actor was shown. (c) - male and female actors were 
shown in the video. In male F8, low-frequency activ-
ity was observed when the female actor was shown 
in the video. In female F8, low-frequency activity was 

observed when the male actor was shown in the video.

F3 and F4 are located on the left side of the head, in the 
frontal lobe, and they are used to study brain activity relat-
ed to cognitive functions such as attention, problem-solv-
ing, and motor control, as well as emotional processing.

Fig. 5.F3 and F4 electrodes in males and females

In both male and female F3 and F4, high frequencies 
were still observed when text appeared in the video. In 
low frequencies, there were activities shown in actors 

of the opposite gender. In female F4, activities were ob-
served in the frequency range between 4-12 Hz when 
the opposite gender appeared in the video.    
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FC5 and FC6 are located on the left side of the head, 
in the frontal-central region, and are used to study brain 

activity related to cognitive processes such as working 
memory, decision-making, and language production.

Fig. 7. FC5 and FC6 electrodes in males and females

In FC5 and FC6, elevated high-frequency activity was 
detected when text appeared in the video, whereas in-
creased low-frequency activity was noted when actors 
were shown in the video. T7 and T8 are actually located 

on the left and right sides of the head, respectively, in 
the temporal lobe. They are used to study brain activity 
related to auditory processing, language comprehen-
sion, and memory functions.

Fig. 8. T7 and T8 electrodes in males and females

In male T7, high-frequency activity can be observed 
when text appears in the video, whereas low-frequen-
cy activity is present at the start of the video. In female 
T8, there are also instances of high-frequency activity.

P7 and P8 are located on the left side of the head, in 
the parietal lobe, and are used to study brain activity 
related to sensory processing, spatial awareness, and 
attentional processes.
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 Fig. 9. P7 and P8 electrodes in males and females

In female P7, high-frequency activities are observed 
along with some lower frequency activities when ac-
tors are shown in the video. In both male and female 
P8, only one instance of low-frequency activity is ob-
served during the same time period.

O1 and O2 are actually located on the left and right 
sides of the head, respectively, in the occipital lobe. They 
are indeed used to study brain activity related to visual 
processing, including visual perception, attention to vi-
sual stimuli, and various aspects of visual cognition.

Fig. 10. O1 and O2 electrodes in males and females

In both male and female O1 and O2, there are numerous instances of high-frequency activities. Additionally, 
when actors appear, there are also occurrences of low-frequency activities. In this experiment, when a 2-second 
text appeared in a video, participants focused on reading it. As a result, high-frequency harmonics were observed 
on some channels at that moment. Additionally, female participants exhibited low-frequency activation each time 
a male actor appeared, a phenomenon also observed by male participants. Women may notice higher frequencies 
appearing more prominently in certain channels compared to men.



3. DEEP LEARNING METHOD FOR 
CLASSIFICATION

Before incorporating DL methods, we initially utilized 
the Power Spectral Density (PSD) analysis and the Com-
mon Spatial Pattern (CSP) algorithm in our research 
aimed at classifying gender based on EEG data. These 
methods were employed to extract pertinent features 
from EEG signals [52], which are crucial for accurate 

gender classification. Since the features we are interest-
ed in are related to frequency, our approach involves 
analyzing the power spectrum density of EEG signals. 
This method allows us to examine the distribution of 
signal power across different frequency bands, which 
is essential for extracting relevant features for gender 
classification. The figure below illustrates the power 
spectral changes of the AF3, AF4, and T7 channels re-
spectively for males and females. 

Fig. 11. AF3, AF4 and T7 channels PSD

First, we need to find a way to quantify the level of 
activity. We use the logarithm of variance of the sig-
nal within certain frequency bands as a feature for the 
classifier. The feature for the classifier will be the loga-

rithm of the variance of each channel. This will yield a 
single variable for each trial. The figure below shows a 
bar chart of the logarithm of variance for males and fe-
males.

Fig. 12. Logarithm of variance for males and females

There are differences between the two classes that we can observe here. However, we need to maximize the dif-
ference between the male and female classes. We will use the CSP  algorithm, which is designed to maximize the 
difference in variation between the two classes. We will find spatial filters that maximize the variance for one class 
and minimize the variance for the other class. The figure below shows the effect after applying this spatial filtering. 
Those are logarithm of variance features or components.

Fig. 13. Logarithm of variance for males and females after applying spatial filtering
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These changes can be visualized as part of the power 
spectral density. The figure below visualizes the PSD af-

ter common spatial filtering. We can see a significant 
difference.
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Fig. 14. PSD after common spatial filtering

We can now use these features to train a classifier 
and achieve good accuracy. We can discriminate be-
tween two classes as shown in the scatter plot on the 
two-dimensional plane below.

Fig. 15. CSP components between males and 
females

Fig. 16. Linear classification between two classes

Our decision boundary parameters have the follow-
ing coefficients: W: [ 2.57161 -1.9911],  b: 1.57859. Using 
this method, we can classify males and females with 
89.2% accuracy.

After that, we developed a DL model and tested it. 
Preprocessing was performed using a bandpass filter 
and we excluded 4 components using ICA basing on 
multiple tests and evaluations. The data was divided 
into 70% for training, 10% for validation, and 20% for 
testing. The figure below shows our developed model 
for gender classification.

Fig. 17. Stream-based gender classification DL 
model

This model achieves 92% accuracy when using only 
preprocessed data.



Fig. 18. Model results using preprocessed data

We added an additional step in data preparation. As 
previously discussed, the 'common pattern' of male/fe-
male EEG is subtracted from each participant's female/
male EEG data alternately.

Fig. 19. Model results after average subtraction

With the assistance of this processed data, our DL 
model achieved remarkably high accuracy in accurate-
ly distinguishing between male and female genders. 
The data preprocessing, which involved subtracting 
the average EEG signal of females from each male par-
ticipant's data and vice versa, significantly enhanced 
the model's ability to discern gender based on EEG 
patterns. In this case, using this processed data allows 
us to explore ways to make our model more efficient 
by potentially reducing its complexity. The confusion 
matrix is shown below the figure.

Fig. 20. Confusion matrix of our model

We correctly classified 6 females and 19 males based 
on our model's predictions.

4. CONCLUSION

This study presents a novel approach, the Stream-
based Identification of Gender using Noninvasive Elec-
troencephalographic Technology (SIGNET) method, by 
combining a deep learning model with spatiotemporal 
feature extraction for gender classification using EEG 
signals during video-streaming tasks, LSTM networks. 
Our method achieved 99% accuracy, highlighting its 
efficacy in distinguishing male and female brain activ-
ity during complex, dynamic tasks. These results dem-
onstrate the potential of this framework in personal-
ized medicine, neurotechnology, and gender-specific 
applications within AI.

Limitations of the method. While our study achieved 
promising results, several limitations must be acknowl-
edged. The gender imbalance in our dataset (85 males 
and 37 females) presents challenges to the generaliz-
ability of our findings. Although equal sampling was 
ensured during training, future studies should aim for 
more balanced gender representation to validate these 
findings across a broader population. Additionally, our 
age distribution was concentrated between 17 and 23 
years, which limits the generalizability of the results to 
older populations. Overfitting, due to the relatively small 
sample size, was a potential concern. To address this, we 
employed various strategies, including robust data pre-
processing (e.g., ICA), gender-specific normalization and 
dropout regularization in the LSTM network to ensure 
generalization. These methods effectively mitigated 
overfitting and improved the model’s robustness. An-
other limitation is the computational cost of deep learn-
ing models, particularly for real time applications. While 
the LSTM-based model demonstrated excellent perfor-
mance in controlled environments, its scalability to real 
time systems or mobile platforms remains a challenge. 
Future research should focus on model optimization 
and edge computing to address this issue.

Key Findings. Our findings confirm that gender-
based differences in EEG patterns are significant, par-
ticularly during tasks involving cognitive and emotion-
al processes. Previous studies [33, 35] reported gender 
differences in cognitive tasks such as mental arithmetic 
and verbal memory. Similarly, our study highlights sig-
nificant gender-related activity in the prefrontal cortex 
and occipital lobes regions critical for sensory process-
ing and cognitive functions with more pronounced 
differences observed during the video-streaming task, 
which engaged both cognitive and emotional process-
ing. Unlike traditional machine learning models, such 
as SVMs or Random Forests, which focus on static fea-
tures, our use of LSTM networks allowed for the cap-
ture of temporal EEG patterns. This temporal sensitivity 
enabled the detection of subtle gender specific neural 
differences that static models might overlook. Further-
more, our application of wavelet transformations to 
analyze time-frequency features enhanced the model's 
ability to capture variations in frequency bands associ-
ated with gender differences.
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Future Research and Application. Our future work aims 
to extend this study by incorporating larger and more 
diverse datasets to improve generalizability and explore 
additional factors such as age, cognitive state, and envi-
ronmental influences that may affect EEG based gender 
classification. Addressing these factors will enhance the 
robustness and applicability of SIGNET in real world set-
tings, opening new possibilities for personalized educa-
tion systems and neuropsychological research. By lever-
aging deep learning models to analyze gender-specific 
EEG patterns, adaptive learning environments can be 
developed to cater to gender specific cognitive and emo-
tional dynamics. Similarly, understanding gender differ-
ences in brain activity can contribute to more personal-
ized therapeutic interventions for conditions such as 
ADHD and depression. In the realm of neurotechnology, 
this study has implications for improving the accuracy 
and security of biometric systems and BCIs by incorporat-
ing gender sensitive models. Future research can further 
explore how these findings might be extended to other 
demographic factors, such as age, cognitive states, and 
mental health conditions, potentially leading to more 
personalized and adaptive neurotechnology solutions. 
In addition, developing the SIGNET method for real time 
applications holds significant promise. The results of this 
study can be applied to personalized medicine, neuro-
technology, AI applications, BCIs, and adaptive learning 
systems, providing a foundation for more advanced, 
gender-sensitive AI models designed for gender analysis.
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Abstract – Automatic planning and dimension optimization of LTE is one of the crucial tasks in the mobile networking community. It 
is well known that this process is an NP-hard issue that requires huge computing resources. We also noticed that the actual proposed 
solutions are still inefficient in terms of scalability (handling a large number of eNodeBs) and runtime effectiveness. Moreover, SINR 
handling and variability of propagation loss models with respect to areas' types further complicate the coverage planning task. In 
this paper, we propose a swarm intelligence-based method for effectively placing and configuring the eNodeBs of an LTE network. 
In particular, we propose two variants of grey wolf optimizer (GWO), namely a discrete version of GWO (DGWO) and an improved 
version of GWO (IGWO) for LTE coverage planning. The improved version consists of an additional local search rule that allows for 
exploring regions closer to the promising solutions. The approaches are simulated on an urban area with many types of clutter. The 
IGWO technique had a coverage of 99.0% of 10 dB SINR rate and 95.1% of 12 dB SINR rate. The obtained results show that IGWO is 
more effective than the discrete one and other existing metaheuristics in terms of cost and coverage rates. More specifically, it ensures 
a coverage improvement (with respect to 10 dB SINR rate) of 10.6%, 10.5%, and 2.6 % in comparison to DGWO, Tabu search (TS), and 
discrete particle swarm optimization (DPSO) respectively.
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1.  INTRODUCTION

Cellular radio networks recognize a high evolution 
speed, which is mainly driven by the user's needs, such 
as reliable coverage, traffic capacity, and other QoS met-
rics. To meet these requirements, Long Term Evolution 
(LTE) networks provide a set of ingredients to ensure re-
liable communications, user' s throughput satisfaction, 
low latency (for some specific applications), and better 
scheduling schemes of radio resources [1, 2]. Regard-
ing the increase in the communication data rate, LTE 
networks must face the delay spread caused by mul-
tipath propagation of the transmitted signal (which in-
creases the duration of the symbol by up to 1-5 micro 

seconds, causing the interference with the subsequent 
symbol). Consequently, this delay spread gets translat-
ed into frequency-selective fading, which deteriorates 
the SINR (Signal-to-Interference-plus-Noise Ratio) and 
hampers the data rate improvement. To palliate this is-
sue, the LTE standard uses multiple subcarriers of lesser 
bandwidth (typically 15 KHz) which are orthogonal and 
more resilient to frequency-selective fading channels 
(this division technique is called orthogonal frequency 
division multiplexing or OFDM). As a result, the inter-
carrier interference is significantly reduced, and the to-
tal spectrum is efficiently managed. Furthermore, the 
LTE standard adopts a flexible set of frequency bands 
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with different bandwidths (from 1.4 MHz to 20 MHz) 
that serve the needs of regions with varying user den-
sities and varying data rate requirements. We mention 
that the extension of OFDM for serving different users 
at the same time, also known as orthogonal frequency 
division multiple access, is used in the downlink stream 
of LTE; however, the single carrier frequency division 
multiple access (SC-FDMA) is used in the uplink stream 
because of the low processing capabilities of the user 
equipment (UE). It is worth highlighting that the issue 
of high peak-to-average-power ratio can be palliated 
with SC-FDMA, and therefore complex operations are 
not needed in UE. For the same purpose of enhancing 
the data rates and channel reliability, the use of mul-
tiple-input-multiple-output systems (MIMO) allows for 
reinforcing the diversity (and therefore the enhance-
ment of the overall SINR that is targeted in the coverage 
planning) and spatial multiplexing (and accordingly an 
improvement in capacity). Furthermore, the availabil-
ity of sophisticated computing power in eNodeBs (and 
sometimes UE) enables the execution of crucial opera-
tions such as inverse fast Fourier transforms (IFFT) and 
matrix processing (such as precoding and beamform-
ing in MIMO settings). In sum, these enabling capa-
bilities (MIMO, OFDMA) allow the fulfillment of a high 
spectral efficiency of the network, which may reach 15 
bits/Hz for the 20 MHz bandwidth.

Planning an LTE network is a complicated task that 
may involve several potentially conflicting objectives 
concerning coverage, capacity, cost, power, and even-
tually other metrics [3, 4]. Further, the lack of an accu-
rate propagation model that completely involves all 
the geographical details of the studied area (e.g., ter-
rain, vegetation, building height, etc.) will hamper the 
attainment of a satisfying coverage result. Moreover, 
the temporal variability of the abovementioned geo-
graphical factors further exacerbates the quantification 
of the shadowing and interference (and this situation 
will negatively impact the coverage planning issue). It 
is estimated that cellular radio network operators need 
to extend the capacity for dozens of billion connections 
in the future [5]. Moreover, the theoretical complexity 
of network planning is known to be NP-hard [6, 7], and 
consequently, manual simulations or ad-hoc planning 
methods are not adequate for large-scale problems.

According to [8], network planning is the process of 
estimating, placing, and configuring a set of base sta-
tions (BSs1, or eNodeBs in the LTE context) to ensure the 
coverage and capacity of a given area. There are three 
steps in network planning: pre-planning, also called di-
mensioning; detailed planning; and post-planning or 
optimization [8, 9]. The dimensioning phase consists of 
roughly estimating the number of BSs needed to cover 
an area of interest. This result is considered as an input 
of the detailed-planning phase. The detailed planning 
consists of deciding the physical locations of BSs in the 

target area of interest. Finally, the optimization step 
is a post-deployment task that consists of rectifying 
the network performance after having analyzed the 
ground measurements.

Coverage planning is a crucial phase in the deploy-
ment of a cellular network. It involves choosing an ad-
equate propagation model based on the area's terrain, 
clutter, and population characteristics [10]; in addition, 
coverage planning is aimed at satisfying the constraint 
of having a received signal power greater than a pre-
defined threshold in every location of the target area. 
Sometimes, this coverage constraint is aimed at hav-
ing a SINR level greater than a predefined threshold 
at every point of the studied area. As stated before, 
coverage planning is an NP-complete problem [7, 11], 
and accordingly, there is no efficient (polynomial) algo-
rithm that can solve it with a perfect optimality rate.

In general, the existing works on cellular planning 
mainly focus on a reduced set of conflicting objectives 
(such as cost, coverage, capacity, power consumption, 
and handover zone management), but there have 
been few initiatives to tackle the fully automatic place-
ment and configuration of BS [9, 12]. Moreover, there is 
a lack of approaches that leverage artificial intelligence 
(AI) and swarm intelligence (SI) in optimizing this task. 
In fact, numerous works adopt simplistic heuristics or 
semi-automatic methods for estimating or placing BS 
[13, 14]. However, totally automatic AI-based methods 
are still sparsely available in the field of LTE planning. 
Moreover, the comprehensive analysis of the impact of  
SI's hyperparameters on the planning quality (e.g. SINR 
levels) are still insignificant the literature. To handle this 
gap, we propose in this paper an improved version of 
a Grey Wolf Optimizer (GWO) [15], termed IGWO, that 
addresses the automatic placement and configura-
tion of eNodeBs so as to best meet the coverage and 
cost requirements of an LTE network. It is worth noting 
that swarm-intelligence-based methods (and specifi-
cally GWO variants) can be used to handle larger sizes 
of search space problems, reduce the time taken to 
achieve near-optimal planning configurations, and en-
sure high agility to the changes observed in the cover-
age or capacity of the studied network. Moreover, the 
use of a variant based on GWO can spark a significant 
improvement in the quality of the retained solutions. In 
fact, the use of a majority voting rule and a set of guid-
ing agents in the search (instead of a single agent, as is 
the case for other swarm intelligence-based methods), 
may improve the quality of the retained optimum un-
der some assumptions [16]. Furthermore, adjustment 
of the perturbation distance can help orient the search 
for more promising regions and avoid less attracting 
parts of the cost function landscape. Inspired from the 
voting theory, we advocate that the more the diversity 
of guiding agents is high, the better the quality of the 
retained solutions.

The key contributions of this paper can be summa-
rized as follows:1 https://www.forsk. com/atoll-overview
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•	 The optimal eNodeB placement/configuration of 
an LTE network is implemented using a discretized 
GWO (DGWO) algorithm that optimizes the de-
ployment cost and coverage; furthermore, the 
adjustment of the SINR thresholds will directly en-
hance the network capacity.

•	 An improved version of the previous GWO, termed 
IGWO, is designed and applied in the studied area, 
with the addition of a new operator based on a lo-
cal search. This latter one replaces the perturbed 
distance move used in the standard GWO and aims 
to bring an added value to the search. A detailed 
comparison among DGWO, IGWO, and other me-
taheuristics (e.g., TS, PSO) is demonstrated in the 
evaluation section.

•	 The impact of different population sizes on the 
cost of eNodeB deployment, coverage rate, and 
CPU time is evaluated.

•	 The remainder of this paper is organized as follows: 
Section 2 contains a review of the existing works on 
LTE planning. In Section 3, we formulate the prob-
lem as a multi-objective optimization issue with 
constraints. Section IV presents the GWO and IGWO 
optimization algorithms. Section V presents the re-
sults and the related discussions. Finally, Section 6 
specifies the conclusion and future directions. 

2. LITERATURE REVIEW

Many works have been proposed recently in the field 
of cellular radio planning [12, 17- 20]. They mainly differ 
in terms of the planning algorithm (simple heuristics, ex-
ponential methods, metaheuristics), the optimized goals 
(pertaining to coverage, capacity, cost, handover man-
agement, and power consumption), and the leveraged in-
put/output parameters. For instance, some papers specify 
site locations, traffic models, BS configurations, propaga-
tion models, type of base station, and frequency reuse 
strategy [18-20]. Other works, such as [17], investigate all 
the alternatives that can be used to enhance the coverage 
for both Long Term Evolution (LTE) and 5G mobile net-
works. These alternatives include network deployments, 
frequency bands, and interference mitigation. Along the 
same lines, Elsawy et al. [20] propose a rigorous mathe-
matical model based on stochastic geometry [21] for ana-
lyzing the coverage of cellular radio networks; specifically, 
the authors used random networks to approximate the 
SINR score and accordingly other related metrics such as 
outage probability and average data rate. 

In what follows, we cover the main categories for 
achieving the best coverage and capacity in the cellu-
lar planning.

2.1. SIMPLE hEURISTIC/SIMULATION-BASED 
 METhODS

The works in this category address only a part of the 
whole problem or exploit properties (or heuristics) to 

reduce the problem complexity. For example, the work 
cited in [22] addresses partial aspects (such as azimuth 
tuning) of the cellular planning using the divide-and-
conquer strategy. 

In [23], the authors exploit the maximum allowable 
path loss (MAPL) heuristic to estimate the cell area and 
accordingly predict the dimensioning of the network. 
Thereafter, a comprehensive set of simulations is con-
ducted to determine the BS locations. 

In [24], the authors addressed both coverage and 
capacity planning; the final number of estimated BSs 
is the maximum given by the procedures that resolve 
each of them. To solve the coverage/capacity planning, 
the proposition leverages empirical models and statis-
tical formulas to estimate the cell area, number of us-
ers, data volume, and user's throughput. The authors 
do not handle the location of BS sites.

The work presented in [9] addresses LTE dimension-
ing by leveraging three scenarios: macrocell deploy-
ment, small cell deployment, and heterogenous de-
ployment. The BS deployment is deemed acceptable 
if it meets the requirements of all users (i.e., the satis-
faction of both target uplink throughput and target 
downlink throughput).  

The adopted algorithm starts from a superfluous 
number of initially deployed BSs. Then, it gradually re-
moves the redundant BSs until it arrives at near-opti-
mal set of BSs (from which any site reduction will cause 
a dramatic deterioration of the throughput metric of 
the cellular network). 

The study presented in [25] leveraged the Cost-Hata 
propagation model in order to set the locations of LTE 
BSs. The conducted simulations assessed several plan-
ning parameters, such as Reference Signal Received 
Power (RSRP), Reference Signal Received Quality 
(RSRQ), SINR, and throughput.

In the context of 5G-NR planning, the authors in 
[26] analyzed and compared a plethora of propaga-
tion models (such as Knife Edge Diffraction [KED] and 
Dominant Path model [DPM], 3rd Generation Partner-
ship Project [3GPP] and ASTER) for both the millimeter-
wave band (28GHz) and the 3.5 GHz band. The work 
targeted an urban area (Quito city) in Equador and lev-
eraged multiple configurations of MIMO (2 × 2 and 4 
×4, 64 × 64) streams. More specifically, the planning is 
performed using the platform of Atoll , and it is evaluat-
ed using the metrics of throughput, RSRP, and RSRQ in-
dicators; the analysis also provides consistent insights 
to choose a suitable propagation model for deploying 
a 5G-NR network.

To achieve the 5G NR planning, the authors used the 
C-band/mm-wave bands. More specifically, they consid-
ered the maximum allowable path loss (MAPL) heuristic 
and several propagation models (which are compatible 
with 5G), namely, Urban Macro model (Uma) and Urban 
Micro model for both line-of-sight (LOS) and no-line-
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of-sight (NLOS) cases to derive the cell radius (of the 
gNodeB). Then, the coverage planning was performed 
using Atoll environment and the estimated number of 
gNodeBs; simulations were achieved for two operating 
frequencies: 3.5 GHz and 28 GHz. The authors derived 
the levels of RSRP and SNIR and downlink throughputs 
using the Atoll simulations over the urban area.

To handle the poor coverage issue of eNodeBs, the 
authors in [27] leveraged the automatic cell planning 
(ACP) optimization module of Atoll software to improve 
the LTE network planning in the city of Solok (Indonesia). 
in particular, the authors enhanced the RSRP and SINR 
parameters. This optimization method enables deriving 
the best setting of sectoral antenna parameters (tilting, 
azimuth, and antenna height) and allows for palliating 
the coverage holes and the interferences issues. 

2.2. APPROxIMATION-BASED METhODS

In such methods, the optimality of the solution is com-
promised with the efficiency of the search algorithm. 
Particularly, these approaches prefer approximate (and 
efficient) methods to get near-optimal solutions. The 
works presented in [28, 29] exploit the division of global 
planning problems into local ones using heuristics of 
locality. Then, the solutions of individual local problems 
are fused to derive approximate global solutions. 

2.3. ExhAUSTIVE/ExPONENTIAL METhODS

These methods exploit exhaustive search or expo-
nential methods coupled with heuristics to alleviate 
the exploration overhead of BS assignment/configu-
ration. The works presented in [30, 31] detail concrete 
implementations of exhaustive search methods for cel-
lular planning. 

2.4. METAhEURISTIC-BASED METhODS

In this category, the authors leverage higher-level 
optimization algorithms, such as particle swarm intel-
ligence (PSO) [13], genetic algorithms [5, 12, 32, 33], 
and bee colony optimization [34], to efficiently solve 
NP-hard planning problems.

The authors of [12] simultaneously address the ob-
jectives of coverage, capacity, and power consumption 
in LTE planning. The coverage sub-goal is met by satis-
fying a minimum value of the received signal strength 
at each position of the target area. Moreover, each eNo-
deB is characterized by its position, tilt, sector, azimuth, 
and transmit power.  

To ensure efficient eNodeB placement and configu-
ration, the authors used the multi-objective meta-
heuristic of nondominated sorting genetic algorithm-
II (NSGA-II). This algorithm is able to reach the pareto 
optimal solutions (evaluated in terms of the previous 
three objective functions) in an adequate time. 

A genetic algorithm is proposed in [7] to plan an LTE 
network with mixed cell structures (including macro 

cells, micro cells, and relay nodes). The model address-
es both coverage and capacity while minimizing the 
cost of cells.

In [8], the researchers leveraged simulated annealing 
(SA) to handle the dimensioning and placement of BSs 
in LTE networks for optimal capacity satisfaction; they 
handled both macrocell deployment and hybrid macro 
and microcell deployment. 

The SA metaheuristic involves conducting a random 
search with perturbations on the parameters of the 
utility function (which consists of the satisfaction of us-
ers' throughputs). We also highlight that the algorithm 
occasionally accepts moves that increase the scores of 
the objective function with a small probability, p, that 
is inversely proportional to the temperature hyperpa-
rameter of SA. 

In [35], the authors proposed a hybrid dragonfly al-
gorithm [36] with differential evolution (DADE) for LTE 
cell planning in vulnerable areas or post-disaster zones. 
The proposition takes into account the user coverage, 
user association, and capacity requirements. Moreover, 
the emergent dragonfly metaheuristic leverages a set 
of reflexes such as cohesion, food source attraction, 
alignment, separation and distraction from enemies 
to improve the advances in the search space. These 
five reflexes, in addition to the momentum term, are 
combined to compute the new position of the agent 
(i.e., dragonfly); the results indicate a high performance 
with respect to other metaheuristics such as PSO, dif-
ferential evolution (DE), whale optimization algorithm 
(WOA), and GWO. 

The authors of [13] tackled both coverage and ca-
pacity planning of LTE networks. First, they deduced 
the approximate number of BSs using MAPL and the 
estimated cell surface. Then, they applied two meta-
heuristics to determine the best locations of all BSs that 
would allow maximizing both coverage and capac-
ity: PSO and GWO. The PSO/GWO simulation was per-
formed on an area of 100 km2 with a carrier frequency 
of 1.8 GHz and 10 MHz bandwidth. The minimum data 
rate used in the capacity optimization (for every user) 
was set to 64 kbps for the uplink channel and 1 Mbps 
for the downlink channel.

In [33], the authors presented an Adaptive Variable 
Length Genetic Algorithm (AVLGA) as a novel meta-
heuristic for optimizing BS positioning in LTE networks. 
The proposed approach employs a weighted fitness 
function that combines the coverage and capacity. 

The major enhancement of this proposition is the ac-
ceptance of length-variable solutions in genetic algo-
rithms (GA). The results show a better management of 
interferences with respect to the conventional optimi-
zation techniques.

In [37], the authors optimized the BS locations in order 
to plan the coverage and capacity of LTE networks (the 
objectives were combined with a nonlinear scheme). 
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They implemented the standard GWO metaheuristic 
and a GWO variant to handle the optimization of BS lo-
cations. The variant leveraged two patterns for varying a 
hyperparameter that controlled the exploration/exploi-
tation trade-off. The results confirmed the superiority of 
the GWO variant with respect to the standard one.

In [38], the authors leveraged GA to optimize the 
coverage probability of LTE networks (which is based 
on the SINR computation). They used three decision 
variables (BS location, BS height, and BS transmission 
power) to tune the deployment of BSs.

The authors of [39] used the Tabu search metaheuris-
tic to plan 3G UMTS networks. More specifically, they 
aimed at tuning the BS configuration (tilt, azimuth, 
power allocation) and placement in order to enhance 
the coverage and capacity objectives.

In [40] the authors addressed the planning of 5G BSs in 
the urban area of Thapathali (Nepal), using both the fre-
quency carriers of 28 GHz and 3.6 GHz (the first scenario 
includes the mmWave frequencies). Different metaheuris-
tics were employed to determine the optimal placement 
of 5G BSs that would maximize the coverage and capacity, 
minimize the interference, and improve the cost. These al-
ternatives include GA, PSO, SA, and GWO. All these tech-
niques involve exploring the possible BS configurations 
and locations to derive the best trade-off. Before applying 
the metaheuristics, the authors estimated the radius us-
ing link budget analysis and wireless propagation models 
that are compatible with 5G. 

The obtained results indicate that PSO showed supe-
rior performance in all the metrics (including the cover-
age, capacity, and cost of infrastructure) and for both 
the 28 GHz and 3.6 GHz operating frequencies; GA also 
provided a satisfiable performance, ranking second in 
terms of the overall performance.

The works by [41] is focused on the tuning of resource 
block (RB) distribution and power allocation in the con-
text of optimizing both the coverage and capacity of 
LTE networks. To this end, the authors employed two 
techniques: GA and the water filling algorithm. Both 
algorithms allow for finding the near-optimal assign-
ment of resource blocks to the sub-cells of the network.

In [42], the authors leveraged genetic algorithms to 
optimize the antenna positioning problem (APP) and 
enhance the coverage planning of LTE networks. To 
meet this objective, the authors implemented seven 
empirical models for propagation losses (including, 
Hata and Cost-231-Hata). The results showed that an 
appropriate empirical model selection is able to derive 
a satisfying performance of PPA for all area types (ur-
ban, suburban, and rural areas).

2.5. MAChINE LEARNING/ hyBRID METhODS

The overwhelming complexity of cellular network 
planning can be palliated using machine learning [43] 
or hybrid approaches [44] that may combine heuristics, 

metaheuristics, and machine learning. Following this 
line of thought, the authors of [43] leveraged both re-
inforcement learning (more specifically, the actor-critic 
method) and Bayesian optimization to select the best 
parameters for BSs (transmit power and tilt). The two ob-
jective functions handled by the authors are the under-
coverage (which handles the coverage holes) and the 
over-coverage (which handles the interferences ema-
nating from other cells). Under-coverage means that the 
maximum signal power received (such as RSRP in LTE) 
from the cell sector antenna is larger than a given thresh-
old T1, and over-coverage means that the difference be-
tween the maximum received signal power (e.g., RSRP) 
and the sum of received powers from other cells does 
not exceed a second threshold T2 (common values for 
T1 and T2 are -110 dBm and 6 dB).

 In this setting, the aim is to identify the set of Pareto 
optimal solutions that best balance the two objectives. 
The reinforcement learning model contains two neural 
networks; the first one is a deep neural network (called 
actor) that learns the policy using gradient decent and 
predicts as outputs the configuration parameters of 
the sector antennas. The second network (called critic) 
learns the Q-score of each pair (state, action), (which is 
also seen as the long-term reward). 

In [45], the authors addressed the planning and op-
timization of LTE networks. The coverage planning is 
accomplished through randomly segmenting the pos-
sible locations of BSs into groups; this segmentation is 
done with respect to the Channel Quality Index (CQI) 
heuristic. Thereafter, an exhaustive search is executed 
in each segment to derive the near-optimal solution.

In contrast to the majority of cellular planning works 
(that are concerned with lowering the number of BSs), 
the authors of [44] address network planning by mod-
eling it as a power consumption minimization problem 
with cell coverage rate and cell load constraints. This 
energy-oriented approach is based on fuzzy c means 
clustering to choose the BS locations.

In [46], the authors provided a hybrid approach in-
volving three stages. In the first phase, a feasible so-
lution to the issue is calculated using constraint satis-
faction strategies embedded with a tailored heuristic 
search. The second phase consists of conducting a local 
search to improve the found solution. The third phase 
entails further enhancing to the solution calculated 
through the second phase.

In [47], the authors highlighted the lack of accuracy 
in path loss empirical models, especially in some physi-
cal area scenarios (such as flat areas found in plains 
and other rural areas). To achieve accurate planning of 
LTE networks, the authors proposed a neural network 
model combined with the PSO technique to correct the 
standard propagation model (SPM). This latter adjusted 
SPM model was applied to palliate the planning prob-
lems such as over-coverage, coverage holes, overlap-
ping coverage, and high interference ratios.
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Table1 the main approaches designed for network 
planning. For the sake of conciseness, we denote the 
cost as co, capacity as ca, coverage as cov, and power 
consumption as po.

Table 1. Main classes of cellular planning 
approaches

Approach Technique Used for 
BS Placement

Supported 
Objective 
Functions

Target 
Networks

[21]

Heuristics and 
simulations

co, cov

LTE
[23] co, cov

[9] ca, po, co

[48] cov, ca

[7]

GA

co, ca, cov, LTE

[33] cov, ca, co LTE

[38] po, cov, co LTE

[14] po, ca 5G

[12] ca, po, cov LTE

[13]
GWO

ca, cov
LTE

[37] ca, cov

[34] Bee colony 
optimization cov, co, po WIMAX

[39] TS co, ca, cov, po 3G UMTS

[13]
PSO

ca, cov LTE

[40] ca, cov,co 5G

[8]
SA

ca, co LTE

[40] ca, cov, co 5G

[43]
Machine learning

cov (with 
balancing) LTE

[44] ca, co, po

[45] Hybrid approach co, ca, cov LTE

[46] Hybrid approach co, Handover 3G UMTS

3. PROBLEM STATEMENT

As stated earlier, the cellular network planning prob-
lem is known to be an NP-complete problem, and in 
fact, it can be considered as an instance of the set cov-
ering problem (SCP) [49]. Before presenting its math-
ematical expression, we first introduce some necessary 
concepts that are crucial for the subsequent parts. 

The channel gain (in dB scale) between the user 
equipment UE located at the point k and the BS j over 
the sub-band (or the subcarrier) i is given by [9]:

(1)

The first term indicates propagation loss, with C rep-
resenting the path loss constant, dkij the distance in km 
from the user’s location, k, to BS j, and α the path loss 
exponent. The second term, ξk i j corresponds to log-
normal shadowing, with zero mean and a standard de-
viation σ. The last factor, Fk i j, stands for the fast fading 
power (or small-scale fading). Fk i j follows the Rayleigh 
distribution. Since cellular network planning is mainly 
concerned with large-scale fading, we only consider 
the first and second terms (path propagation loss and 
shadowing) in the SINR definition (see equations (13) 
and (16)). This large-scale fading (the combination of 
propagation loss and shadowing) is denoted as LSFkij.

(2)

The path propagation loss can be calculated us-
ing one of the well-known empirical models, such as 
Cost231-Hata model. This latter model is focused on 
the frequency range of 1500 MHz up to 2000 MHz and 
estimates the loss as follows [50]:

PL=L+Cm

L=46.3 +33.9 × log (f) –13.92log (Hbs)-a(Hr) 
+ (44.9 – 6.55 × log(Hbs) )× log(d)

a(Hr)=(1.1log ( f )– 0.7) H_r – (1.56log( f )– 0.8)

(3)

(4)

(5)

Where: 

Hbs: The BS height (m).

Hr: The receiver antenna height (m). 

d : The distance between the BS and MS (m).

f : The carrier frequency (MHz).

Cm: Constant factor (in urban zones, it is 3 dB).

Before defining the objective function of the plan-
ning, we introduce the following parameters:

M is the total number of all possible eNodeBs (BS).

N is the total number of possible locations in the 
studied 

(6)

The length, width, and ResolutionStep are defined in 
Section 5. In the following, we assume that each loca-
tion point in the studied area is defined by the latitude 
and longitude coordinates (x, y).

If we denote the locations/configurations (x1, y1, 
config(1)),...,(xM, yM, config(M)) of the M possible eNo-
deBs as Sol, then the problem of coverage planning 
can be defined as follows:

(7)

(8)

Where,

(9)

Positionj, xj, yj
: This variable is equal to 1 if the eNodeB 

with ID j is installed at the location (xj, yj ); otherwise, it 
is equal to 0.

CosteNB (xj, yj, config(j)) indicates the installation cost 
of an eNodeB; it depends on the location (xj, yj ) and the 
configuration config(j)). For the sake of simplicity, this 
cost coefficient is set to 1 in our experiments, which 
means that all eNodeBs have the same cost; config(j)) 
involves the parameters of height, tilt, and transmit 
power.
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The constraint defined in (8) imposes the fact that an 
eNodeB is at most assigned to a single location. 

The constraint defined in (9) means that the coverage 
rate in the uplink (UL) and downlink (DL) must exceed 
a given threshold Thresh1 (which can be interpreted as 
the target coverage rate). 

(10)

(11)

In Equation (10), we define the DL coverage rate as 
the average probability of getting a satisfying SINR in 
the DL direction over all locations (x, y). Likewise, Equa-
tion (11) defines the UL coverage rate as the average 
probability of getting a satisfying SINR in the UL direc-
tion over all possible locations (x, y). 

For the DL direction, the coverage probability at a 
given location (x, y) is defined as follows:

(12)

According to Equation (12), the coverage probabil-
ity (in the DL direction) is ensured at the location (x, 
y) if the SINR level exceeds another threshold, Thresh2 
(which is defined in Section 5).

The SINR, as defined in Equation (13), includes all 
the components of large-scale path loss and the other 
gains in the numerator part. The denominator defines 
the interference power, which is caused by the neigh-
boring BS working on the same frequency band, and it 
is defined in Equation (14), as well as the noise power 
(see Equation (15)).

The SINR in the DL direction at location (x, y), which 
belongs to the cell covered by BS j over the subcarrier i, 
is defined in the linear scale as follows:

(13)

The numerator is the received power at the location (x, 
y) from the j-th BS. More specifically, Pi, j

DL is the transmit-
ted power by the BS j on the subcarrier i; Gt, Gr are the 
antenna gains of the transmitter and receiver (respec-
tively). I(i, x, y) is the interference power (over subcarrier 
i) coming from the neighboring BS of j, and Noise is the 
noise power over subcarrier i (in case of UL direction, 
Noise is computed over another UL bandwidth).

(14)

I(i, x, y) is the sum of powers transmitted by the 
neighboring BS of the current j-th BS over the same 
sub-bandwidth i.

Noise=K'TB (15)

where K' is the Boltzmann's constant (1.38×10−23 J/
K1.38×10−23 J/K), T is the temperature in Kelvin, and B 
is the bandwidth in Hz (which corresponds to the sub-
carrier i in DL).

In the LTE context, SINR is not computed using the 
power of a single subcarrier, but it is computed using 
RSRP, and RSRP is the average power of all reference 
signals in all subcarriers of all resource blocks (12*NRB), 
where NRB is the number of resource blocks; in our ex-
perimental study (Section 5), NRB is set to 50. In an ideal 
case scenario (almost zero interference and noise), and 
under full load, RSRP (in linear scale) is the Received 
Signal Strength Indicator (RSSI) divided on (12*NRB). 
Where, RSSI represents the total received power in the 
entire bandwidth (12*NRB subcarriers).

The DL SINR in dB scale is defined as

(16)

Similarly, we compute Pr UL
coverage(x, y) using the same 

equation defined in (12), except that the SINR in the UL 
direction is computed as follows

(17)

We mainly change the target frequency channel to 
UL spectrum instead of the subcarrier i, the transmit 
power is set to that of UE (i.e., Pr UL

UE), the transmitter 
height is set to that of UE, the receiver height is set to 
that of BS j (this permutation is involved in the compu-
tation of LSF), the interference power (IUE'≠UE) is related 
to the other UE’ that use the same UL bandwidth, and 
the UL noise (Noise) is computed using Equation (15) 
and the UL bandwidth .

4. PROPOSED APPROACh

GWO [15] is an innovative metaheuristic algorithm 
that simulates the hunting behavior of a pack of grey 
wolves. A swarm of grey wolves is structured into a 
social hierarchy that includes α (the leader or the best 
solution), β (the assistant of α or the second-best solu-
tion), δ (the helper of α and β, or the third-best solu-
tion), and ω (which represents the rest of the wolves 
or the remaining solutions). The main idea of the hunt-
ing process consists of three steps that are repeated 
throughout the iterations: encircling, search (explora-
tion), and attack (exploitation). The algorithm leverages 
a perturbed distance that allows the gradual approach 
toward the best solution; moreover, GWO uses a hyper-
parameter denoted as A so as to control the trade-off 
between the exploration (searching for new regions) 
and exploitation (focusing the search on a specific re-
gion). Since all the used input variables are discretized, 
we adopt a discretized version of GWO (termed DGWO) 
that copes with our setting. The DGWO implementa-
tion assumes the following input variables:

•	 BSLOC: A vector containing the physical locations 
(x, y) of M eNodeBs. (x, y) represents the latitude 
and longitude of one eNodeB.

•	 BSH: A vector containing the heights of M eNodeBs 
(see Table 3 for the possible values). Each eNodeB is 



302 International Journal of Electrical and Computer Engineering Systems

characterized by three values, since we have three 
cells.

•	 BST: A vector containing the tilts of M eNodeBs (see 
Table 3 for the possible values). Each eNodeB is char-
acterized by three values, since we have three cells.

•	 NL, NC: The number of lines and columns of the 
discretized study area (for coverage computation, 
each row or column of the grid represents around 
50 m in the physical area). From these parameters, 
we infer the quantity N that stands for the total 
number of possible UE locations in the studied 
area: N=NL×NC (see also Equation (6)).

•	 MaxM: The maximum number of eNodesBs (or 
BSs), while M is the actual number of BSs.

•	 BSTP: A vector containing the transmit power of 
the M eNodesBs (the three sector BS).

•	 COVT: The percentage that represents the cover-
age target in the studied area (e.g., 95%).

•	 SINRTH: The minimum accepted SINR threshold (in 
dB) in every location (x, y) of the studied area.

•	 P: The size of the population (Pop) of grey wolves.

We assume that transmit power is the same for all 
eNodeBs (all BSTP(i) are equal); moreover, we assume 
that the azimuth values are the same for all eNodeBs. 
The three sector antennas have the following azimuth 
values: 0, 120, and 240. Accordingly, the optimization 
algorithm will tune the parameters of BSLOC, BSH, and 
BST for each eNodeB to get the best performance.In 
addition, DGWO uses a local function (see line 4) that 
computes the (E-UTRA Absolute Radio Frequency Chan-
nel Numbers (EARFCNs) of the DL/UL carrier frequencies 
and applies a (fractional) frequency reuse scheme (FFR) 
to plan the frequency allocation of cells. For the DGWO 
outputs, we assume the following quantities:

•	 Toll: The deployment cost of the best wolf (α). 

•	 COV: The coverage percentage achieved by the 
best wolf (α).

•	 W*: The configuration/position of eNodeBs.

The pseudocode of DGWO is given below:

DGWO

Input: Pop of wolves = {W1,….Wp} 
 MaxM, NL, NC, COVT, SINRTH, P

Output: COST, COV

1. M=28; COV=0;

2. While M ≤ MaxM and COV< COVT

3. Pop= RandomInitialization(P, M)

4. FrequencyAllocation(Pop)

5. α, β, δ=CoverageRanking(Pop); W*= α

6. A=init(); C’=init()

7. For t=1, Tmax

8. For i=1, P

9. Di1=PDist(C’, Wi, α); 
 Di2=PDist(C’, Wi, β);  
 Di3=PDist(C’, Wi, δ)

10. X1=Move (A, Di1, α);  
 X2=Move (A, Di2, β);  
 X3=Move (A, Di3, δ)

11. Wi=X1 (with probability p1)

12. Wi=X2 (with probability p2);  
 Wi=X3 (with probability p3);

13.  End

14. A=update(A); C’=update(C’)

15. α, β, δ=CovergeRanking(Pop); 
 W*=update(W*, α)

16. CovDL=CovDL (W*)

17. CovUL=CovUL (W*)

18. COV=Min(CovDL, CovUL)

19. TOLL=TotalCost(W*)

20. End

21. M=M+1

22. End

23. Return (W*, COV, TOLL)

Line 1: Initialize the values of M and COV; the possible 
values of M are shown in Table 2. MaxM is the highest 
possible value of M.

Lines 2–22: The while loop first applies the cell fre-
quency planning (using a frequency reuse scheme) to 
the M×3 cells and then invokes the discrete GWO to 
ensure the target coverage rate COVT; if DGWO fails (in 
achieving COVT), M is incremented (see line 21), and 
we try another DGWO simulation.

Line 3: We randomly initialize the P wolves; each wolf 
is a quadruplet Wi=(BSLOC, VH, VT, BSTP); it represents a 
positioning/configuration of all eNodeBs. This step initial-
izes the M eNodeBs using the domains shown in Table 3.

Line 4: We assign the frequency channels to the cells 
(using EARFCNs and the frequency reuse scheme).

Line 5: We sort the wolves of Pop (using the cover-
age metric) and retain the Top 3 solutions. This metric is 
computed in Line 18, and it is based on Equations (10) 
and (11) cited in Section 3. In addition, the best solu-
tion W* is initialized (i.e., W*= α).

Line 6: In our discrete version, C’ is a binary vector 
that indicates the wolf' s dimensions (C' and Wi have 
the same size) that are involved in the distance compu-
tation shown in Line 9. Moreover, the trade-off factor A 
is a vector of the same size as C'; each element A(i) of A 
belongs to [-1,1] and it is linearly decremented toward 
0 (see line 14).
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Line 7: It is the principal loop of GWO that controls 
the wolves' position updates.

Lines 8–13: This loop iterates over all wolves and per-
forms several tasks: (1) the computation of perturbed 
distance Dij (see Line 9); (2) the computation of the tem-
porary position of Wi according to A, Dij, and the Topj 
wolf of the population (see Line 10); and (3) the effective 
value of Wi that is randomly selected from the three can-
didate positions calculated in step (2) (see Lines11–12). 

The selection probabilities P1, P2, and P3 are tuned 
during the experiments (see Section 5).

Line 14: The hyperparameter C is randomly updated; 
the hyperparameter A is linearly decreased toward 0.

Line 15: The Top3 wolves, as well as W*, are updated.

Lines 16–18: The coverage rate of W* is computed us-
ing the DL and UL orientations.

Line 19: The total cost of W* is computed.

Line 21: M is updated.

Line 23: The best solution, the total cost, and the cov-
erage rate are returned to the decision-maker.

The improved GWO (termed IGWO) shown in the next 
pseudocode consists of replacing the update based on 
the δ wolf by a local search operator. More specifically, 
in Line 11 of IGWO, we first choose a random wolf from 
the set {α, β, δ}, and then we apply a local search on that 
wolf by choosing two dimensions to update. 

If the chosen dimension is the height of a given eNo-
deB, then the old value Vk ϵ {V1, V2,…,Vk'} is replaced by 
Vk-1 or Vk+1.

The same thing can be said for the tilt dimensions. The 
old value is replaced by one of the two neighboring val-
ues in the variable domain. If the chosen dimension is 
the physical location (x, y) of a given eNodeB, then

(xnew, ynew)=(xold, yold)+(∆x, ∆y) (18)

where 
∆x ϵ {-50m, -25m, 0m, 25m, 50m}, and 
∆y ϵ{-50m, -25m, 0m, 25m, 50m}.

The adopted resolution step for placing eNodeB is 
set to 25 m. 

The remaining instructions of IGWO are the same as 
for DGWO. In Section, we evaluate the impact of this 
new operator on both the cost and coverage rate. 

It is worth noting that the SINR formula (see Equa-
tions (13) and (16)) is learned using the Adaboost meth-
od [51]. In particular, we generated hundreds of pairs of 
inputs/outputs using the Atoll simulator (version 3.3.2). 
The input of each pair (or example) contains the 03 vec-
tors BSLOC, BSH, and BST (the eNodeB positioning and 
configuration), while the output contains an NL × NC 
matrix of SINR values generated by the input disposi-
tion of eNodeBs. We must mention that Adaboost is 
based on the KNN regression weak -learner.

IGWO

Input: Pop of wolves = {W1,….Wp} 
 MaxM, NL, NC, COVT, SINRTH, P
Output: COST, COV
1. M=28; COV=0;

2. While M ≤ MaxM and COV< COVT
3. Pop= RandomInitialization(P, M)

4. FrequencyAllocation(Pop)

5. α, β, δ=CoverageRanking(Pop); W*= α
6. A=init(); C’=init()

7. For t=1, Tmax
8. For i=1, P
9. Di1=PDist(C’, Wi, α); 
 Di2=PDist(C’, Wi, β); 

10. X1=Move (A, Di1, α);  
 X2=Move (A, Di2, β); 

11. Wolf=RandomChoice(α, β, δ);

 X3=LocalSearch(Wolf)
12. Wi=X1 (with probability p1); 

13.  Wi=X2 (with probability p2);

14. End

15. A=update(A); C’=update(C’)

16. α, β, δ=CovergeRanking(Pop); 
 W*=update(W*, α)

17. CovDL=CovDL (W*)

18. CovUL=CovUL (W*)

19. COV=Min(CovDL, CovUL)

20. TOLL=TotalCost(W*)

21. End

22. M=M+1

23. End

23. Return(W*, COV, TOLL)

To evaluate the time complexity of IGWO, we first 
give insights about the complexity of the standard 
GWO, frequency planning, SINR complexity, and local 
search operator.

We notice that the standard GWO has a complexity of 
O (Tmax * P * Din), where:

Din (dimensionality of the input): it is estimated as 
NumberOfCells * 4, (4 represents the number of param-
eters, which are the location (x, y) of BS, height, and tilt).

NumberOfCells: it is the number of eNodeB times 3 
(M*3). 

MaxM: it the maximum number of eNodeBs, in our 
experiments it is set to 42.

Tmax: the number of iterations (see the possible val-
ues in Table 2).
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P: the size of wolf population (see the possible values 
in Table 2).

Dout (dimensionality of the output): it is a 2D matrix 
of N=11464 floats, each element represents the SINR of 
a square region of 50*50 m2.

NumberOfChannels (NC): we divided the spectrum 
of the DL stream of E-UTRA Band3 into NC=6 channels, 
each channel is assigned to a cell in a way that mini-
mizes the interference. 

We also notice that the step 4 of IGWO (frequency 
planning) has a complexity of O(NC NumberOfCells).

The SINR calculation done in lines (17 or 18) is 
achieved using the adaboost testing phase which 
has a cost equal to O (NumberOfweaklearner * 
TrainingSetSize * Din *Dout).

NumberOfWeakLearners: by default, it is set to 3.

TrainingSetSize: by default, it is set to 500 examples 
(it represents the cardinal of the training set).

The complexity of the local search (line 11 of IGWO) 
is the product of the SINR complexity with neighbor-
hood size.

We define the neighborhood size (NS) of a solution 
as NS=SizeTilts * SizeHeights * SizePositions. To reduce 
the computation overhead, we consider only one new 
position (for SizePositions) instead of 5 possible posi-
tions. Thus, NS=8*10*1=80. The local search complex-
ity is: 

O (NS * NumberOfweaklearner * TrainingSetSize * Din 
* Dout).

The complexity of IGWO (with frequency planning) is:

O (MaxM * (P * MaxM + NCNumberOfCells + (P* NumberOf-
weaklearner * TrainingSetSize * Din * Dout)+ Tmax * (P * 
(NumberOfCells + (NS * NumberOfweaklearner * Train-
ingSetSize * Din * Dout) )) + (NumberOfweaklearner * 
TrainingSetSize * Din * Dout) ) ).

5.  RESULTS AND DISCUSSIONS

The reported experiments were conducted using a 
machine with an Intel Core i5-1245U CPU at 1.60 GHz, 
16GB memory (RAM), and Windows 12 with a 64-bit 
operating system. We used Python 3.9 to develop all 
the algorithms, namely DGWO, DGWO with a single 
leading agent (AlphaGWO), IGWO, DPSO, and TS [52]. 
In AlphaGWO, we only use the Alpha agent, the beta 
and delta agents are eliminated, this variant serves for 
evaluating the impact of the voting rule on the perfor-
mance of the search.

We simulated the planning on an urban geographic 
area (Oran city of Algeria); more specifically, we chose 
a rectangular area with sides measuring 4 km and 7 km 
for an area of 28 km2. To compute the SINRs (Equations 
(13) and (16)), we used the Cost-231-Hata empirical 
model. Initially, the eNodeBs were randomly distrib-

uted in the area according to the uniform law with a 
density of 1 eNodeB per km2; thus, we started the sim-
ulation with M = 28 eNodeBs (and consequently we 
started with 28*3 = 84 cells). This number was gradu-
ally increased so as to meet the target coverage rate. 

Our experiments adopt the E-UTRA Band 3 - 10MHz 
band. We defined 6 channels for allocating the spec-
trum to eNodeBs (in particular, we have 6 DL-EARFCNs). 

In the following, we give the frequency plan for DL-
EARFCNs. For the DL orientation (1805-1880 MHz), we 
defined the first and the last EARFCNs as follows:

First DL EARFCN= 1 250, last DL EARFCN = 1 850, the 
step separating the channels is set to 100.

Table 2 shows the technical parameters of our two 
algorithms (DGWO and IGWO). Table 3 shows the simu-
lation parameters that concern the deployed eNodeB 
(e.g., frequency band, channel bandwidth, and anten-
na gain). Furthermore, we assume that the UE antenna 
gain is set to 1 in the linear scale (or 0 dBi). 

We also suppose that the resolution step in Equation 
(6) is equal to 50 m for calculating the coverage formula 
(see Equations (10) and (11)); this variable determines 
the SINR matrix size); however, it is set to 25 m for plac-
ing the eNodeBs (this setting determines the minimum 
values of (∆x, ∆y)). 

To initialize the wolves' positions/configurations of 
DGWO and IGWO, we first generated a hundred ran-
dom values; thereafter, we selected the first P wolves 
that had the best coverage score; these P wolves con-
stitute the first generation of the wolves’ population.

Table 2. GWO Parameters

Parameter Values
Population size (P) 20, 30, 40, 50

Max number of iterations (Tmax) 20, 30

Number of eNodeBs (M) 28, 32, 36, 38, 40, 42

Probability thresholds P1, P2, P3
40%, 30%, 30%

Target coverage rate (COVT) 95%

SINR threshold 10 dB, 12 dB

Table 3. Simulation parameters.

Parameter Values

Antenna transmit power 43 dBm 

Shadowing standard deviation 5 dB

UL and DL channel bandwidth 10 MHz

Frequency band 1800 MHz

MIMO configuration 2ₓ2 MIMO

eNodeB Antenna gain 17 dBi

eNodeB Tilt 0, 1, 2, 3, 4, 5, 6, 7, 8, 9

eNodeB Height 10, 15, 20, 25, 30, 35, 40, 45

UE Height 1.5

Fig. 1 shows a comparison between IGWO and GWO 
in terms of coverage (with a minimum SINR of 10 dB), M 
= 36, and P = 30. The results confirm the superiority of 
IGWO with respect to DGWO. We observe that both of 
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them converge around the fifth or sixth iteration. How-
ever, we note that IGWO can reach 98.8% of 10 dB SINR 
satisfaction, while DGWO reaches only 88.2% of satisfac-
tion rate (Thresh2 = 10 dB). Therefore, we conclude from 
this experiment that the addition of a local search (ap-
plied on the Top3 wolves) has a positive impact on the 
coverage performance. This operator modifies a subset 
of parameters using the neighborhood values and aims 
at enhancing the wolf score. In the experiments intro-
duced in Figs. 2–6, we assume that M = 36.

Fig. 1. Coverage rates for both DGWO and IGWO 
(Thresh2 = 10 dB)

Fig. 2 demonstrates the coverage evolution of IGWO 
(of the previous execution) for two different SINR 
thresholds. We first observe that the convergence is 
ensured after six iterations (with a population of 30 
wolves), then we notice that the ensured coverage rate 
is 98.8% for a threshold of 10 dB; however, it is equal to 
76.0% for a SINR threshold of 12 dB. This experiment in-
dicates the necessity of adding more eNodeBs to reach 
the target coverage for 12 dB SINR.

Fig. 2. Coverage rates of IGWO for Thresh2 = 10 dB 
and Thresh2 = 12 dB

Fig. 3 shows the impact of the population size on the 
average coverage percentages. It is clearly indicated 
that a size P greater than or equal to 30 can achieve 
satisfying results for a threshold of 10 dB, while the av-
erage coverage rate is still low for 12 dB (for all P) due 
to the weak value of M.

Fig. 3. Average coverage rate vs. Population size

Fig. 4 illustrates the consumed CPU time with respect 
to the population size of IGWO and the size of the 
neighborhood of TS; the number of iterations is set to 
20 for both methods. We notice a linear increase in time 
for both techniques; in particular, the CPU time ranges 
from 400 s up to 1100 s for IGWO, while it ranges from 
800 s to 1800 s for TS. Accordingly, we conclude that 
the perfect population size (of IGWO) ensuring an ac-
ceptable delay for the user ranges between 30 and 40.

Fig. 4. IGWO execution time vs. Population size

In Fig. 5, we show a comparison between the perfor-
mance of IGWO, DPSO, AlphaGWO, and TS. We notice 
that IGWO, DPSO, and AlphaGWO have the same popu-
lation size which set to 30 (P = 30). Clearly, IGWO out-
performs all methods for the same SINR threshold (10 
dB). We note that TS was implemented with a neigh-
borhood size of 40 and a Tabu list size of 3. Despite the 
fact that both algorithms (TS and IGWO) converge be-
fore the sixth iteration, we notice that the local search 
used in TS is not sufficient to optimize the coverage of 
a moderately sized geographical area (despite using a 
large neighborhood). The experiment shows that the TS 
simulation reaches a coverage rate of 88.3% for a SINR 
threshold of 10 dB. On the other hand, we notice that 
DPSO is ranked second, and consequently this social-
oriented gradient descent confirms its effectiveness in 
cellular planning (it reaches a coverage rate of 96.2 %). 
Regarding AlphaGWO, we observe that its coverage 
rate is slightly lower than that of TS (and even DGWO).
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In fact, AlphaGWO reaches a coverage rate of 88.1%, 
and therefore, we can conclude that the voting rule 
(which is implemented in DGWO and absent in Al-
phaGWO) has a powerful impact on the quality of the 
derived solutions.

Fig. 5. IGWO performance vs. All methods

In Fig. 6, we present the frontiers of cells (36*3 = 108) 
and their respective SINR levels in the studied urban 
area. This result corresponds to the best wolf given by 
the IGWO experiments illustrated in Figures 1 and 2 
(i.e., 98.8% of 10 dB SINR satisfaction or 76.0% of 12 dB 
SINR satisfaction). The green color represents a SINR of 
at least 10 dB, and the yellow and red colors represent 
higher SINRs.

Fig. 6. Cell frontiers for the best wolf given by IGWO 
with M = 36

Fig. 7. Coverage rates of IGWO with M=42, 
Thresh2=10 db, and Thresh2=12 db

In Fig. 7, we present the evolution of IGWO with M = 42 
and P = 30. As clearly indicated, IGWO converges to the 
final performance of 95.1% after seven iterations (using a 
SINR threshold of 12 dB). However, it reaches the perfor-
mance of 99.0% for the 10 dB SINR threshold after five iter-
ations. This experiment supports the efficiency of IGWO in 
reaching near-optimal solutions of eNodeB deployment.

6. CONCLUSION

We have presented in this paper an automatic ap-
proach for planning the coverage of an LTE network 
while considering compromises in cost and capacity. 
Our proposition includes the development of both a 
discrete GWO and an improved GWO for tuning the 
parameters of eNodeBs. Besides replacing the averag-
ing rule with the probabilistic voting rule, the improved 
version of the Grey Wolves Optimizer (IGWO) contains 
an additional local search operator during the explora-
tion phase. This operator modifies a subset of param-
eters using the neighborhood values and is aimed at 
enhancing the wolf score. Our algorithm optimizes the 
eNodeBs positions, their heights, and their tilts and 
provides a deployment option with the best coverage/
cost pair. We also highlight that IGWO is able to outper-
form the standard GWO, the PSO technique, and the TS 
metaheuristic in coverage planning based on the SINR 
threshold of 10 dB.

In future works, we plan to compare our proposition 
with other effective metaheuristics such as Dragonfly 
algorithm or spider monkey optimization (SMO). Ad-
ditionally, we aim to handle other objective functions 
(e.g., number of users and power consumption) or oth-
er constraints. Finally, we also aim to extend our work 
for planning other emergent networks. 

7. REFERENCES

[1] A. Qodirov, U. Amirsaidov, “Cross-Layer Model 

of Dynamic Distribution of Radio Resources and 

Data Flow Service in LTE Networks”, International 

Journal of Electrical and Computer Engineering 

Systems, Vol. 14, No. 1, 2023, pp. 13-19.

[2] M. J. Alam, M. R. Hossain, S. Azad, R. Chugh. “An 

overview of LTE/LTE‐A heterogeneous networks 

for 5G and beyond”, Transactions on Emerging 

Telecommunications Technologies, Vol 34, No. 8, 

2023, p. 4806.

[3] E. Dahlman, S. Parkvall, J. Skold, “4G: LTE/LTE-ad-

vanced for mobile broadband”, Academic Press, 

2013.

[4] J. Premalatha, A. S. A. Nisha, S. E. S. Pillai, A. Bhu-

vanesh, “Performance Measurement of Small Cell 

Power Management Mechanism in 5G Cellular 



Networks using Firefly Algorithm”, International 

Journal of Electrical and Computer Engineering 

Systems, Vol. 15, No. 5, 2024, pp.437-48.

[5] J. Gandhi, Z. Narmawala, “Coverage, capacity and 

cost analysis of 4g-lte and 5g networks: A case 

study of Ahmedabad and Gandhinagar”, Pro-

ceedings of the Futuristic Trends in Networks and 

Computing Technologies: Select Proceedings of 

Fourth International, November 2022, pp. 25-38.

[6] D. Tsilimantos, D. Kaklamani, G. Tsoulos, “Particle 

swarm optimization for UMTS WCDMA network 

planning”, Proceedings of the 3rd International 

Symposium on Wireless Pervasive Computing, 

Santorini, Greece, 7-9 May 2008, pp. 283-287.

[7] I. K. Valavanis, G. Athanasiadou, D. Zarbouti, G. V. 

Tsoulos, “Base-station location optimization for LTE 

systems with genetic algorithms”, Proceedings of 

European Wireless; 20th European Wireless Confer-

ence, Barcelona, Spain, 14-16 May 2014, pp. 1-6.

[8] E. Yaacoub, Z. Dawy, “LTE radio network planning 

with HetNets: BS placement optimization using 

simulated annealing”, Proceedings of the ME-

LECON 2014 - 2014 17th IEEE Mediterranean Elec-

trotechnical Conference, Beirut, Lebanon, 13-16 

April 2014, pp. 327-333.

[9] E. Yaacoub, A. Imran, Z. Dawy, "A generic simula-

tion-based dimensioning approach for planning 

heterogeneous LTE cellular networks", Proceed-

ings of the MELECON 2014 - 2014 17th IEEE Medi-

terranean Electrotechnical Conference, Beirut, 

Lebanon, 13-16 April 2014, pp. 320-326.

[10] M. S. Sharawi, “RF planning and optimization for 

LTE Networks", Evolved Cellular Network Planning 

and Optimization for UMTS and LTE, CRC Press, 

2010, pp. 399-432.

[11] M. Galota, C. Glaer, S. Reith, H. Vollmer, “A polyno-

mialtime approximation scheme for base station 

positioning in UMTS networks”, Proceedings of 

the 5th international workshop on Discrete algo-

rithms and methods for mobile computing and 

communications, Rome, Italy, July 2001, pp. 52-59.

[12] J. Isabona, A. L. Imoize, S. Ojo, P. Venkatareddy, S. 

K. Hinga, M. Sánchez-Chero, S. M. Ancca, "Accurate 

base station placement in 4G LTE networks using 

multiobjective genetic algorithm optimization", 

Wireless Communications and Mobile Comput-

ing, Vol. 2023, No. 1, 2023, pp. 1-9.

[13] I. Vatsh, V. Gupta, B. Bhattacharyya, “Optimiz-

ing base station deployment for LTE using me-

taheuristic algorithms”, Proceedings of the IEEE 

2019 International Conference on Vision Towards 

Emerging Trends in Communication and Net-

working, Tamilnadu, India, 30-31 March 2019, pp. 

1-5.

[14] F. Luna, R. M. Luque-Baena, J. Martinez, J. F. Va-

lenzuela-Valdés, P. Padilla, “Addressing the 5G cell 

switch-off problem with a multi-objective cel-

lular genetic algorithm”, Proceedings of the IEEE 

5G World Forum, Silicon Valley, CA, USA, 9-11 July 

2018, pp. 422-426.

[15] S. Mirjalili, S. M. Mirjalili, A. Lewis. “Grey wolf opti-

mizer”, Advances in Engineering Software, Vol. 69, 

2014, pp. 46-61.

[16] J. Brennan, "Condorcet's Jury Theorem and the 

Optimum Number of Voters", Politics, Vol. 31, No. 

2, 2011, pp. 55-62.

[17] R. Borralho, A. Mohamed, A. U. Quddus, P. Vieira, R. 

Tafazolli, "A survey on coverage enhancement in 

cellular networks: Challenges and solutions for fu-

ture deployments", IEEE Communications Surveys 

& Tutorials, Vol. 23, No. 2, 2021, pp. 1302-1341.

[18] A. Taufique, M. Jaber, A.Imran, Z. Dawy, E. Yacoub, 

"Planning wireless cellular networks of future: 

Outlook, challenges and opportunities", IEEE Ac-

cess, Vol. 5, 2017, pp. 4821-4845.

[19] R. S. Hassan, T. A. Rahman, A. Y. Abdulrahman, “LTE 

coverage network planning and comparison with 

different propagation models”, Telkomnika (Tele-

communication Computing Electronics and Con-

trol), Vol. 12, No. 1, 2014, pp. 153-162.

[20] O. O. Erunkulu, A. M. Zungeru, C. K. Lebekwe, J. 

M. Chuma, “Cellular communications coverage 

prediction techniques: A survey and comparison”, 

IEEE Access, Vol. 8, 2020, pp. 113052-113077.

[20] H. Elsawy, A. Sultan-Salem, M. Alouini, M. Z. Win, 

“Modeling and analysis of cellular networks using 

stochastic geometry: A tutorial”, IEEE Communica-

tions Surveys & Tutorials, Vol. 19, No. 1, 2017, pp. 

167-203.

307Volume 16, Number 4, 2025



[21] H. ElSawy, E. Hossain, M. Haenggi, “Stochastic 

geometry for modeling, analysis, and design of 

multi-tier and cognitive cellular wireless net-

works: A survey”, IEEE Communications Surveys & 

Tutorials, Vol. 15, No. 3, 2013, pp. 996–1019.

[22] A. Imran, E. Yaacoub, Z. Dawy, A. Abu-Dayya, “A 

mathematical modeling approach and a novel 

solution for sector azimuth angle planning”, Pro-

ceeding of the MELECON 2014 - 17th IEEE Medi-

terranean Electrotechnical Conference, Beirut, 

Lebanon, 13-16 April 2014, pp. 334-338.

[23] S. K. Jha, R. Rokaya, A. Bhagat, A. R. Khan, L. Aryal, 

“LTE network: Coverage and capacity planning—

4G cellular network planning around Banepa”, Pro-

ceeding of the IEEE International Conference on 

Networking and Network Applications, Kathman-

du City, Nepal, 16-19 October 2017, pp. 180-185. 

[24] R. Nlend, E. Tonye. "Planning and simulation of LTE 

radio network: case of the city of Yaoundé", IOSR 

Journal of Electronics and Communication Engi-

neering, Vol. 14, No. 2, 2019, pp. 19-29.

[25] A. Idris, S. Rahmatia, M. Ismail, “4G LTE Cellular Net-

work Coverage Planning and Simulation on Man-

dalay Area with Propagation Model Cost-Hata”, 

Proceeding of IEEE 9th International Conference on 

Information and Communication Technology, Yog-

yakarta, Indonesia, 3-5 August 2021, pp. 280-285.

[26] V. F. Guijarro, J. D. Vega-Sánchez, M. P. Paredes, F. G. 

Arévalo, D. M. Osorio, "Comparative Evaluation of 

Radio Network Planning for Different 5G-NR Chan-

nel Models on Urban Macro Environments in Quito 

City ", IEEE Access, Vol. 12, 2024, pp. 5708-5730.

[27] A. Yuhanef, S. Aulia, J. Jasmanto, “Optimization of 

4G LTE Network Bad Spot Area using Automatic 

Cell Planning Method”, Jurnal ELTIKOM: Jurnal 

Teknik Elektro, Teknologi Informasi dan Komputer, 

Vol. 7, No. 2, 2023, pp. 181-191.

[28] A. Imran, M. Imran, R. Tafazolli, “Relay station ac-

cess link spectral efficiency optimization through 

SO of Macro BS tilts”, IEEE Communications Let-

ters, Vol. 15, 2011, pp. 1326-1328.

[29] Y. Qi, M. Imran, R. Tafazolli, “Energy-aware adap-

tive sectorization in LTE systems”, Proceeding of 

the IEEE 22nd International Symposium on Per-

sonal Indoor and Mobile Radio Communications, 

Toronto, ON, Canada, 11-14 September 2011, pp. 

2402-2406.

[30] A. Imran, M. A. Imran, R. Tafazolli, “A novel self or-

ganizing framework for adaptive frequency reuse 

and deployment in future cellular networks”, Pro-

ceeding of the IEEE 21st International Personal 

Indoor and Mobile Radio Communications Sym-

posium, Istanbul, Turkey, 26-30 September 2010, 

pp. 2354-2359.

[31] M. Aldajani, “Convolution-based placement of 

wireless base stations in urban environment”, IEEE 

Transactions on Vehicular Technology, Vol. 57, No. 

6, 2008, pp. 3843-3848.

[32] R. Nlend, E. Tonye, "Planning and optimization ap-

proach using genetic algorithms of a new genera-

tion Cellular network capitalizing on the existing 

sites", International Journal of Science and Re-

search, Vol. 8, No. 5, 2019, pp. 1419-1427.

[33] E. Nwelih, J. Isabona, A. L. Imoize, “Optimization of 

Base Station Placement in 4G LTE Broadband Net-

works Using Adaptive Variable Length Genetic Al-

gorithm”, SN Computer Science, Vol. 4, No. 2, 2022, 

p. 121.

[34] V. Berrocal-Plaza, M. Vega-Rodriguez, J. Gomez-

Pulido, J. Sanchez-Perez, “Artificial bee bolony 

algorithm applied to WiMAX network planning 

problem”, Proceeding of the 11th International 

Conference on Intelligent Systems Design and 

Applications, Córdoba, Spain, 22-24 November 

2011, pp. 504-509.

[35] S. Debnath, W. Arif, D. Sen, S. Baishya, "LTE Cell 

Planning for Resource Allocation in Emergency 

Communication", Wireless Personal Communica-

tions, Vol. 135, No. 2, 2024, pp. 1035- 1076.

[36] S. Mirjalili, “Dragonfly algorithm: a new meta-heu-

ristic optimization technique for solving single-

objective, discrete, and multi-objective problems”, 

Neural Computing and Applications, Vol. 27, No. 4, 

2016, pp. 1053-1073.

[37] M. Komala, I. Wahidah. “LTE networks BTS location 

optimation with double step grey Wolf optimizer”, 

Proceeding of the IEEE 11th International Con-

ference on Telecommunication Systems Services 

and Applications, Lombok, Indonesia, 26-27 Octo-

ber 2017, pp. 1-6.

308 International Journal of Electrical and Computer Engineering Systems



[38] A. Al-Samawi, A. Sali, N. K. Noordin, M. Othman, F. 
Hashim, “Base station location optimization in LTE 
using genetic algorithm”, Proceeding of the IEEE 
International Conference on ICT Convergence, Jeju 
Island, Korea, 14-16 October 2013, pp. 336-341.

[39] E. Amaldi, A. Capone, F. Malucelli. “Radio planning 
and coverage optimization of 3G cellular net-
works”, Wireless Network, Vol. 14, No. 4, 2008, pp. 
435-447.

[40] B. Sapkota, R. Ghimire, P. Pujara, S. Ghimire, U. 
Shrestha, R. Ghimire, B. R. Dawadi, S. R. Joshi, “5G 
Network Deployment Planning Using Metaheuris-
tic Approaches”, Telecom, Vol. 5, No. 3, 2024, pp. 
588-608.

[41] A. Kalakech, M. Bakir, R. Youssef, "Coverage and 
Cell Capacity optimization in Private LTE network 
based on Position and Expected Channel Knowl-
edge", Proceedings of the International Confer-
ence on Computer and Applications, Cairo, Egypt, 
28-30 November 2023, pp. 1-6.

[42] F. Calles-Esteban, A. A. Olmedo, C. J. Hellín, A. 
Valledor, J. Gómez, A. Tayebi, “Optimizing Anten-
na Positioning for Enhanced Wireless Coverage: A 
Genetic Algorithm Approach”, Sensors, Vol. 24, No. 
7, 2024, p. 2165.

[43] R. M. Dreifuerst, S. Daulton, Y. Qian, P. Varkey, M. 
Balandat, S. Kasturia, A. Tomar, A. Yazdan, V. Pon-
nampalam, R. W. Heath, "Optimizing coverage 
and capacity in cellular networks using machine 
learning", Proceeding of ICASSP 2021 - IEEE Inter-
national Conference on Acoustics, Speech and 
Signal Processing, Toronto, ON, Canada, 6-11 June 
2021, pp. 8138-8142. 

[44] Z. H. Yang, M. Chen, Y. P. Wen, L. Q. Jia, Y. Zhang, 
“Cell planning based on minimized power con-

sumption for LTE networks”, Proceeding of the 

IEEE Wireless Communications and Networking 

Conference, Doha, Qatar, 3-6 April 2016, pp. 1-6.

[45] G. E. Athanasiadou, D. Zarbouti, G. V. Tsoulos, “Au-

tomatic location of base-stations for optimum 

coverage and capacity planning of LTE systems”, 

Proceeding of the IEEE 8th European Conference 

on Antennas and Propagation, The Hague, Neth-

erlands, 6-11 April 2014, pp. 2077-2081.

[46] Y. Wu, S. Pierre, “A new hybrid constraint-based 

approach for 3G network planning”, IEEE Commu-

nications Letters, Vol. 8, No. 5, 2004, pp. 277-279.

[47] B. Liu, “LTE wireless network coverage optimisa-

tion based on corrected propagation model”, Ap-

plied Mathematics and Nonlinear Sciences, Vol. 8, 

No.1, 2022, pp. 2681-2694.

[48] H. Putri, I. Ahmad, A. Hikmaturokhman, D. H. Putri, 

"Automatic Cell Planning Method for Radio Net-

work Optimization", JOIV: International Journal 

on Informatics Visualization, Vol. 8, No.1, 2024, pp. 

6449-6455.

[49] N. Bilal, P. Galinier, F. Guibault, “A new formulation 

of the set covering problem for metaheuristic ap-

proaches”, International Scholarly Research No-

tices. Vol. 2013, 2013, pp. 1-10.

[50] COST Action 231, “Digital mobile radio towards 

future generation systems, final report”, European 

Communities, Technical Report, EUR 18957, 1999.

[51] Y. Freund, R. E. Schapire, “A decision-theoretic gen-

eralization of on-line learning and an application 

to boosting”, Journal of Computer and System Sci-

ences, Vol. 55, No. 1, 1997, pp. 119-39. 

[52] F. Glover, "Tabu search—part I", ORSA Journal on 

Computing, Vol. 1, No. 3, 1989, pp. 190-206.

309Volume 16, Number 4, 2025





Enhancing Energy Efficiency in GAN-based 
HEVC Video Compression Using Knowledge 
Distillation

311

Original Scientific Paper

Abstract – High-efficiency Video Coding (HEVC) is a widely used video coding standard, and it has recently gained widespread 
adoption in various applications, such as video streaming, broadcasting, real-time conferencing, and storage. The adoption of 
Generative Adversarial Networks (GANs) into HEVC compression has shown significant improvements in compression performance 
by reducing the video size while maintaining the original quality. In this work, we explore the application of Knowledge Distillation to 
reduce the energy consumption associated with GAN-based HEVC. By training a smaller student model that imitates the larger teacher 
model's behavior, we significantly improved energy efficiency. In this paper, we provide a detailed study comparing the traditional 
HEVC algorithm, GAN-based HEVC, and GAN-based HEVC with Knowledge Distillation. The experimental results demonstrate a 
reduction in energy consumption of up to 30% while preserving video quality, making it an effective solution for video streaming 
platforms and energy-constrained devices and a sustainable solution for video compression without diminishing video quality.
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1.  INTRODUCTION

In the past few years, video content has become om-
nipresent in various applications such as streaming, 
broadcasting, real-time conferencing, and storage. This 
growing demand has significantly increased the need 
for efficient video compression methods to optimize 
storage and transmission while maintaining visual qual-
ity. High-Efficiency Video Coding (HEVC) has emerged 
as one of the most widely adopted video compression 
standards due to its superior rate-distortion perfor-
mance compared to its predecessors [1]. However, the 
pursuit of higher compression efficiency often comes at 
the cost of increased computational complexity.

Integrating Generative Adversarial Networks (GANs) 
into HEVC-based compression has introduced a paradigm 
shift, enhancing the perceptual quality of compressed 
videos by leveraging learned representations for frame re-

construction [2]. GAN-based approaches have remarkably 
improved subjective visual quality metrics, particularly in 
reducing artifacts introduced by aggressive compression 
[3]. However, despite their effectiveness, these methods 
suffer from significant computational overhead, leading 
to increased energy consumption, especially when de-
ployed on resource-constrained devices such as mobile 
platforms and edge computing environments [4].

Several works have explored the application of deep 
learning models in video compression, focusing on bal-
ancing efficiency and perceptual quality [5]. However, 
the trade-off between computational cost and visual 
fidelity in GAN-based HEVC remains an open research 
challenge. In particular, the energy footprint of GAN-
enhanced video coding has not been extensively stud-
ied, and existing methods do not adequately address 
the need for reducing power consumption while main-
taining high-quality compression [6].
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To address this limitation, we propose a novel ap-
proach that integrates knowledge distillation (KD) with 
GAN-based HEVC to optimize energy efficiency while 
preserving perceptual quality. Knowledge distillation is 
a widely used model compression technique where a 
smaller student model is trained to imitate the behaviour 
of a larger, computationally intensive teacher model [7]. 
This technique has been successfully applied in various 
computer vision and natural language processing tasks 
to reduce inference time and memory requirements [8]. 
However, its application in GAN-based video compres-
sion remains largely unexplored. Unlike previous works 
that focus solely on enhancing GAN-based compression, 
our method leverages KD to transfer knowledge from a 
high-performance GAN model to a lightweight alterna-
tive, significantly reducing energy consumption while 
maintaining competitive visual quality.

In this work, we conduct a comprehensive compara-
tive analysis of traditional HEVC, GAN-based HEVC, and 
GAN-based HEVC with knowledge distillation evalu-
ating energy consumption across different hardware 
components, including CPU (IA Energy) and GPU (GT 
Energy). Our experimental results demonstrate that 
knowledge distillation can achieve up to 30% reduc-
tion in energy consumption, offering a scalable and 
sustainable solution for energy-constrained video ap-
plications.  By bridging the gap between energy effi-
ciency and high-quality GAN-enhanced compression, 
this study introduces a practical optimization strategy 
for next-generation video coding systems.

2. RELATED WORKS

This section provides an in-depth analysis of recent 
studies related to GAN optimization, energy efficiency, 
and HEVC-based video compression. The focus is on 
understanding the advantages and limitations of each 
method, discussing their experimental setups, and po-
sitioning our approach within this evolving research 
landscape.

Recent research has explored various strategies to 
optimize GANs for improved computational efficiency 
and energy-aware processing. One notable work by 
[9] proposes a method for enhancing data efficiency 
in GANs by dynamically adjusting the network’s struc-
ture during training. The key contribution of this work 
is its ability to reduce computational costs while main-
taining image generation quality. However, the paper 
focuses primarily on static image generation, leaving 
open questions about its applicability to video com-
pression scenarios.

Building on this, another study [10] introduces a da-
ta-efficient GAN training framework that reconfigures 
the GAN architecture during training. Unlike [9], which 
focuses on modifying network layers, this work adap-
tively adjusts model complexity in real-time, minimiz-
ing resource consumption while preserving perceptual 
quality. However, both approaches primarily target 

GAN training rather than inference efficiency, which 
is a critical factor for deployment in real-world video 
streaming applications.

In the context of mobile and low-power environ-
ments, a noteworthy contribution from [11] investigates 
GAN energy consumption trade-offs for mobile plat-
forms. The study proposes a lightweight GAN model 
that balances image generation accuracy with battery 
efficiency. The experimental results demonstrate up to 
a 25% reduction in energy usage, but the method is pri-
marily tailored for image generation rather than video 
compression, limiting its direct applicability to HEVC.

Beyond optimizing GAN architectures, researchers 
have explored how GANs can contribute to energy ef-
ficiency in broader applications. For example, an ensem-
ble-based approach in [12] integrates GANs to reduce 
energy consumption in commercial buildings. While this 
work does not directly focus on reducing GAN power 
consumption, it showcases the potential of GANs in fore-
casting applications, which could be leveraged for adap-
tive energy-aware compression strategies.

A final relevant study [13] examines the role of adap-
tive computation in controlling energy consumption 
during GAN-based generation. The key takeaway from 
this work is that dynamic computational allocation can 
significantly reduce energy costs while maintaining 
generation quality. However, the proposed technique 
primarily applies to classification and object detection 
tasks, requiring further adaptation for video compres-
sion pipelines.

While the above studies primarily focus on GAN en-
ergy efficiency, recent research has also explored the 
role of GANs in HEVC compression. One seminal study 
[14] investigates GAN-based enhancement for HEVC-en-
coded videos, demonstrating significant improvements 
in perceptual quality. However, the increased computa-
tional complexity limits real-time deployment.

A more recent work from 2024 [15] explores how 
transformer-based GANs can enhance HEVC compres-
sion by reconstructing lost details in low-bitrate videos. 
The study shows up to a 30% improvement in SSIM and 
VMAF scores, but its energy overhead is not explicitly an-
alyzed, leaving room for energy-efficient optimizations.

To mitigate the energy cost of GANs, some studies 
have begun incorporating Knowledge Distillation (KD) 
into the compression pipeline. A recent study [16] inte-
grates KD into GAN-based HEVC enhancement, dem-
onstrating a 20% reduction in inference time while 
maintaining perceptual quality. However, this method 
relies heavily on teacher-student architectures, which 
may introduce additional training complexity.

While these studies have made significant progress 
in GAN optimization, HEVC compression, and energy 
efficiency, none have explicitly explored the synergy 
of Knowledge Distillation with GAN-based HEVC com-
pression for energy-efficient video transmission. 
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Our work builds on these advancements by proposing 
a GAN-based HEVC framework that integrates Knowl-
edge Distillation to achieve up to a 10% reduction in 
energy consumption while preserving high perceptual 
quality. Unlike previous works we focus on both infer-
ence efficiency and compression performance, ensuring 
our approach is scalable for real-world applications.

3. BACKGROUND: GENERATIVE ADVERSARIAL 
NETWORK AND VIDEO COMPRESSION

Generative Adversarial Networks (GANs) are machine 
learning models designed to generate data similar to 
the training datasets. GANs are composed of two neu-
ral networks: the generator and the discriminator. The 
generator creates fake data, while the discriminator at-
tempts to distinguish it. The following figure illustrates 
the principle of GANs.

Fig. 1. GANs principle

The Generator G generates synthetic data, such as 
images or video frames, based on a random noise vec-
tor z. Its main goal is to produce data that resembles 
the training dataset. The Discriminator D evaluates the 
data by distinguishing between real samples and fake 
ones. Consequently, it provides feedback to improve 
the generator’s performance [17]. The adversarial train-
ing process is driven by a minimax optimization prob-
lem as presented in equation (1).

Where pdata (x) represents the real data distribution, and 
pz (x) refers to the prior distribution of the latent space. The 
generator aims to minimize the function, by generating 
output indistinguishable from the real data, whereas the 
discriminator seeks to maximize the function, enhancing 
its ability to identify real data from fake data. This adver-
sarial training reaches equilibrium when the discriminator 
is no longer able to differentiate real from generated data, 
achieving what is known as a Nash equilibrium.

GANs have demonstrated exceptional performance in 
various domains such as image generation, video cre-
ation, and data enhancement. In the context of video 
compression, GANs have been used to enhance the per-
ceptual quality of the reconstructed video frames, effec-
tively minimizing artifacts while preserving details. How-

ever, the computational complexity of GANs presents a 
significant challenge for deployment in environments 
with limited resources. GANs have been applied across 
various domains. In our prior work [18], we integrated 
GANs into the High Efficiency Video Coding (HEVC) en-
coder to enhance video compression performance, the 
proposed approach leveraged the generator’s ability to 
refine compressed frames resulting in improved visual 
quality, as demonstrated by increased PSNR and SSIM 
metrics. However, this enhanced performance high-
lighted another concern, which is the increased energy 
consumption associated with GAN-based methods.

In this paper, we extend our previous work by incorpo-
rating knowledge distillation into the GAN-based HEVC 
framework. Knowledge distillation is a compression 
technique in which a smaller and more efficient student 
model learns to replicate the behavior of a larger and 
more complex teacher model [19]. In the next section, 
we will detail the methodology adopted to integrate 
knowledge distillation with GANs to achieve a sustain-
able and efficient video compression solution.

4. OUR METHODOLOGY

The proposed teacher-student GAN model algorithm 
for HEVC compression uses a pre-trained teacher mod-
el to generate outputs, which are used to train a smaller 
student model. Next, we process each batch of data 
through forward passes for both models. Subsequent-
ly, a combined loss is computed from both distillation 
and ground truth losses to facilitate learning. Then 
comes the evaluation of the student model, achieving 
enhanced performance in terms of video quality and 
energy consumption. The following figure presents the 
process adopted in our research.

Fig. 2. GAN-based HEVC with Knowledge 
Distillation Methodology

(1)
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(2)

b. Forward pass in student model 

In this step, we pass the same input x through the 
student model S.

Then, we compute the student’s outputs logits pre-
sented by the equation (3):

zS=S(x) (3)

c. Compute the loss:

In this step, we compute the distillation loss that 
measures the similarity between the teacher and 
predictions using equation (4). We use softmax 
with temperature for soft labels [20]. 

Ldistill=KL(softmax(zT)||softmax(zS)) (4)

After that, we compute the ground truth loss using 
function cross-entropy loss as shown in equation 
(5) [19]:

L=αLtrue+(1-α)Ldistill (5)

Finally, in equation (6) we combine both losses us-
ing weighting factor α [19]:

L=αLtrue+(1-α)Ldistill (6)

d. Backpropagation:

Gradients are computed using the Adam optimizer, 
with an initial learning rate of 10-4. To ensure stable 
training and convergence, we apply a learning rate 
decay of 0.1 every 20 epochs if validation loss stag-
nates. This prevents overfitting while maintaining 
optimization efficiency.

e. Update Student Model:

Student model S is updated using the Adam opti-
mizer with a learning rate η=10-4. This learning rate 
was selected based on its widespread success in 
stabilizing GAN training and ensuring gradual con-
vergence while avoiding large gradient updates, as 
noted in [19].

f. Convergence Criteria:

Training continues until:

•	 The combined loss L plateaus, with no significant 
improvement over 10 epochs. This threshold was 
chosen to ensure computational efficiency while 
avoiding overfitting.

•	 The validation metrics meet the threshold, with 
PSNR exceeding 40 dB and energy consumption 
reduced by at least 30% compared to GAN-based 
HEVC. These thresholds were informed by prior 
experiments indicating that these values bal-
ance video quality and energy savings.

•	 An early stopping mechanism halts training if vali-
dation loss increases for five consecutive epochs, 
a standard approach to mitigate overfitting.

•	 Step 5: Repeat Until Convergence:

The training process continues until one of the fol-
lowing conditions is met:

•	 The total loss L stabilizes, with no significant im-
provement over 10 consecutive epochs.

•	 PSNR exceeds 40 dB, and energy consumption is 
reduced by at least 30% compared to GAN-based 
HEVC.

•	 An early stopping mechanism is triggered if the val-
idation loss increases for five consecutive epochs.

•	 Step 6: Evaluation of the student model

In this step and after the training, we evaluate the 
student model S on a validation set, by measuring 
performance in terms of:

•	 Video quality (PSNR).

•	 Energy consumption (reduced IA Energy and GT 
Energy).

•	 Step 7: Student Model Deployment

In this final step, we deploy the trained student 
model S for GAN-based HEVC, benefiting from 

In this next paragraph, we will provide a deeper un-
derstanding of our approach.

•	 Step 1: Teacher Model T initialization

During this step, we load the pre-trained teacher 
model T, which is a large and complex GAN trained on 
HEVC video frames.

•	 Step 2: Student Model S Initialization

In this step, we define the student model S, which is a 
smaller and more efficient GAN model.

•	 Step 3: Data preparation

The training dataset D consists of HEVC-compressed 
video frames, which undergo pre-processing and 
augmentation to improve generalization. The aug-
mentation techniques applied include random crop-
ping, horizontal flipping, Gaussian noise injection, and 
brightness adjustment. These transformations help the 
student model learn robust features and enhance its 
ability to generalize across different video sequences.

•	 Step 4: For each batch b ϵ D:

The following steps are performed for each batch of 
training data

a. Forward pass in teacher model

Firstly, we pass the input x ∈ b through the teacher 
model T.

Then, we compute through equation (2) the teach-
er’s output logits zT softened by the temperature 
Ttemperature [20], where Ttemperture controls the smooth-
ness of the teacher’s predictions. We empirically 
tuned Ttemperture in the range of 1 to 5, selecting the 
optimal value based on validation performance.
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faster inference, fewer parameters, and reduced 
energy consumption.

5. PROCESS AND PERFORMANCE EVALUATION

a. Experiments:

•	 Implementation	Framework

To implement the framework introduced in this pa-
per, we used Python and its extensive libraries due to 
their robustness and flexibility. For deep learning mod-
el development and testing, we employed PyTorch, 
which facilitated the design of the GAN architecture 
and the implementation of the knowledge distilla-
tion algorithm within the teacher-student framework. 
NumPy and Pandas were utilized for efficient data pre-
processing and handling of large datasets, ensuring 
seamless preparation of the HEVC video data.

•	 Dataset

For our experiments, we utilized the BVI-CC dataset 
[20], a publicly available resource designed for video 
compression and quality assessment research. This 
dataset comprises nine source video sequences, each 
with a native Ultra High Definition (UHD) resolution of 
3840x2160 pixels, offering a diverse range of spatial-
temporal characteristics. For our study, we downscaled 
these sequences to a full HHD resolution of 1920x1080 
pixels with our experimental setup. Each sequence 
contains 65 frames, providing a substantial amount of 
data for training and evaluation purposes. The BVI-CC 
dataset includes videos from various genres, ensuring 
a comprehensive evaluation across different content 
types. The dataset is divided into training, validation, 
and testing sets, with a typical split of 70% for train-
ing, 15% for validation, and 15% for testing, facilitat-
ing effective model development and assessment. 
This dataset is particularly suitable for our research as 
it includes sequences encoded with High-Efficiency 
Video Coding (HEVC), aligning with our focus on HEVC 
video compression. The availability of both original and 
compressed versions of the videos in BVI-CC allows for 
a thorough analysis of compression performance and 
quality assessment, making it an ideal choice for our 
study.

•	 Knowledge	distillation	framework

The teacher model is a large GAN pre-trained on the 
HEVC dataset, while the student model is a smaller ver-
sion of the same architecture. Knowledge distillation 
involves transferring knowledge from the teacher to 
the student using a temperature scaling factor of 3.0. 
The combined loss functions used for training the stu-
dents include:

•	 Distillation Loss: KL divergence with softened 
outputs from the teacher model α=0,3 

•	 Ground Truth Loss: Cross-entropy loss with the 
original training labels (1- α=0,7).

As for the training hyperparameters:

•	 Batch size: 32

•	 Learning rate: 10-4 (optimized using Adam Op-
timizer)

•	 Convergence criteria: Training stops when PSNR 
exceeds 40 dB and energy consumption reduces 
by at least 30%.

•	 Early stopping: Triggered if validation loss does 
not improve for 5 consecutive epochs.

•	 Energy	Monitoring	and	visualization

For energy consumption monitoring, we used In-
tel Power Gadget for CPU metrics and NVIDIA System 
Management Interface for GPU usage and power con-
sumption. Model performance was visualized using 
Matplotlib, showcasing improvements in video quality 
(PSNR/SSIM) and energy efficiency across all experi-
mental setups.

This comprehensive setup enabled us to validate 
the efficiency of the GAN-based HEVC framework with 
knowledge distillation, achieving a significant reduc-
tion in energy consumption while preserving video 
quality.

b. Results and discussion:

Our novel approach demonstrates competitive per-
formance in terms of reducing energy consumption 
while maintaining high video quality. In this work, we 
reduced energy consumption by up to 30% during vid-
eo encoding. This optimization is most evident in the 
reduction of both CPU (IA Energy) and GPU (GT Energy) 
usage, which are critical components of the computa-
tional cost introduced by GANs. The following figure 
presents a comparison between, the energy consump-
tion in Traditional HEVC, GAN-based HEVC, and Knowl-
edge Distillation GAN-based HEVC.

In Fig. 3, firstly, the HEVC serves as a baseline and it 
shows a predictable behavior, and consistent increase 
in energy consumption as more frames are encoded. 
Secondly, the GAN-based HEVC demonstrates a signifi-
cant rise in energy usage by 40% due to the computa-
tional costs of GANs. Finally, the Knowledge Distillation 
GAN-based algorithm presents a significant reduction 
of energy consumption of 30%, while still delivering 
equivalent video quality as illustrated in the next figure 
which demonstrates the PSNR values across all three 
methods.

The Graph in Fig. 4 compares the PSNR values across 
three methods for encoding 100 video frames.

As shown, the PSNR values for traditional HEVC fluc-
tuate between, 41,2 dB and 43,3 dB, exhibiting the 
standard visual quality achievable by HEVC without 
any enhancement techniques. As for HEVC with GANs, 
it demonstrates an improvement over traditional HEVC, 
with PSNR values typically around 0,5 dB higher across 
all frames. HEVC with GANs and Knowledge Distillation 
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Fig. 4. PSNR values comparison between HEVC, GAN-based HEVC, and Knowledge Distillation GAN-based HEVC

Fig. 3. Energy Consumption between HEVC, GAN-based HEVC, and Knowledge Distillation GAN-based HEVC

performs slightly below the GAN-based HEVC but still 
maintains a consistent PSNR improvement over the 
traditional algorithm. On average, the PSNR values are 
0,3 dB higher than HEVC demonstrating that knowl-
edge Distillation successfully retains the quality en-
hancement of GANs while reducing the computational 
complexity and the energy consumption. The minimal 
drop of PSNR is a minor trade-off to the gain in energy 
efficiency which makes GAN-bases HEVC with Knowl-
edge Distillation an attractive solution for large-scale 
and energy-constrained video applications. The follow-
ing figure presents a comparison of 5 frames from the 
original video, HEVC, HEVC with GANs, and HEVC with 
GANs and Knowledge Distillation for 5 random frames.

Fig. 5. demonstrates how HEVC with GANs enhances 
visual fidelity, while Knowledge Distillation further re-
fines the balance between quality and computational 
efficiency. To provide a clearer illustration of the com-

parison, the next figure represents a detailed analysis 
of a single frame, showcasing the difference between 
the three algorithms. The below above shows the ef-
fects of three different encoding methods. The original 
frame presents a reference point, showing the unmodi-
fied version. The HEVC encoded frame demonstrates 
the results of traditional HEVC. 

While it seeks to compress the frames, some visual 
artifacts can be observed, indicating a compromise 
between compression efficiency and quality. The third 
frame, HEVC with GANs, illustrates the application of 
Generative Adversarial Networks to enhance the en-
coding process. It is evident that GANs enhance per-
ceptual quality as shown by finer details and reduced 
artifacts compared to traditional HEVC. 

The last frame highlights the improvement in encod-
ing quality emphasizing its importance in improving 
compression performance.
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Fig. 5.  Comparison between five frames of original video, HEVC, HEVC with GANs, and HEVC with GANs 
and Knowledge Distillation

Fig. 6.  Frames comparison between original video, HEVC, HEVC with GANs, and HEVC with GANs and 
Knowledge Distillation
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Table. 1. Table compares Energy consumption 
and quality between original video, HEVC, HEVC 
with GANs, and HEVC with GANs and Knowledge 

Distillation

Study Energy 
Reduction Video Quality

GAN-based HEVC with Knowledge 
Distillation (Our work) Up to 30% Hight PSNR 

improvement

SetGAN: Scale and Energy Trade-
off [11] Up to 20% Moderate

GAN-enhanced Ensemble Model 
[12] Up to 15% Moderate  

(Specific cases)

Adaptive Computation in Energy-
based Models [13] Up to 18% Varies

General Knowledge Distillation 
Methods [8] Up to 25% High

6. EFFICIENCY BENCHMARKING

Our work was benchmarked against prior research 
efforts focused on reducing energy consumption in 
video compression. The table 1. provides a compari-
son between various studies on energy-efficient video 
compression approaches. It highlights that our pro-
posed approach achieves the highest energy reduction 
of up to 30% while maintaining superior video quality.

7. CONCLUSION

In this paper, we introduced a new approach that 
addresses the energy consumption challenge in GAN-
based HEVC using knowledge distillation. Our results 
demonstrate that GAN-based HEVC achieves improve-
ments in visual quality at the cost of increased energy 
consumption. 

However, when combined with knowledge distilla-
tion, energy consumption is reduced by an impressive 
30% while maintaining competitive visual quality.

Our work highlights the potential of knowledge 
distillation in balancing performance and energy ef-
ficiency, paving the way for more sustainable video 
compression techniques. 

Despite these promising results, our approach has 
certain limitations. Future research could explore its 
scalability to larger datasets and diverse video resolu-
tions, ensuring generalizability across different video 
formats. Additionally, further optimizations tailored to 
specific hardware architecture (edge devices, mobile 
processors, and specialized AI accelerators could en-
hance real-world deployment Investigating adaptive 
knowledge distillation techniques that dynamically ad-
just compression settings based on network conditions 
and content complexity is another promising direction.
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MLbFA: A Machine Learning-Based Face Anti-
Spoofing Detection Framework under Replay 
Attack
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Abstract – The primary aim of the research paper is to deploy an efficient automated face antispoofing system that could consider 
replay attacks in the presence of partial occlusions. For this purpose, the article introduces a novel machine learning-based face-
antispoofing (MLbFA) framework. The system incorporates a modified version of the difference of the Gaussian technique to compute 
the overall contrast of the input images which is later used to enhance the contrast of the image using contrast correction.  On 
the other hand, the image details, especially the edges are enhanced for significant feature contribution using a Beltrami filter. The 
contrast-cured and extremity-enhanced images are averaged to obtain a finer image. Face cropping is achieved using the Bounding-
Box algorithm to reduce computational complexity and improve classification accuracy for region-bounded feature extraction.  
Quality conventional or handcrafted features (CF/HF) are extracted through various descriptors from the region of interest (ROI). 
The features are reduced in dimension using principal component analysis (PCA) and portioned in training and testing sets with a 
75%:25% ratio respectively. An experimental study showed that the proposed MLbFA model using a Support Vector Machine (SVM) 
outperforms other recent existing face anti-spoofing competing techniques with an improvement of 0.11% compared to the best-
performing Edge-Net Autoencoder model concerning the classification accuracy.

Keywords: Face anti-spoofing, machine learning, Difference of Gaussian, Beltrami filter, Bounding-box algorithm,  
 conventional features, PCA, and SVM
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1.  INTRODUCTION

Biometric authentication can be primarily classified 
as possession-based and knowledge-based authen-
tication. Knowledge-based is secretly available with 
the subject that is only known to the subject himself. 
However, biometric authentication models are vulner-
able to spoof threats where an intruder or fraudster 
endeavors to steal or compromise it. The type of at-
tack can be differentiated depending on the biomet-
ric modality whether the system uses the subject iris 
pattern, his fingerprints, his facial features, audio, or a 
keystroke. Despite this, few traits are non-comparable. 
Therefore, a specifically designed algorithm is required 
to identify the spoof attacks since each biometric trait 

has its merits and limitations. In the case of spoof at-
tacks, the fraudster peeps through the vulnerabilities in 
the biometric system. The fraudster enters the secured 
biometric-based system attempting to deceive anoth-
er person. This leads to the significant requirement of 
an anti-spoofing technique for securing biometric sys-
tems and preventing unauthorized trait replicas.

Despite the advancements being made in the field of 
biometrics, various authentication systems still fail mis-
erably while detecting a spoofing attack. This leads to a 
positive response being made to an unauthorized indi-
vidual thereby giving him the overall control of the sys-
tem unknowingly. Many well-known organizations and 
industries have already fallen into this trap of breach and 



322 International Journal of Electrical and Computer Engineering Systems

spoofing attacks. Hence, a well-developed automated 
system that can recognize the same in real time has be-
come mandatory. For this purpose, various researchers 
have used many machine and deep learning classifiers, 
who tend to extract relevant features from the dataset 
and later pre-process them for better accuracy. However, 
due to data imbalance, certain interference peeping in 
CCD and CMOS sensors, uneven illuminations, distor-
tions, and partial occlusions due to hair, specs, scarfs, 
organs, etc. the anti-spoofing systems have suffered set-
backs in classifying the spoofed and real images. 

The work proposed by authors [1] tends to automate 
a robust system by making use of a Laplacian filter that 
not only filters the relevant images but also enhances 
the overall output thus generated. On the other hand 
authors [2] enlightened the implementation of Schmid 
as the filter which could uplift the disadvantages of the 
image and convert them into a readable format. Mean-
while, authors [3] proposed to modify the existing work-
ing of the DOG filter by adding an extra layer that could 
destroy the noise and generate high-frequency edges. A 
correction algorithm was thus used and further pre-pro-
cessing of the images was done by eliminating the in-
terference of light.  Even though various pre-processing 
techniques were primarily used, authors [4] executed 
certain anti-spoofing techniques that could easily differ-
entiate between original and fake images. 

In addition to this, the generated 2D-based spoofed im-
ages were exposed to various forms of noise distortions 
that included glossy photo papers and digital screens. 
Color distortions were also faced in the same process 
which occurred as a result of resolution from the screen. 
Apart from noise and color distortions, distortions in the 
form of facial deformations also occurred which were 
proposed by authors [5]. Hence, the concept of landmark 
components was brought into the picture by the author 
[6-7] who finally segmented the image into equal halves 
so that optimized accuracy could be obtained. 

The techniques [8, 9] incorporating textural proper-
ties of the spoofed and authentic images lacked gen-
eralization ability even though they showed rapidness 
in response. Models based on extracting color depth 
information from a 3-dimensional face using multiple 
image frames [10, 11] required higher reliability to clas-
sify the 2D spoof faces. On the other hand, losing low-
frequency details while highlighting the higher-fre-
quency components was associated with the process 
of recapturing video replays or printed photos.  These 
models were successful and showed better sensitivity 
when the intra-dataset test was concerned, however, 
for improved performance and inter-dataset tests, di-
verse multiscale features were required.  

Deciding on a perfect spoof mechanism out of the ex-
isting approaches would need studying the features, ad-
vantages, and negative remarks of each approach. With 
this in mind, facial biometrics can be seen as a special 
case, since multimodality can take advantage of mul-
tiple facial properties (e.g., texture, shape, and tempera-

ture) to avoid spoof attacks. Spoofing attacks persist be a 
security challenge for face biometric systems, and there 
was much effort in the field to find robust methods. 
However, all these efforts have been following the same 
recipe, not favouring breakthroughs in the field. Many 
works of face spoofing detection emphasize 2D attacks 
by presenting printed photos or replaying recorded 
videos, and 3D attacks have been recently studied due 
to the technological advancements in 3D printers and 
reconstruction. Although perfect results on public data 
sets have been achieved by many works, there is a con-
siderable gap in moving from academic research to real-
world applications in an effective way.  

The paper's contributions can be summarized as: 

•	 The ROI is extracted so that the system can elimi-
nate distortions and focus on the facial image by 
creating a boundary box along the edges of the im-
age. This reduces the overall run-time complexity 
of the classifier and thereby increases the probabil-
ity of classification accuracy of the model.

•	 Sufficient informative handcrafted features are 
extracted from the ROI that represented the faces 
more accurately and significantly.   

•	 The feature dimensionality was reduced so that the 
obtained dataset features are minimized and only 
the relevant features are executed in the training 
and testing phase.

•	 The proposed MLbFA model is simpler and more effi-
cient to discriminate real and unauthentic faces from 
dataset test samples and real-time test samples.

2. RELATED WORK

A generative method of probabilistic voting was in-
troduced by authors [12] wherein they made use of an 
ensemble classifier along with a discrete wavelength 
filter. Their study aimed to perform segmentation of 
the face image and further calibrate it using face align-
ment so that the overall frequency of the residual im-
age could be reduced. The residue from this image was 
later converted into a YCbCr model and texture fea-
tures were extracted from the same by making use of 
a texture descriptor. The repository used for the imple-
mentation of the same comprised four datasets. In a 
similar work performed by authors [13] they extended 
their research work by making use of SURF features 
which led to the conversion of grayscale images to 
color images. For this purpose, the author used specific 
color bands for each image and further concatenated 
them with the SURF features. In the next stage, the 
overall complexity of the system was reduced by using 
the PCA algorithm and Fisher as the Vector. All the de-
scriptors used for implementation were obtained using 
HAAR as the wavelet function comprised of 4x4 blocks. 
In the final stage, the sub-regions around the image 
were concatenated by using HSV as the implementa-
tion algorithm which eventually resulted in the overall 
feature vector to reduce the dimension to 64. 
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In another work authors [14] implemented the tech-
niques of chromatic illumination so that the objective of 
differentiating between a real and forged image could 
be made. They proposed to extract inter-channel chro-
matic occurrence to obtain chromatic texture features. 
Softmax was used as the classifier along with LBP as 
the feature extractor. Combinations of 4 datasets were 
used (MSU, MFSD, CASIA, and FASD) and the overall dis-
criminating factor of the system model was improvised. 
Similar work was offered by authors [15] wherein they 
made use of an ensemble learning methodology which 
was eventually used to analyze the existing chromatic 
discrepancies. The dataset however consisted of imbal-
anced images. In another work suggested by authors 
[16] they made use of SVM as the fuzzy classifier which 
eventually analyzed the acquired dataset from different 
angles and perspectives. All the images from the dataset 
underwent the process of feature extraction by mak-
ing use of the HOG feature extractor. In addition to this, 
LPQ features were also simultaneously used which mini-
mized the invariance of images that occurred. 

Abhishek Mittal et al. [17] obtained a 10% improve-
ment for accurately distinguishing the natural and un-
natural faces using features based on the Gray level co-
occurrence matrix (GLCM). The texture features-based 
hybrid approach was evaluated using an integration of 
3 different ML classifiers. 

Mays Alshaikhl et al. [18] suggested an attention 
module to consider the relevant features only using 
the spatial features and the color depth features. Their 
dual module approach was efficient in seeking con-
text-based significant features that helped their frame-
work in improving the classification accuracy. On the 
other hand, their objective to improve the generaliza-
tion ability of the deep learned (DL) classifier was also 
enhanced. The integrated model incorporating the at-
tention module and DL network succeeded in aiding 
the overall performance. The authors suggested that 
their framework can be implemented for pixel-based 
attention mechanisms including quality assessments, 
segmentation, and face detection jobs.  

Spoof strikes were detected by Junwei Zhou et al. 
[19] utilizing an inventive approach that combined 
LDN-TOP representation and Pro CRC (probabilistic 
collaborative representation-based classifier) classifica-
tion pipeline. The LDN and a derivative Gaussian mask 
were used to learn the texture patterns of the con-
cerned region under disturbances caused by illumina-
tions. While LDN was broadened to spatial-temporal 
variant to occupy the motion features. The Pro CRC was 
made to learn from the LDN-TOP represented features 
extracted from depth images. The experimental evalu-
ation was carried out on 3-different sets of dataset im-
ages concerning the EER and HTER (half total error rate). 
The authors obtained 0.37% EER on the CASIA dataset 
and 5.7% HTER on the UVAD dataset using a sequence-
based protocol.  They also carried out a time-window 
length analysis and demonstrated that improved out-

comes can be obtained using larger lengths at the cost 
of sufficient video frames. Competitive results were 
also shown for replay attacks in their article.   

The authors [20] focused on pre-processing the im-
ages before they were submitted to a convolutional 
neural network constructed with 12 layers. The pre-
processing concentrated on proper and precise face 
alignment, extracting the concerned region, and con-
trolling the uneven illumination from face regions. 
Cropping was accomplished using a bounding box al-
gorithm while the latter part dealt with three cascaded 
networks. The P, R, and O-net cascaded network struc-
ture controlled the illumination of the bright regions of 
the face images obtained from the CASIA-FASD data-
set. Through experimentation, the author showed that 
their model attained an HTER of 1.02% and improved 
the classification accuracy.    

The immense success of pre-trained networks in sev-
eral applications was noticed by authors in [21]. They 
used 2-different color spaces of the input images and 
extracted face embeddings which were jointly used for 
classification using the VGG network. For better face rep-
resentation, the images were denoised priory and then 
converted to other color spaces.  The joint embeddings 
from CIE LUV and YCbCr color spaces obtained a false re-
jection ratio of 0.3% and an acceptance ratio of 0.4% ap-
proximately with an accuracy and specificity above 99%.  

The LBP and SVM integrated classification approach 
used by authors in [22] considered a rotation invariant 
scheme over photo imposter dataset images. The illu-
mination variations introduced in the dataset images 
were distilled using a modified Difference of Gaussian 
filter and filtered images were represented employing 
the LBP operator. Comparison with the normal combi-
nation of LBP+SVM and LBPV+SVM showed that the 
latter outperformed the former, however, the approach 
failed to perform in the case of cross-dataset samples.      

Multi-channel images from the PAD dataset were part 
of the work introduced in [23] that are prone to various 
Presentation Attacks. The author utilized all the aspects 
of multichannel images including the depth, NIR, and 
color channels, and presented a PAD protocol using a 
combination of autoencoder and Multi-Layer Percep-
tron. The challenges due to Presentation Attacks were 
handled using a dual path framework by the authors 
who claimed that the individual faces represented 
higher disparities compared to that of complete faces.   

Several researchers over the globe have contributed 
to developing antispoofing schemes using conventional 
features by different classifiers. They have used different 
dataset images with different levels of complexity and 
analyzed the performance of their scheme on single and 
cross-domain datasets. However, few of them lacked the 
generalization ability when cross-dataset or real samples 
were tested while others failed to classify the samples 
accurately. Also, in most cases, the classifier models were 
complex and required a longer time for training. 
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3. MATERIALS AND METHOD

The system thus proposed in the research paper is di-
vided into five main stages. The implementation begins 
at the pre-processing stage followed by extraction of rel-
evant features. A process of dimensionality reduction also 
takes place before the classification. The research finally 
comes to an end by evaluating and analyzing the results. 

Initially, a dataset is obtained which comprises real and 
fake images. The first stage of pre-processing is done on 
these images which eventually comprises two primary 
techniques in parallel used to correct the image thus ob-
tained. The technique involves contrast correction of the 
image and then using a filter to preserve the edges of 
the image. The resulting output from these techniques is 
further given as an input to the next stage which appears 
to be the feature extraction process. This happens to be 
the second stage of implementation and is mandatory 
to enhance the edges of the image and further extract 
only the relevant features so that the final distinguishing 
between the real and the fake ones can be made. A total 
of 2056 image features are extracted and further reduced 

in terms of dimensions using the PCA in the third stage. 
The fourth stage of system implementation is character-
ized using the classification technique. For this purpose, 
we have used SVM as the classifier, and the dataset is fed 
to the training and testing phase so that evaluation of the 
model can be made. A percentage ratio of 75 and 25 is 
made respectively for training and testing purposes. Fi-
nally, the system is evaluated using performance metrics.

3.1. THE DATASET

The IDIAP Replay attack dataset is used for the im-
plementation of the proposed research. It comprises 
1300 videos including the video and photo attack. The 
videos lasting for 9 seconds were converted to image 
frames for all 50 subjects. The color images obtained 
bear a resolution of 320x240 dimension where the first 
dimension corresponds to width and the latter the 
height. The original sampling rate was 25 Hz and the 
videos were captured in two environments. The con-
trolled environment uses homogeneous backgrounds, 
and curtain-covered windows in the background with 
good surrounding illumination. 

Fig. 1. The proposed MLbFA Model
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The adverse environment on the other hand used a 
complex background with ill-illuminated surroundings 
and raised curtains over the windows. Ten attack vid-
eo attacks for each were performed with the subject’s 
fixed biometry and biometry from a device [8, 24]. 

We constructed our dataset from the above available 
images. We chose real images belonging to 80 subjects 
and fake images that included 199 subjects. The num-
ber of images for each subject from real and fake cat-
egories that were included for experimentation was 50. 
This was intentionally done to construct an imbalanced 
dataset. Therefore, images belonging to the real im-
ages class were 4000, and the fake images were 9950. 
Further real and fake images from real-time videos cap-
tured using Samsung Galaxy F34 with a 50 MP Cam-
era were used to test the robustness of the proposed 
system and evaluate cross-test performance.  The input 
images shown in Fig. 1 are real-time images where the 
left image belongs to the real category while the right 
belongs to the attack class. 

Column 1 and column 3 of Fig. 2 show the adverse 
condition for real images while column 2 images are 
acquired in a controlled environment. Similarly, the up-
per row of Fig. 3 shows images from adverse environ-
ments while the bottom row depicts images obtained 
from the controlled environment under attack condi-
tions.

Fig. 2. Sample of Real images from the IDIAP dataset. 
Column 1 and column 3 show the adverse condition 
(uneven illumination) for real images while column 2 

images are acquired in a controlled environment

Fig. 3. Sample of spoofed images from the IDIAP 
dataset. Upper row of Fig. 3 shows images from 

adverse environments (uneven illumination) while 
the bottom row depicts images obtained from the 

controlled environment under attack conditions

3.2. CONTRAST MEASUREMENT AND 
 CORRECTION

Thus the dataset has dual complexity issues: real and 
fake images are not balanced and they have discerning 
illuminations and backgrounds. In addition to this, the 
edges over the image also appear to be blurred which 
can affect the quality features of the image and makes 
it less significant during the feature extraction process. 
Due to this reason, the conventional features will prob-
ably fail to absorb latent details from the ROI and thus 
affect adversely the classification. 

The image thus obtained from the dataset is heavily 
dependent on the spatial arrangements, edge measure-
ments, and light illuminations in which the image is cap-
tured. Apart from this, the color of the image, resolution, 
and pixel size of the image also have an overall impact. 
To overcome this issue, we used contrast correction and 
edge preservation both independently on the input im-
age. The perceived contrast is measured by computing 
the difference between the extremely low and extreme-
ly high-intensity pixels in the image [1]. Initially, the 
overall image contrast is measured using the Modified-
DoG method suggested by Tadmor and Tolhurst [2], and 
based on the measured contrast value (equation 1) the 
image contrast is corrected (equation 1-8) to improve 
the overall quality of the image. In parallel, we also car-
ried out distilling the image using the Beltrami Filter for 
edge enhancement. This filter is responsible for preserv-
ing the image edges which are distorted due to illumi-
nations and/or background noise. Both techniques are 
however carried out to enhance the quality of the overall 
image and obtain good classification results. 

Fig. 4 shows the output of modified DoG filtering. The 
contrast ‘Cm’ of an image is measured using equation 
(1).

(1)

Where the output of the central component is,

(2)

While the output of the surround component is,

(3)

The center and surround components of the recep-
tive field are given by, Center component, 

(4)

(xx, yy) is the spatial coordinates of the receptive field, 
and rc is the radius at which the sensitivity decreases to 
1/e w. r. t. the peak level.

Surround component, 
(5)
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Fig. 4. Contrast measurement. (a) The original 
image and (b) Image obtained from the patch level 

contrast values

3.3. CONTRAST CORRECTION

Once the contrast measure is estimated over the im-
age by averaging the patch level contrast values, the 
overall contrast value is used to enhance the image 
quality using expressions 6 to 8. This henceforth dimin-
ishes the processing time for feature extraction as well. 
‘g’ represents the contrast-corrected image. 

(6)

(7)

(8)

Where ‘mm’ and ‘f’ are intermediate results obtained 
using the contrast Cm computed using equation (1). 
‘Image’ here represents the original image which is 
considered for contrast correction. 

3.4. EDgE PRESERVINg AND ENHANCINg 
 FILTER - BELTRAMI FILTER 

The conceptual working theory of the Beltrami fil-
ter was introduced by [25]. This was majorly done to 
preserve the image edges from losing data due to the 
presence of noise. The technique makes use of a de-
noising filter and applies the same to the 2D images. 
The Beltrami filter is however capable of discarding any 
aliases present in the process and enhancing all the 
weak textures of the image while preserving the edg-
es. The filter also makes use of various color channels 
which tends to separate the input image. In the pro-
posed research we have used 20 iterations of the filter 
with a time step of 0.5. 

The original input image and the peak signal-to-noise 
ratio between the filtered image, contrast-corrected 
image, and the mean image are shown in Figs. 5 and 6.

Fig. 5. (a) Original color image and (b) output of 
Beltrami filter with PSNR between them

(a) (b)

(a) (b)

Fig. 6. (a) Output of Contrast Correction and (b) 
Final mean image with PSNR related to the original 

image

The region of the face was further extracted using the 
bounding box algorithm available with MATLAB 2019b. 
In the next stage, the extracted region of the face (ROI) 
is further resized to a fixed dimension [120 120 3] such 
that there is a minimum loss of features. This is done 
to ensure that different faces when localized using the 
bounding box algorithm carry different widths and 
heights. Extensive experiments were carried out on 
images from the dataset to set suitable dimensions for 
all cropped faces. The dimension chosen was relative 
to the smallest and the largest face detected using the 
bounding box algorithm. Setting smaller dimensions 
would cause a significant loss of features from larger 
cropped faces. While setting larger dimensions would 
probably distort the features of smaller faces. Fig. 7 
below depicts the face regions automatically detected 
and then resized to a common dimension [120 120 3]. 

(a)

(b)

(a) Result of bounding box algorithm on fake image: 
The bounding box and cropped region

(b) Result of bounding box algorithm on real image: 
The bounding box and cropped region

Fig. 7. Result of Bounding Box Algorithm on 
samples from both classes. (a) Fake and (b) Real
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3.5. FACE REPRESENTATION USINg THE 
 CONVENTIONAL FEATURES 

•	 Gabor Filter-Based Features

The concept of Gabor features was developed by 
[26] and eventually used to set the obtained image 
representation with default filter parameters (scales = 
5, orientations = 9). The number of rows and columns 
to be set to 39. The rows and columns were reduced by 
a factor of 39 through down-sampling. The final resized 
image was converted to a grayscale image wherein a 
total of 640 features were functionally extracted for 
representation. 

•	 Gray Level Co-occurrence Matrix (GLCM) Based 
Features

The GLCM-based feature extraction technique is pri-
marily used to extract features from the grayscale im-
ages by taking into consideration the associated prop-
erties such as contrast, homogeneity, energy, and cor-
relation. The representation due to each of the GLCM 
factors was obtained in all 8 directions.  Though features 
are obtained considering 3600 orientation (8 directions), 
they were averaged and the GLCM properties were rep-
resented by a single value. Thus, overall 4 values corre-
sponding to four factors were considered for evaluation.

•	 Statistical Features of First-Order

A total of five features were extracted from the 
cropped and resized grayscale image (Iface). The con-
verted images were labeled as Iface. The five features 
however included the calculation of mean, variance, 
standard deviation, skewness, and kurtosis which were 
based on probabilities obtained over Iface pixel inten-
sities. The pixel intensities ‘L’ are assumed to be in the 
range of [0 255]. The probability ‘P’ is initially computed 
using expression (11) and eventually, all the five param-
eters are computed using expressions from 12 to 16. 

L = 0:255 (10)

Probability Pb(x) of each pixel ‘x’ in the image:

(11)

Mean, (12)

Variance, (13)

(14)

(15)

(16)

Standard deviation,

Skewness,

Kurtosis,

•	 Features through Wavelet transform

Wavelet-based features are constructed using 1-level 
decomposition over six different mother wavelets. Ex-
periments showed that vertical and diagonal compo-
nent at level 1 shows discriminative features as com-
pared to other components. We computed the energy 

and magnitude of the components for all six mother 
wavelets and enhanced the feature set. The six mother 
wavelets used for decomposition for the Iface image in-
clude haar, bior, debauchees and symlet (bior 3.1, bior 
3.5, and bior 3.7), debauchees 3 (db3), symlet 3 (sym3), 
and haar). 

The magnitude Mw and energy value Ew over both 
components is computed using the following expres-
sions (11) and (12).

(17)

(18)

Where m and n are the wavelet components' row size 
and column size. Wxx is either Wvert or Wdiag and repre-
sents the vertical and diagonal components.

•	 Histogram-Based Color Depth Features 

The Iface color image is converted to Lab color space 
for color-based depth features. Histograms using 16 
intensity levels are obtained over each channel from 
both color spaces. All six histograms are normalized us-
ing the size of the Iface image. The histogram values of 
independent channels are averaged to obtain a single 
histogram for both color spaces. Finally, the 16-level 
histograms are concatenated to obtain a 32-level fea-
ture vector to contribute to the color description. The 
following expressions (19) and (20) are used to com-
pute the histograms:

In the case of RGB color space,

In the case of Lab color space,

(19)

(20)

Here ‘h’ denotes the histogram.

•	 Haar-Wavelet-Based LBP Features

The usage of LBP as the feature extraction method 
enables the extractor to capture all the details of the 
image such as the edges, the illumination on the im-
age, and the textural patterns. LBP is initially applied 
on all color channels the original image Iface and LBP 
feature are extracted. The LBP-featured channels are 
then used to compute the overall mean. Further, using 
the haar mother wavelet, the Iface image is wavelet de-
composed to 4 levels. Similar LBP features are obtained 
on all four wavelet tributaries and averaged at the end. 

The final haar-wavelet-based LBP features are ob-
tained by averaging the mean LBP of the color image 
and mean LBP features obtained at different levels as 
shown in Fig. 8. Implementing this step ensures that 
image details are not lost and the system can eventu-
ally differentiate between a real image and a fake one. 
The figure below illustrates the architectural mecha-
nism for the process of feature extraction using LBP. 
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Fig. 8. Haar-wavelet-based LBP feature extraction

•	 Histogram of Gradient (HoG)-Based Features

HoG-based features are extracted from the Iface im-
age and all its channels (R, G, and B) using a cell size of 
[16 16].  Later the HoG features were averaged to ob-
tain the final set of features with dimension 1296. The 
description of conventional features with their respec-
tive dimensions is depicted in Table 1 below. 

Table 1. Conventional features and respective 
dimension

Descriptors Type of Iface image Dimension
HoG color 1296

Gabor grayscale 640

Haar-Wavelet-Based LBP color 59

RGB & Lab color space-based 
Histograms color 32

Wavelet-based grayscale 24

I order Statistical grayscale 5

GLCM grayscale 4

4. RESULTS AND DISCUSSIONS

The performance metric that is used to evaluate the 
performance of the proposed Spoof detection frame-
work is classification accuracy. It is simply computed by 
calculating the ratio of samples correctly classified to total 
samples. It is expressed by the following expression (21):

(21)

Experiments conducted on 4000 (80x50) authentic 
set images and 9950 (199x50) spoofed images showed 
that the machine learning-based SVM classifier using 
the conventional features achieved 99.89% training 
accuracy. We selected 75% of samples from each sub-

ject from both categories for training the SVM with a 
Gaussian kernel and ‘SMO’ solver. The remaining 25% of 
samples from each category were used for assessment 
which were selected randomly each time. The SVM was 
trained and tested 50 times and the mean accuracy was 
considered. The targets assigned to both classes were 0 
and 1 respectively for fake and authentic samples. As 
seen from Table 1, more than 2000 features with differ-
ent descriptors were used to represent a single image 
from the dataset. 

The efficacy of the conventional features can be 
seen from the performance of the proposed MLbFA 
model which is shown in Table 2. We compared the 
proposed MLbFA model performance with other state-
of-the-art competing models utilizing a similar type 
of dataset involving a Replay and presentation attack. 
As seen from Table 2, several feature-based, machine 
learning-based approaches and deep learning-based 
techniques are used by researchers to differentiate the 
real and spoofed classes.  Though they have used dif-
ferent datasets and volumes of samples, the objective 
is to devise a solution that can classify real images from 
unauthentic faces. 

Agarwal A. et al. [27] used a simple approach to verify 
the two-class samples based on the weighted sum over 
SVM fusion obtained from the Haralick features. The 
weighted sum rule fusion model was used over the con-
ventional features obtained on the color channels of the 
original and the face-detected image. The authors sub-
jected the color channels to redundant discrete wavelet 
transform and extracted Haralick features. The features 
were combined using SVM fusion and based on the 
weighted sum the decision was considered. 
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The author obtained a remarkable accuracy of 
99.08% (error=0.92%). The authors in [36] utilized an 
RGCS-ConvNeXt using a convolutional neural network 
and obtained a significant accuracy of 99.25% where-
as the hybrid network CNN-VGG16 introduced in [38] 
outperformed all previous techniques improving the 
classification to 99.50%. The author used three differ-
ent approaches and obtained the best results using the 
CNN-VGG16-based features and classifying them with 
machine learning. The features were obtained using 
the HSV and YUV color space formats. The best perfor-
mance for this model is limited to the scarcity of datas-
ets required for deep-learned models. 

The authors claimed that handcrafted features are un-
able to obtain sufficient representation for the images ow-
ing to satisfactory performance. The superior result using 
our proposed MLbFA model thus verifies that the features 
representing the dataset images for spoof detection are 
efficient and informative. We outperform all other anti-
spoofing techniques with a simpler but efficient spoof de-
tection mechanism. The simplicity is regarding the use of 
conventional features and SVM instead of deep-learned 
models with complex architectures. 

The confusion matrix corresponding to one of the it-
erations is shown in Fig. 9. The number of test samples 
(feature vector) for real and fake images correspond-
ingly were 1000 and 2488 (25%). The SVM achieved 
100% accuracy while training and classified the test 
samples with an accuracy of 99.82%. The individual ac-
curacies are 99.7% and 99.95% respectively. 

Fig. 9. Confusion Matrix for an iteration

The reason why more real samples are affected is 
associated with the class imbalance. The number of 
samples in the fake category are higher than the real 
samples. Therefore, even though the SVM trained ac-
curately using the training set, few samples which are 
ambiguous due to illuminations, backgrounds etc. are 
mostly aligned towards the higher class. In a similar 
way, accuracies are obtained using random test sam-
ples and the mean accuracy is computed.  

The significant part of the proposed work is the pre-
processing stage which involves contrast measure-
ment and correction along with edge-preserving filter 
operation using the Beltrami filter and the conventional 
coarse (GLCM, Color, First order Statistical, and wavelet 
features) and fine (Gabor, HoG and LBP features) qual-

ity features. The parallel process of contrast correction 
and filtering and then averaging resultant images miti-
gated the effect of uneven illumination and uplifted 
the edges in the original image without much loss. The 
feature extraction operators were able to perform their 
duties independently and each of them contributed 
positively to obtain a robust feature set. Reducing the 
dimension of the features and the samples improved 
the performance in terms of time complexity and com-
putational complexity of the classifier.

Table 2. Comparative analysis of the proposed 
MLbFA model with other competing anti-spoofing 

techniques

Method Year Dataset Accuracy 

Score fusion of Partition 
images [27] 2017 TIFADB 99.08%

GFA-CNN [28] 2020 Siw 95.02%

NAS-FAS [29] 2021 MSU-MFSD 95.85%

Morphological SVM [30] 2021 FPAD 97.21%

Edge-Net Autoencoder [31] 2021 IDIAP 99.87%

Deep CNN [32] 2022 IDIAP 98.21

EBDG [33] 2022 MSU-MFSD 97.17

CNN [34] 2023 IDIAP 98.36

IADG [35] 2023 MSU-MFSD 98.19

RGCS ConvNeXt [36] 2024 Siw 99.25

UCDCN [37] 2024 Replay Attack 99.18

CNN-VGG16 HSV LUV [38] 2024 NUAA Imposter 99.5

Proposed MLbFA 2024 IDIAP 99.98

In the second part, we acquired real-time videos from 
two real subjects and their photos. The videos were con-
verted to frames and further partitioned into two sets. 
A set containing 100 frames sampled at 10 Hz from the 
videos was added to the training and the remaining 100 
frames were added to the test set. The code was modi-
fied and all the IDIAP dataset images (4000 (authentic) 
+9950 (unauthentic) =13950) were provided for training 
the SVM. The dimension of the features was reduced us-
ing the PCA algorithm. The test set samples of subjects 
were projected using the coefficients and mean of the 
training samples obtained using the PCA algorithm after 
their features were extracted. It was observed that all the 
test set samples were accurately classified by the SVM.

5. CONCLUSIONS 

Although tremendous advancements are being carried 
out to enhance the capability of deep networks and the 
success stories of deep-learned networks in various re-
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cent applications are known, the work proposed in this 
article uses a simpler handcrafted-based approach for 
face-antispoofing using a lightweight machine learning 
classifier. The selected descriptors to extract significant 
features efficiently possess the capability to represent the 
face images more informatively and thus can be classified 
more accurately. These features exhibit dynamic biometri-
cal traits and can used for low dataset images and unbal-
anced dataset samples. Thus the proposed MLbFA model 
is more proficient which consolidates the advantages of 
handcrafted features and supervised learning with lower 
complexity. The result showed that the proposed MLbFA 
model achieved remarkable performance with a simpler 
feature extraction mechanism and classification. 

The work will be extended for cross-dataset test sam-
ples. It can be tested for other types of attacks incorpo-
rating a fusion of conventional and blind features.
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Abstract – In today's world, aligning healthcare research with the third sustainable development goal of the United Nations (UN) 
is crucial. This goal focuses on ensuring health and well-being for all. Technological innovations like the Internet of Things (IoT) and 
Artificial Intelligence (AI) are vital in improving healthcare systems. Developing a technology-driven telemedicine system can have a 
significant impact on society. While current approaches focus on various methods for developing telemedicine modules, advancing 
these models with the latest technology is essential. Our paper proposes a deep learning-based framework that allows patients to 
provide information through voice. The system automatically analyzes this information to provide valuable insights in the doctor's 
dashboard, making diagnosis and prescriptions easier for the patient. Our proposed hybrid deep learning framework integrates with 
5G technology and focuses on speech-to-text conversion. We introduce a hybrid deep learning model to improve performance in 
speech-to-text conversion. Our proposed algorithm, AI-Enabled Speech-to-Text Conversion (AIE-STTC), has the potential to match 
and surpass many existing deep learning models. Our empirical study, conducted using a benchmark dataset, demonstrated an 
impressive accuracy rate of 95.32%. In comparison, the baseline models showed lower accuracy rates: CNN achieved 88%, ResNet50 
reached 90%, and VGG16 had 89%. Therefore, our proposed methodology has the potential to realize a technology-driven 
telemedicine system by integrating it with other necessary modules in the future.  It significantly improves remote patient healthcare, 
making it more accessible and cost-effective, leading to a hopeful paradigm shift in healthcare services.
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1.  INTRODUCTION

Health and well-being for all are critical sustainable 
development goals the United Nations sets. Research-
ers have been developing various technologies and ap-
proaches to improve healthcare services in alignment 
with this goal. Traditional healthcare systems have 
been enhancing service delivery and disease diagno-
sis due to healthcare equipment and technologies in-
novations. However, the experience of the COVID-19 
pandemic made the world more conscious about 
people's health regardless of their country or region. 
Efforts have been made to explore different means of 
providing healthcare services, including remote pa-
tient monitoring with the help of artificial intelligence 

and Internet of Things technology, as well as creating a 
personalized medicine system by integrating required 
technologies such as 5G. 

Regarding telemedicine, the Indian government has 
been working to provide healthcare services through 
public healthcare units accessible to people from all 
walks of life with just a phone call. However, there are 
many challenges in realizing such a telemedicine sys-
tem. These challenges include technical issues related 
to infrastructure development, software integration, 
and security and privacy of existing healthcare-related 
IT systems. Regulatory challenges include licensing and 
credentialing, reimbursement policies, legal and com-
pliance issues, and problems associated with user ac-
ceptance and experience, accessibility, provider train-
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ing, and patient engagement. Clinical and operational 
challenges include technical support, secure data 
management, and quality of patient care. Furthermore, 
ethical challenges include patient privacy and ensuring 
equitable access. Economic factors associated with the 
telemedicine system, such as cost-benefit analysis and 
implementation costs, also pose challenges.

Many ongoing research efforts focus on providing 
advanced health services using 5G technology. Privacy 
concerns must be explored in a telemedicine system 
with 5G technology [1]. Integrating telemedicine with 
5G and blockchain technology aims to enhance se-
curity, privacy, and non-repudiation [2]. Additionally, 
exploring a decision support system for telemedicine, 
incorporating edge computing and 5G technology 
along with sensors and available devices, is being pur-
sued [3]. Technologies such as artificial intelligence and 
the Internet of Things are also being investigated as 
part of developing telemedicine systems to improve 
healthcare services [4]. Intelligent healthcare systems 
utilizing IoT technology and wearable devices are also 
being studied to integrate them with telemedicine 
and explore the ecosystem's role, including cloud, ar-
tificial intelligence, and artifice technologies [5]. Finally, 
a technical framework with various components is be-
ing explored to identify and plan the development of 
telemedicine systems for the future, leveraging innova-
tive infrastructures, including 5G technology [6]. Based 
on the literature review, it is evident that developing 
a telemedicine system is a complex process, requiring 
investigation of various methods and gradual develop-
ment to realize the potential of exploiting emerging 
technologies and advancing healthcare services.

This paper proposes a deep learning-based frame-
work that enables patients to provide information 
through voice. The system automatically analyses this 
information to provide valuable insights on the doc-
tor's dashboard, making diagnosis and prescriptions 
easier for the patient. Our hybrid deep learning frame-
work integrates with 5G technology and focuses on 
speech-to-text conversion. We propose a hybrid deep 
learning model to enhance performance in speech-
to-text conversion. Our algorithm, AI-Enabled Speech 
Conversion (AIESC), has the potential to outperform 
many existing deep learning models, as our empirical 
study using a benchmark dataset showed an impres-
sive 95.32% accuracy rate. Therefore, our methodology 
has the potential to realize a technology-driven tele-
medicine system by integrating it with other necessary 
modules in the future. It significantly improves remote 
patient healthcare, making it more accessible and cost-
effective, leading to a hopeful paradigm shift in health-
care services. The remaining sections of the paper are 
structured as follows: Section 2 reviews existing meth-
ods available in the literature for developing various 
modules in the telemedicine system. Section 3 pres-
ents the proposed deep learning-based or AI-enabled 
framework, which facilitates remote patients accessing 

healthcare services. Section 4 presents the experimen-
tal results from our empirical study. Section 5 discusses 
the significance of the proposed system and its limita-
tions. Section 6 concludes our work and provides direc-
tions for the future scope of the research.

2. RELATED WORK

Various existing methods are found in the literature 
about developing modules required for telemedicine 
systems. Lin et al. [1] improved connectivity between 
devices and energy efficiency with a 5G network. 5G en-
ables safe, anonymous identity management for privacy 
in telemedicine, which improves the healthcare indus-
try. Hameed et al. [2] proposed an IoHT-based health-
care system that combines blockchain, NN, and 5G for 
illness severity assessment and prediction. It improves 
healthcare efficiency and guarantees data confidential-
ity and privacy with 98.98% accuracy. PSO technology 
use, patient profiling, optimization, and various algo-
rithms are examples of future developments. Wang et 
al. [3] suggested a 5G MEC-based telemedicine archi-
tecture incorporatingOpenEMR with wearables. The 
multi-layered technique improves efficiency, scalability, 
and connection for applications other than Afib detec-
tion. Yu et al. [4] suggested a cloud-converged Internet 
of Things health architecture that prioritizes emotional 
engagement and multimodal sensing. A QoS framework 
for LAN-based health on the Internet of Things has been 
created. Suleiman et al. [5] examined how developments 
in 5G, IoT, AI, telemedicine, and networked competent 
healthcare are combined. It talks about difficulties, ad-
vantages, and potential futures.

Sadia et al. [6] included strategic planning, collabora-
tion with medical professionals, and ongoing eHealth 
literacy. Public and private sector investments are nec-
essary for affordable telemedicine in rural places with 
limited infrastructure. Research is essential for sustain-
able eHealth infrastructure, and 5G's role in connec-
tion is critical. Li et al. [7] assessed and validated the 
viability, effectiveness, and improved safety features 
of a 5G Telemedicine Network Latency Management 
System for telesurgery. Lin et al. [8] suggested a user-
controlled single sign-on (SC-UCSSO) for telemedicine 
systems based on smartcards thatensure increased 
security, privacy, and performance. Hewa et al. [9] pro-
moted using blockchain, 5G, and Multi-access Edge 
Computing (MEC) in digital healthcare infrastructure 
to improve patient privacy, data integrity, and scalabil-
ity. Lu et al. [10] established the safety and efficacy of a 
telemedicine system for managing several diseases in 
a confined area.

Chettri et al. [11] concentrated on developing 5G 
wireless communication technologies that use Filter 
Bank Multicarrier (FBMC) for telemedicine effective 
transmission. The suggested method improves data 
rates to enable prompt patient monitoring. The simu-
lation findings indicate possibilities for incorporating 
smartphones in telemedicine systems, increased effi-
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ciency, and decreased delays. Diong et al. [12] exploited 
5G to effectively handle the necessity for telemedicine 
in high-speed situations. By reducing needless hando-
vers by 80.3%, a suggested changeover algorithm im-
proves the quality of telemedicine services. Sadia et al. 
[13] presented a 5G healthcare system that is more effi-
cient and less prone to latency than 4G using the TRILL 
protocol for data transport and mobility management. 
Figueiredo et al. [14] achieved fast speeds of 115 ps for 
an ultrafast electro-optical switch based on a chip-on-
carrier semiconductor optical amplifier. Alenoghena et 
al. [15] examined eHealth, wireless technology, com-
munication protocols, and problems in light of the CO-
VID-19 pandemic's spike in telemedicine.

Lin et al. [16] presented an ID-based secure com-
munication technique that protects privacy in 5G-IoT 
telemedicine systems. It integrates telemedicine with 
emergency medical services (EMS) and ensures the 
safe transfer of patient information, prompt delivery of 
emergency signals, and resilience to possible assaults. 
Liou et al. [17] suggested an affordable QoS benchmark 
system with good performance, simulating 5000 tele-
medicine devices for 5G uRLLC and mMTC scenarios. 
Adarsh et al. [18] suggested using effective commu-
nication technologies, dynamic prioritization, health 
service prioritization, and a cognitive radio-based tele-
medicine network for e-health. The performance of the 
proposed scenario can be improved by implementing 
WiMAX connectivity for mobility speeds less than 300 
kmph and integrating 5G. The network may be further 
enhanced at the PCC level by utilizing SRD and UWB 
technology. Colella et al. [19] increased forecast preci-
sion, lowered expenses, and guaranteed successful 
BLM production quality. With its excellent parameter 
optimization performance, the suggested systematic 
design approach may be used for various industries 
and light sources. Silva et al. [20] presented a Local 5G 
Operator (L5GO) architecture emphasizing robotic sur-
gery and augmented reality for delay-critical telemedi-
cine. Regarding latency, the suggested L5GO performs 
better than conventional and Multi-access Edge Com-
puting (MEC) networks, providing unique benefits for 
telehealth applications sensitive to delays.

Mihuba et al. [21] presented a mobile terminal and 
general packet radio service-based remote medical 
monitoring system that enables quick and affordable 
wireless telemedicine. The suggested architecture 
improves mobility and convenience by integrating 
sensors, CPUs, and communication. Bailo et al. [22] ac-
cessed healthcare expanded by telemedicine, which 
was essential during the epidemic. Lawmakers must 
support telesurgery since it presents both technologi-
cal and legal issues. Chettri et al. [23] emphasized using 
Filter Bank Multicarrier (FBMC) in 5G telemedicine to 
improve remote healthcare in underprivileged regions 
by transmitting vital signs and imaging data efficiently. 
Arunsundar et al. [24] suggested integrating telemedi-
cine into 5G networks to handle emergencies using 

massive MIMO and cognitive radio networks. Peralta-
Ochoa et al. [25] examined how 5G technology may be 
used in intelligent healthcare applications, focusing 
on theoretical ideas and small-scale applications. The 
research indicates that intelligent healthcare is becom-
ing increasingly important, especially in light of the 
COVID-19 pandemic. A SWOT analysis to evaluate tech-
nical support and suggest alternatives may be part of 
future efforts.

Cabanillas-Carbonell et al. [26] examined 66 perti-
nent articles about how 5G could affect healthcare ap-
plications, focusing on cloud, AI, and IoT technology. 
The evaluation has significance for forthcoming inves-
tigations that seek to augment healthcare via 5G tech-
nologies, cultivating more intelligent, effective, and en-
during healthcare systems. Albahri et al. [27] assessed 
networks, services, and applications related to IoT in 
telemedicine. By highlighting effective telemedicine 
for larger populations using IoT technology, it unearths 
answers from 141 publications. Ahmad et al. [28] De-
spite its importance during COVID-19, telehealth and 
telemedicine confront obstacles. Blockchain improves 
data security and privacy in healthcare by providing 
decentralized, traceable, and secure solutions. Jain et 
al. [29] proposed a 5G Network Slice-based digital sys-
tem for real-time patient-centric healthcare to meet 
the post-COVID healthcare demand. Sadia et al. [30], 
Adford et al. [31] developed speech models trained 
on 680,000 hours of diverse data without fine-tuning. 
However, they acknowledged the need for extensive 
datasets and aimed to improve model accuracy and 
robustness in future research.

Based on the literature review, developing a tele-
medicine system is a complex process requiring inves-
tigation of various methods and gradual development 
to realize the potential of exploiting emerging tech-
nologies and advancing healthcare services. Orynbay 
et al. Specifically, [32] take a very newfound look to the 
integrations/synthesizes of speech, text and vision mo-
dalities, and mediates the devoted multi-modal inter-
action systems as a consequence. AbstractThis paper 
is a review of recent advances in novel methods and 
technologies that facilitate joint, bidirectional com-
munication between multiple modalities, through the 
enhancement of a single modality through behaviour 
image generation or through a more connected multi-
sensory experience between modalities. In the study 
by Dhakad and Singh [33] the authors have provided 
a survey and performance analysis of speech to text 
technologies implemented by using python and their 
performance analysis, characteristics domain of usage. 
The paper evaluates different tools, frameworks focuses 
on their performances on Accuracy and Usability. Mad-
husudhana Reddy et al. Deep learning-based methods 
for speech-to-text and text-to-speech recognition are 
discussed to improve the performance and accuracy 
[34]. It identifies breakthrough neural models that are 
leading to the development of speech and text process-
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ing systems. An extensive survey is provided by Sethiya 
and Maurya [35], which introduces advanced neural 
architectures for end-to-end speech-to-text translation 
systems. Authors define important challenges, meth-
ods, and future directions for work toward continuous, 
multilingual translation systems. Korchynskyi et al. [36] 
propose a method for enhancing the quality of speech-
to-text conversion by noise suppression and language 
modelling. The true potential of the study is to under-
stand it and make it easy, accurate, and energy-efficient 
for several applications. telemedicine combines medical 
aid with technology during catastrophes, providing a 
tactical method for practical victim assessment, treat-
ment prioritization, and coordination. Dar and Pusharaj 
[37] proposed a CNN-BLSTM hybrid model with Connec-
tionist Temporal Classification (CTC) for speech recogni-
tion. The model achieved a word error rate of 36.97% but 
noted accuracy and training time challenges. Baevski et 
al. [38] introduced wav2vec 2.0, which performs well in 
voice recognition with less labelled data while identify-
ing pre-training reliance as a limitation. 

3. PROPOSED FRAMEWORK

The telemedicine system is a complex phenomenon 
that involves various components, protocols, networks, 
and communication methods. With the emergence of 
technologies like 5G and Artificial Intelligence, it has 
become possible to implement complex systems that 
were not feasible before. However, due to its complex-
ity, we are focused on developing different methods 
to realize a technology-driven telemedicine system. In 
other words, we are addressing the challenge of devel-
oping various strategies that are part of a technology-
driven telemedicine system. This section introduces 
the proposed methodology, algorithm, and hybrid 
deep learning model involved in the proposed system.

3.1. PRObLEM DEFINITION

The telemedicine system proposal includes a crucial 
method for translating spoken English into English 
text. This module is essential for developing the tele-
medicine system, as discussed in section 3.2. The chal-
lenging problem addressed in this work involves devel-
oping a hybrid deep learning model to convert English 
speech into English text as part of the telemedicine 
system. Additionally, our proposed telemedicine sys-
tem will require other modules, the implementation of 
which will be deferred to our future work.

3.2. OUR FRAMEWORK

A technology-driven telemedicine system is envi-
sioned as a game changer in health service provision 
for the general public. Many minor ailments may not 
require an in-person visit to a doctor. Providing afford-
able healthcare services to accommodate people from 
various economic backgrounds is crucial, reducing un-
necessary expenses and time wastage. Commuting 
and spending a whole day to consult a doctor for a sim-
ple ailment that could be addressed through a phone 
consultation could be more efficient. Therefore, there 
is a need to develop a novel healthcare system, such 
as a telemedicine system, to enable people to seek ad-
vice from doctors without spending excessive money 
or time. Although developing a telemedicine system 
is complex, we propose a technology-driven one and 
implement one of the modules discussed in this paper. 
Implementing other models or methods necessary 
for actualizing a telemedicine system is deferred for 
our future endeavours. Fig. 1 displays the technology 
framework that leverages artificial intelligence and 5G 
technology to develop a telemedicine system.

Fig. 1. Overview of the proposed telemedicine system

The proposed system aims to provide inclusive 
healthcare services accessible to patients of any re-
gion, religion, or language. The system is designed to 
understand spoken language, translate it, and provide 
information to doctors, making it easier for them to 
prescribe treatment. Patients can access healthcare 

services through a simple phone call and receive nec-
essary prescriptions or advice, significantly impact-
ing the lives of people in society. The system utilizes 
voice-to-voice translation using deep learning models 
to translate a patient's native language into English 
accurately. Once translated, the speech is converted 
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to text, enabling advanced natural language process-
ing and machine learning techniques for data analyt-
ics. The system also employs artificial intelligence to 
identify possible symptoms and diseases, presenting 
information to the doctor's dashboard. Without a doc-
tor, healthcare professionals can handle patient calls, 
record the conversation, and make the data analytics 
results available to the doctor for decision-making. The 
doctor can then prescribe a solution or medicine, and 
the patient is informed immediately, either verbally or 
via messaging in their native language, eliminating the 
need to visit a healthcare facility physically.

The system ensures that patients can access health-
care services based on a set protocol, regardless of lo-
cation. Integration with cloud technology allows doc-
tors to access patient information whenever necessary. 
At the front end, the system receives patient calls in 
their native language and translates them into English, 
filtering background noise and using speech signals for 
accuracy. Deep learning models, including hybrid deep 
learning, recognize speech patterns and essential fea-
tures for speech recognition. Language models play a 
significant role in understanding English text, prepro-
cessing, and aiding machine learning models in data 
analytics. The proposed system uses artificial intelli-
gence to streamline diagnosis, empowering doctors to 
make well-informed decisions.

3.3. 5G TECHNOLOGy

Technologies like 5G play a crucial role in develop-
ing telemedicine systems. This technology enables data 
transfer at a much faster rate compared to its predeces-
sors. In other words, this technology allows patients to 
have video calls to consult with doctors, so the doc-
tors can not only listen to the patients but also see the 
patient's condition better. The 5G technology enables 
high-quality data transfer, which is crucial for realizing a 
telemedicine system. When this technology is spread to 

remote areas, it helps people communicate seamlessly 
with doctors through telemedicine. The access to the 
telemedicine system by people from all walks of life will 
be improved with 5G technology. Therefore, 5G technol-
ogy can be adopted to improve healthcare services.

Considering the COVID-19 pandemic, where the 
world has learned a lesson about the importance of 
health, it is crucial to understand the importance of con-
sulting doctors without physically moving to hospitals. 
Therefore, people from different fields need seamless 
access to the telemedicine system. People in remote ar-
eas can quickly access healthcare services through the 
telemedicine system. The 5G technology can also en-
able mobile health applications that provide interactiv-
ity between people and healthcare professionals. The 
technology can also be used to develop remote pa-
tient monitoring systems with the help of the Internet 
of Things and artificial intelligence to monitor patient 
vitals in real time and provide appropriate medical in-
tervention. In the contemporary era, 5G technology is 
also being used for virtual surgeries from remote areas 
due to its real-time approach, low latency, and very 
high speed of data, making it possible to have remote-
controlled systems with robotics for disease diagnosis 
and performing surgical procedures as well.

3.4. ENGLISH SPEECH TO ENGLISH TExT 
TRANSLATION

We used an artificial intelligence-enabled approach 
with a hybrid deep learning model to convert patient 
speech into English text. The process, shown in Fig. 2, 
includes training and testing. In the first phase, the hy-
brid deep learning model is trained with features ex-
tracted from the training dataset, a speech recognition 
challenge dataset. After preprocessing the extracted 
features as spectrograms, they are used to train the 
model. The trained model can then translate any pa-
tient's speech into English text.

Fig. 2. Proposed methodology for speech-to-text (STT) conversion
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Our previous discussion acknowledged that creating 
an entire telemedicine system is a complex task that 
demands significant resources. 

Therefore, the development and empirical study 
outlined in this paper is focused solely on one module 
of the proposed telemedicine system: the conversion 
of English speech to English text. As previously men-
tioned, the patient communicates in their native lan-
guage, which is then translated into English speech. 

The development of this particular aspect of the frame-
work is deferred to our future work. The primary focus 
of this paper is the translation of English speech to Eng-
lish text, which is accomplished through an enhanced 
deep learning model, as illustrated in Fig. 3. The deep 
learning model we have devised is a hybrid model that 
effectively utilizes convolutional layers and bidirection-
al GRU layers to efficiently convert English speech to 
text.

Fig. 3. The proposed hybrid deep learning model, a significant advancement for translating speech to 
English in a telemedicine system

In Fig. 3, we have a hybrid deep learning model 
designed for translating spoken English into written 
English text, specifically for use in a telemedicine sys-
tem. The English speech input is fed into the model 
through the input layer, which then normalizes the 
input data for improved training performance and sta-
bility. The model employs convolutional layers, such 
as Conv1D with different filter sizes and kernels, and 
Maxpooling1D with a specified pool size to reduce the 
dimensionality of the feature maps. Dropout rate of 0.3 
is used to address overfitting. The data is processed 
through several Bidirectional GRU layers with differ-
ent configurations, including returning or not return-
ing sequences. Finally, the model uses Dense layers 
with ReLU and softmax activations for the final output, 
which is the translated text in English. In summary, 
the model employs convolutional layers, max pooling, 
dropout, bidirectional GRUs, and dense layers to ef-
fectively translate spoken English into written English, 
enhancing the telemedicine system's ability to process 
and comprehend speech. 

When combining CNN and bidirectional GRUs, batch 
normalization is essential for improving converting 
speech-to-text efficiency. The normalization process 
works on inputs of layers to leverage speed in training 
and achieve model stability. For speech recognition, 
normalization enhances the capability of the deep 
learning model. We are learning complex patterns from 
the data to make more accurate transcription. The nor-
malization process is essential for leveraging the mod-

el's performance in the proposed hybrid architecture. 
In the proposed hybrid deep learning model, convolu-
tional layers extract feature maps from the audio input. 
The filters used in the convolutional layers are meant 
to detect particular patterns in the voice and help im-
prove transcription performance. The feature maps de-
veloped by convolutional layers help understand the 
phonetic elements in the given inputs and contextual 
information. Therefore, convolutional layers are crucial 
to understanding the difference between similar words 
and dealing with complexities in spoken language.

The proposed hybrid deep learning model also uses 
Max pooling layers, which take the feature maps ob-
tained from convolutional layers and reduce spatial 
dimensions of the outcomes of convolutional layers. 
These layers use a sliding window on the given feature 
maps to get a value for which the max pooling is in-
tended. This process involved in Max Pooling enables 
the model to reduce the feature maps and optimize 
for further processing. The method of lowering feature 
maps or optimizing them has its influence on reduc-
ing computational complexity, besides helping the hy-
brid model reduce overfitting problems, as it provides 
a concept known as translation invariants that helps 
understand unseen data. As deep learning models are 
extended neural networks, they are designed to elimi-
nate overfitting problems. This reduction of overfitting 
is achieved with dropout layers, which can help im-
prove the learning process and reduce noise, besides 
addressing the issue of overfitting by setting some 
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inputs to zero in the training process towards making 
the model more robust in learning and understanding 
from the data.

A Bidirectional Gated Recurrent Unit (BiGRU) is used 
in the proposed hybrid deep learning model to en-
hance the capability of the model to understand de-
pendencies in the sequential nature of data. The BiGRU 
has two layers that work in the forward and backward 
directions. This dual approach can help understand 
the context of the past and the future states while 
dealing with language data, which is essentially time 
series data. The proposed deep learning model has a 
fully connected layer, an essential component in the 
network. Every neuron is connected to every other 
neuron in the preceding layer to ensure holistic inter-
action and data flow among the layers. This layer helps 
understand the complex patterns related to voice data 
towards converting data from speech to English text.

3.5. PROPOSED ALGORITHM 

The proposed algorithm, AI-Enabled Speech-to-Text 
Conversion (AIE-STTC), is a critical component of this 
research. It aims to develop a mechanism to automati-
cally convert patient speech into text using a hybrid 
deep learning model. The algorithm takes the patient's 
speech in audio format and the training data to train 
the deep learning model. Once trained, the model can 
automatically convert the patient's speech into Eng-
lish text. This algorithm is designed to be a part of a 
Telemedicine system, offering numerous benefits for 
healthcare services.

Algorithm: AI-Enabled Speech to Text Conversion 
(AIE-STTC)

Input: Patient speech audio q, training dataset T

Output: STT conversion results in R,  
performance statistics P
1. Begin
2. Initialize features map M
3. For each sample t in T
4. featuresExtractFeatures(t)
5. Add t and features to M
6. End For
7. Configure hybrid DL model m (as in Fig. 3)
8. Compile m
9. m'TrainDLModel(m, M)
10. Persist m'
11. Load m'
12. RSTTConversion(m', q)
13. PEvaluation(R, ground truth)
14. Print R
15. Print P
16. End

Algorithm 1: AI-Enabled Speech-to-Text 
Conversion (AIE-STTC)

Algorithm 1 is designed for speech-to-text conver-
sion, an essential component of the telemedicine sys-
tem. It employs an AI-enabled approach using a hybrid 
deep learning model illustrated in Figure 3. The algo-
rithm involves training the deep learning model with a 
provided training dataset. Before teaching the model, 
there is a preprocessing step where each training sam-
ple is converted into spectrograms. These features are 
then used to train the proposed deep learning model. 
The training process involves using all the samples in 
the training dataset, where each sample consists of 
the patient’s speech and the corresponding converted 
English text. 

This helps the deep learning model to learn from the 
samples and acquire sufficient knowledge. Once the 
model has gained knowledge, it is saved for future use. 
When the algorithm receives a new patient's speech as 
input, it is converted into English text using the trained 
deep learning model. The algorithm progresses toward 
achieving patient speech-to-text conversion, ultimate-
ly benefitting further modules associated with that el-
ement. During testing, the deep learning model dem-
onstrates its capability to translate patient speech into 
English text, and the algorithm assesses the model's 
performance. This algorithm enables the realization of 
the speech-to-text conversion module in the telemedi-
cine system, which plays a crucial role in the data ana-
lytics module. Implementing various modules within 
the telemedicine system can help improve the quality 
of healthcare services. This novel, technology-driven 
approach can bring significant benefits to people at 
large.

3.6. DATASET DETAILS

This paper's empirical study uses the benchmark 
data set collector from [39].

4. ExPERIMENTAL RESULTS

This section presents the results of our empirical 
study. The proposed telemedicine system consists of 
multiple modules, with the STT conversion module 
being the focus of this paper's empirical study. This 
module enables the telemedicine system to translate 
the patient's speech audio into English transcription. 
To train the deep learning model, we utilized a dataset 
comprising pairs of samples, each containing speech 
audio and its corresponding text. The training set shall 
comprise 80% of the data, while the testing set com-
prises 20%.The number of epochs used for model train-
ing is 10, while the learning rate is 0.001.Given that the 
input is audio content, the proposed algorithm lever-
ages M Fcc features to train the model. It is then saved 
and reused for new patients to convert their speech 
audio into English transcription. The English text ob-
tained is subsequently utilized by other modules, such 
as the data analytics module, to aid in identifying pa-
tient diseases and symptoms. This supports doctors in 
the process of diagnosis and prescription.
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Fig. 4. Class distribution dynamics of the dataset

Fig. 4 illustrates the distribution of classes in the data-
set using a bar graph. The horizontal axis represents the 
class counts, while the vertical axis represents the class 
samples. Each class in the dataset contains a tentative 

range of 1800 to 2200 samples. This balanced data-
set provides valuable support for artificial intelligence 
models to learn from the data and effectively perform 
their tasks.

Fig. 5. Waveforms of some audio samples

In Fig. 5, waveforms of various media samples illus-
trate the amplitude of signals over time. Each sample 
shows a different amplitude waveform. These wave-
forms offer essential clues for deep learning models to 
understand language better and convert it to English 
text. Additionally, the waveforms provide temporal dy-
namics related to the audio content, giving valuable in-
sights to artificial intelligence models that aim to cap-
ture the essence of audio samples during training and 
speech-to-text conversion processes. 

Fig. 6 shows spectrograms of given audio samples.
The proposed telemedicine system uses a hybrid deep 
learning model for speech-to-text conversion. Before 
training the model, features are extracted from the 
audio using spectrograms, visual representations as-
sociated with a spectrum of frequencies linked to a 
given audio signal. Spectrograms aid in understanding 
time-frequency analysis, enabling the model to con-
vert speech audio into English text. An audio signal is a 
continuous waveform reflected in sound pressure vari-
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Fig. 6. Spectrogram of audio samples

Fig. 7. Variance and skewness distribution dynamics

The variance distribution of a given audio sample 
visualizes how the features appear across various time 
windows in the frequency domain, aiding in under-
standing the differences in emotional tones or phonet-
ic changes. The skewness distribution, visualized in the 
figure, measures asymmetry in the audio data.

A positive skewness indicates a longer tail on the right 
side, while a negative skewness indicates the oppo-
site. Fig. 8 shows the proposed hybrid depth learning 
model's loss dynamics for STT conversion. The model's 
loss dynamics are shown against the number of epochs. 
Model loss visualization is provided for training and test 

ations. Short-Time Fourier Transform (STFT) is the un-
derlying technique used to create spectrograms from 
given audio samples, facilitating further processing by

deep learning models. Fig. 7 shows various distribution 
dynamics and also skewness distribution dynamics.
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Fig. 9. Accuracy of the proposed hybrid deep 
learning model against several epochs

The proposed deep learning model's training and 
test accuracy are provided, showing that as the num-
ber of epochs increases, the accuracy of the training 
and test data gradually increases. The model demon-
strated consistency in training accuracy, while there 
were fluctuations in test accuracy. Overall, the observa-
tions indicate that the proposed hybrid deep learning 
model consistently improves performance in terms of 
accuracy as the number of epochs increases until con-
vergence. Fig. 10 compares deep learning models' per-
formance in the STT conversion process.

Fig. 10. Performance comparison among deep 
learning models in STT conversion

The hybrid deep learning model's performance is 
compared to state-of-the-art models. The existing 
deep learning models include baseline CNN and pre-
trained models such as ResNet-50 and VGG-16. When 
all the models are used to convert the patient’s speech 
into English, their performance is observed to be dif-
ferent due to their other methods of operation and as 
they have different layers in the deep learning process. 
The results show that the baseline CNN model achieved 
85% precision, ResNet-50 90%, VGG-16 87%, and the 
proposed hybrid deep learning model achieved 98% 
precision. Regarding the recall measure, the baseline 
CNN model achieved 86%, ResNet-50 91%, VGG-16 
86%, and the proposed deep learning model achieved 
96% recall. Regarding the F1 score measure, the base-
line CNN model achieved 85%, ResNet-50 90%, and 
VGG-16 86%, while the proposed deep learning model 
achieved a 97% F1 score. In terms of accuracy measure, 
the baseline CNN model achieved 88%, ResNet-50 90%, 
VGG-16 89%, and the proposed hybrid deep learning 
model achieved 97.50% accuracy. The results show 
that the proposed deep learning model achieved the 
highest accuracy, outperforming all the state-of-the-
art models with 97.50%. Performance is also evaluated 
using the metric in Eq. 1.

(1)

Fig. 11. WER score comparison

Fig. 8. The loss dynamics of the proposed deep 
learning model against the number of epochs

data over multiple learning cycles. The results indicate 
that the training performance remains consistent as the 
number of learning cycles increases. This means that the 
training loss gradually decreases until convergence as 
the number of epochs increases. For the test data, there 
are some fluctuations evident in the loss function, unlike 
the training data. However, there is an overall decrease 
in the loss as the number of epochs increases, indicat-
ing improvement in the model. It's important to note 
that while overall improvement in the model, there is 
some instability in the model's performanceconcerning 
the test data. Fig. 9 shows the model accuracy dynamics 
against several epochs.



As presented in Fig. 11, the proposed model per-
forms better than existing models, with a WER score of 
33.15%, compared with the baseline CNN (42.1%) and 
CNN-BILSTM (36.91%) [38] model. 

5. DISCUSSION

With the emergence of innovative technologies, tele-
medicine in various real-world applications is becom-
ing increasingly important, especially in light of the re-
cent lessons learned from the COVID-19 pandemic. The 
global understanding of the need for advanced health-
care systems to assist patients without requiring them 
to visit a hospital has become evident. Therefore, it is 
crucial to develop telemedicine systems that can save 
patients time, effort, and money for various reasons. 
Technological advancements such as the Internet of 
Things, Artificial Intelligence, and 5G technology have 
made exploring new avenues in remote patient moni-
toring and telemedicine systems possible, bringing 
healthcare services within easy reach with just a simple 
phone call. 5G technology enables seamless and effi-
cient real-time communication between patients and 
doctors through wearable and non-wearable devices, 
including video calls. This allows doctors to listen to 
the patient's speech and see the patient live, enabling 
them to provide timely prescriptions. Patients can also 
have video calls, allowing the doctor to observe the 
patient for a more accurate diagnosis and treatment. 
This paper outlines a technology-driven architecture 
for a telemedicine system with multiple modules. Giv-
en the complexity of telemedicine systems, this paper 
focuses on one module - converting patient speech au-
dio into English text, which other modules will use for 
data analytics to provide possible disease information 
and symptoms to the doctor. This will assist the doc-
tor in taking the necessary steps for prescription and 
guiding the patient in overcoming their ailments. This 
telemedicine system can help remote patients access 
healthcare services without disrupting their daily activ-
ities, saving them significant time, effort, and money. 
While this paper proposes a technologically advanced 
telemedicine system, it is essential to note that itmust 
be fully implemented. Only the speech-to-text conver-
sion module has been implemented, while the imple-
mentation of other modules is deferred to future work. 
The implemented speech-to-text conversion module 
has been evaluated, and certain limitations have been 
identified, as discussed in section 5.1.

5.1. LIMITATIONS

The speech-to-text conversion module described in 
this paper is based on a hybrid deep learning model. 
The model has been evaluated, and its results are 
compared with state-of-the-art models. While the 
proposed model demonstrates superior accuracy 
compared to existing models, the speech conversion 
module has some limitations. A significant limitation is 
that it has been evaluated with limited samples in the 

dataset. The findings can only be generalized with a 
diverse range of real-time patient speech samples. An-
other significant limitation is that the system has yet to 
be integrated with any existing healthcare applications 
used by healthcare units.

6. CONCLUSION AND FUTURE WORK 

Our paper presents a framework based on deep 
learning that enables patients to provide information 
through voice. The system automatically analyzes this 
information and provides valuable insights on the 
doctor's dashboard, making diagnosis and prescrip-
tions easier for the patient. Our proposed hybrid deep 
learning framework integrates with 5G technology and 
emphasizes speech-to-text conversion. We introduce a 
hybrid deep learning model to enhance performance 
in speech-to-text conversion. We propose an algorithm 
called AI-Enabled Speech Conversion (AIESC), which 
utilizes the improved hybrid deep learning model to 
convert speech to text efficiently. Using a benchmark 
dataset, our empirical study demonstrated that our 
proposed model outperforms many existing deep 
learning models with a 97.50% accuracy rate. In the 
future, we intend to improve the system by develop-
ing a method for converting patient speech to English 
speech, analyzing patient speech for disease diagnosis, 
and identifying various symptoms based on the pa-
tient's voice information. It is also desirable to integrate 
multiple methods involved in the telemedicine system 
to realize a complete and technology-driven telemedi-
cine system that can serve remote patients without the 
need to visit healthcare facilities and incur significant 
expenses. This paradigm shift in healthcare services 
will be possible with an efficient telemedicine system 
integrated with 5G technology.
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