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Comparative Study of the Grid Current Harmonic 
Attenuation in a Photovoltaic Generator Due to 
the Influence of the Synchronization Strategy
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Abstract – The present paper studies the current harmonic attenuation for four synchronization strategies commonly used in 
inverters for photovoltaic power generation. In a model of a 6kWp photovoltaic generator, the four synchronization strategies are 
implemented in the inverter controller. Real-time simulations are performed, for this purpose, the models of the photovoltaic generator 
and the utility grid were embedded in an OPAL-RT OP5707XG simulator. The distortion of the grid current for each synchronization 
strategy is analyzed using its corresponding frequency spectrum and a comparison is made with the IEEE Std. 519-2022 standard. 
The purpose of this test is to observe the effect of the synchronization strategy on the harmonic attenuation of the grid currents. The 
results show that one of the synchronization strategies evaluated in this work may be sufficient for the system to comply with the 
harmonic standard for photovoltaic generators without the use of harmonic compensation structures or active harmonic filters. The 
evaluation of the harmonic distortion behavior of photovoltaic generators as a function of the synchronization strategy used in the 
inverter controller is the principal work contribution.

Keywords:	 Synchronization Strategy, Grid-Connected Photovoltaic Generator, Harmonic Distortion, Inverter,  
	 Real-Time Digital Simulator
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1.	 	INTRODUCTION

The large number of renewable energy resources 
(RES) that are integrated into the electrical power distri-
bution system presents several issues, such as harmonic 
distortion in the utility grid [1-3]. Research has shown 
that the presence of diode rectifier-based systems and 
other nonlinear loads adversely affects the power qual-

ity of power systems, mainly due to the harmonic distor-
tion generated by these types of systems [4-6]. 

Grid voltages are measured in grid-connected photo-
voltaic (PV) generators and sent to the control system of 
the inverters that act as power conditioners. These volt-
ages are used in the control block as the synchroniza-
tion strategy for determining grid parameters like grid 
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phase angle and grid frequency, and to perform opera-
tions such as applying the Park transformations, a PQ 
power control, among other control techniques applied 
to these renewable agents. If the grid voltages are af-
fected by harmonic distortions, these harmonics can be 
introduced into the inverter control system [7], so that 
the grid currents injected by the PV system contain har-
monics coming from the grid voltages [8]. According to 
[7], if there is harmonic pollution in the grid voltage, the 
output current will also be affected by the harmonic.

Because the incidence of harmonics can influence 
the level of quality of the energy injected by photovol-
taic generators [5, 9], and the fact that the grid currents 
must fulfil some normative regarding the harmonic 
distortion, where a 5% of the Total Harmonic Distortion 
of current (THDI) it is recommended [10], several works 
investigate solutions to the problems due to the grid 
harmonic distortion caused by non-linear loads. 

In [2] the authors examine the effect of grid voltage har-
monics on the performance of rectified power converters 
by formulating the voltage and current harmonics of the 
converter. A method for finding the inverter current har-
monics caused by the PWM signal as a dependence of the 
load profile is presented by the authors in [3]. In [11], an 
innovative design method for a Proportional Resonant 
(PR) controller with a selective harmonic cancellation is 
described for a grid-connected PV generator.

An integrated approach for improved grid current 
harmonic compensation including power ripple atten-
uation in a PV generator is proposed in [12]. In [13, 14], 
harmonic compensation structures are used to reduce 
current harmonic levels. Active harmonic filters are also 
used for this purpose, but there are no feasible for small 
grid-connected renewable energy system [5]. 

Previous works had focused on the effect and the 
techniques needed for harmonics compensation [6], 
arguments in favor of the need for the application of 
techniques for the reduction of the presence of har-
monics in electrical power distribution systems with a 
strong presence of RES. 

In addition, as can be seen in [15], the harmonics 
introduced by Inverter-Based Resources (IBR) under 
a high penetration of RES can, under certain circum-
stances, impact the system stability.

The ability of a PV inverter to attenuate harmonic 
currents due to the influenced of the synchronization 
strategy used in the inverters of photovoltaic genera-
tors is analyzed in [16], where the results showed that 
the synchronization strategy affects the harmonic at-
tenuation capability of the inverter.

Due to the above, the impact of the synchronization 
strategy on reducing the harmonic distortion in grid-
connected PV generators, is analyzed in this work to 
show their impact in the grid current harmonic attenu-
ation of PV generators when voltage harmonics affect 
the utility grid. 

To carry out the above mentioned, four synchroni-
zation strategies will be implemented in the MATLAB/
SIMULINK R2022a software [17]. All of them will be 
simulated in an OPAL-RT's OP5707XG simulator [18] 
and their behavior will be compared to each other 
to have a clear analysis of their effect on the grid cur-
rent harmonic attenuation. For this, the harmonic at-
tenuation of the utility grid current due to the applied 
synchronization strategies will be analyzed using the 
corresponding frequency spectrum, and a comparison 
with the standard IEEE Std. 519-2022 [10] will be made.

The current work is organized in 6 sections: Section 
2 provides a brief description of the synchronization 
strategies that will be evaluated in this work. Section 
3 describes a PV generator which will be used as a 
case study to evaluate the impact that synchroniza-
tion strategies have on the attenuation of harmonics in 
the grid currents. The methodology used in this work 
is shown in Section 4. In Section 5, simulations using 
MATLAB/SIMULINK R2022a software [17] and an OPAL-
RT's OP5707XG simulator [18] are carried out. In Sec-
tion 6 of this work, the results obtained are discussed 
and the conclusions are presented.

2.	 SYNCHRONIZATION STRATEGIES

To properly match the grid currents of the PV invert-
er to the grid voltages, it is needed to determine the 
phase angle of the grid [19-21]. A summary description 
of four synchronization strategies to be used in this 
comparative study is shown in Table 1.

 Fig. 1a displays the diagram of the synchronization 
strategy named Phase-Locked Loop (PLL), which con-
sists of the Clarke and Park transformations, a PI regula-
tor and a voltage-controlled oscillator [22-24]. Fig. 1b 
shows the PSD+dqPLL synchronization strategy [22, 
25], which consists of a PLL plus a Positive Sequence 
Detector (PSD) block able of determining the positive 
sequence of unbalanced grid voltages. 

A Dual Second Order Generalized Integrator Fre-
quency-Locked Loop (DSOGI-FLL) [24] synchronization 
strategy is shown in Fig. 1c, which consists of a block 
where the Clark transform is applied to the grid volt-
ages, two blocks Quadrature Signal Generation (SOGI-
QSG), a Positive Sequence Calculator (PSC) and a Fre-
quency-Locked Loop (FLL). 

Fig. 1d shows a Multiple Second Order Generalized 
Integrator Frequency-Locked Loop (MSOGI-FLL) syn-
chronization strategy, which consists of a Harmonic 
Decoupling Network (HDN) block used to reject the 
influence of any other harmonics in the selected har-
monic, four DSOGI-QSG blocks (for the 1st, 2nd, 5th 
and 7th harmonics), and a FLL block [26]. 

Since this work does not aim at a detailed study of 
each of these algorithms, Table 1 includes references of 
these algorithms, therefore that interested readers can 
study its design and operation in detail.
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Table 1. Description of the synchronization strategies evaluated in this study

Reference Name Acronym Locked 
methodology Digital Filter used Transfer function

[22-24]
Synchronous Reference 

Frame Phase-Locked 
Loop

dqPLL Phase Proportional 
Integrator (PI) H(S)=(Kps+Ki)/(s2+Kps+Ki)          (1)

[16, 22, 25] Positive Sequence 
Detector plus a dqPLL PSD+dqPLL Phase Proportional 

Integrator (PI) H(S)=(Kps+Ki)/(s2+Kps+Ki)          (1)

[24]
Dual Second Order 

Generalized Integrator 
Frequency-Locked Loop

DSOGI- FLL Frequency Second Order 
Generalized (SOGI) SOGI(s)=v'/(kEv)(s)=ω's/(s2+ω'2)        (2)

[26]
Multiple Second Order 
Generalized Integrator 
Frequency-Locked Lop

MSOGI-FLL Frequency Second Order 
Generalized (SOGI) SOGI(s)=v'/(kEv)(s)=ω's/(s2+ω'2)        (2)

(a) (b)

(c)

(d)

Fig. 1. Block diagrams of the synchronization strategies used in this study [27]. (a) dqPLL. (b) PSD+dqPLL. 
(c) DSOGI-FLL. (d) MSOGI-FLL

Volume 16, Number 6, 2025
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3.	 PHOTOVOLTAIC GENERATOR FOR CASE STUDY

A 6kWp PV 3-phase grid-connected generator model   
is used to evaluate the achieved grid current harmonic 
attenuation for each synchronization strategy ana-
lyzed, which is composed of two subsystems, Power 
and Control. The PV modules [28], the capacitor link, 
the inverter [29], the LCL filter [30], a transformer [31], 
an EMI filter [32], and finally, the utility grid [33] form 
the power subsystem. A maximum power point tracker 
(MPPT) block [28], [34], a cascade control [35] and the 
synchronization strategy form the control subsystem. 

Table 2 summarized the Power subsystem param-
eters. The parameters used to design the synchroniza-
tion strategies are shown in Table 3.

4.	 METHODOLOGY

Fig. 2 shows a flowchart of the methodology used 
in this work. A MATLAB/SIMULINK model of a 6kWp PV 
generator is developed using the parameters shown in 
Tables 2 and 3, implementing the synchronization strat-
egies shown in Section 2. After validating the correct 
functioning of the MATLAB/SIMULINK model, the distor-
tion caused by non-linear loads and converters used by 
renewable energy sources is simulated by voltage har-
monics introduced into the 3-phase low-voltage utility 
grid. For this purpose, a 4% harmonic contamination in 
the 5th and 7th harmonics in the grid voltages is applied, 
attaining a Total Harmonic Distortion of voltage (THDV) 
of 5.66%. For modelling the voltage grid with harmonic 
distortion, the system voltage of Eq. (3) is used.

(3)

where h is the harmonic order, ω is the angular fun-
damental frequency, U is the voltage magnitude, ϴ is 
the voltage phase angle of the fundamental frequency, 
and ϴUh is the voltage phase angle of the harmonic h.

Table 2. PV power subsystem parameters

Parameters Value

Utility grid Vrms=220V (ph- ph), 50Hz

Utility grid Total Harmonic 
Distortion of voltage THDV=5.66%

Outer Filter R=20 mΩ, C=1.5 μF, L=3.9mH

Transformer 50Hz, 308/232V, Snom=6 kVA

Voltage Source Inverter SKS22FB6U+E1CIF+B6CI, 
SEMISTACK-IGBT

DC bus voltage Vcc= 350 V

PV power P=6 kW

The synchronization strategies evaluated must be 
able to identify the frequency and phase of the 3-phase 
grid voltages in the presence of harmonic distortion, 
so that this information is sent to the PV generator 
control system to ensure proper inverter operation. If 
the phase and frequency of the grid are not detected 
during the MATLAB/SIMULINK simulations, it will be 
necessary to readjust the parameters governing the re-
sponse and stability of the synchronization strategies 
studied, which are shown in Table 3. 

After evaluating the operation of the photovoltaic 
generator in the presence of voltage harmonics, exper-
iments will be performed using a real-time digital sim-
ulator. This allows tests to be carried out with certain 
similarities to those of a physical photovoltaic system. 

The harmonic distortion of the utility grid current for 
each synchronization strategy is analyzed using its cor-
responding frequency spectrum and a comparison is 
made with the standard IEEE Std. 519-2022.

Table 3. Parameters of the synchronization strategies

Parameters Value

PLL natural angular frequency 130 rad/s

Settling time 50 ms

Damping factor for the dqPLL √2/2

Gain of the SOGI √2

Damping factor for the DSOGI 0.707

Centre angular frequency for the DSOGI 314 rad/s

Gain to the settling time of the FLL block 100

The above is done to observe the impact of the syn-
chronization strategies into harmonic attenuation of 
the currents. A calculation of the THDI of the inverter 
grid currents is carried out for each synchronization 
strategy used, then the results obtained are compared 
and discussed. 

The THDI of the grid current is determined using the 
synchronization strategies shown in Table 1. The THDI 
can be calculated using Eq. (4) [36]. 

(4)

where In and I1 are the individual harmonic current dis-
tortion values in amperes and the fundamental current 
distortion values in amperes, respectively.

5.	 RESULTS

5.1. MATLAB simulations 

Modeling is done in MATLAB/SIMULINK2022a soft-
ware [17] using the synchronization strategies shown 
in Table 1 and the values from Table 2 and Table 3. As 
a result of the MATLAB/SIMULINK simulations, Fig. 3a 
shows the grid voltages disturbed by a THDV of 5.66%. 
The deformation of the 3-phase grid voltages due to the 
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5th and 7th harmonics can be observed. The distortion is 
intentionally added to the utility grid so that when these 
harmonics are sensed for feedback to the PV generator 
control subsystem, they interfere with the control sub-
system. When the grid voltage signals are sent, the abil-
ity to identify the frequency and phase of the grid could 

be affected. This will allow the effect of synchronization 
strategies to cancel current harmonics at the inverter 
output when the grid is affected by voltage harmonics.

Because of harmonic distortion in the grid voltages, 
Fig.3b-c show the detected angular frequencies and 
phases by the synchronization strategies.

Fig. 2. Flowchart of the methodology to be used

Volume 16, Number 6, 2025
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Fig. 3b shows significant oscillations in the frequencies 
estimated by dqPLL and PSD+dqPLL (red and black, re-
spectively), demonstrating the poor ability of these syn-
chronization strategies to detect the grid frequency un-
der conditions of harmonic distortion. In blue of Fig. 3b, a 
smaller oscillation is observed in the frequency detected 
by DSOGI-FLL, which allows a more approximate estima-
tion of the grid frequency with respect to the frequen-
cies obtained by dqPLL and PSD+dqPLL synchronization 
strategies. A better detection of the frequency is done by 

the MSOGI-FLL, as can be observed in yellow. This allows 
the control signals obtained from the synchronization 
strategy are not affected by the harmonic distortion of the 
grid voltages shown in Fig. 3a. As shown in Fig. 3c, poor 
phase detection is seen with dqPLL (red) and PSD+dqPLL 
(black); this is mainly due to the setting of the natural 
angular frequency of the PI regulator, which requires a 
trade-off between good harmonic attenuation and high 
dynamics. As shown in Fig.3c (yellow), near perfect phase 
detection is achieved with the MSOGI-FLL.

(a)

(c)

(b)

Fig. 3. (a) Grid voltages with harmonic pollution (THDV = 5.66%.). (b) Time evolution of the detected 
angular frequency by the synchronization strategies under harmonic pollution. (c) Time evolution of the 

phase detection by the synchronization strategies under harmonic pollution

5.2.	 Real-time digital simulations

A photograph of the setup used to perform the 
real-time tests is shown in Fig. 4. It can be seen the 
OP5707XG real-time simulator, a server as the host PC 
and lastly, an oscilloscope is employed to record the 
voltage and current traces. A diagram of the real-time 
simulation configuration is displayed in Fig. 5 where 
can be seen the OP5707XG simulator, the Siglent SD-
S1204X-E oscilloscope and the PowerEdge R230 server 
computer host PC [37]. 

Fig. 6a shows the grid current when a dqPLL was 
used as the synchronization strategy, where there is 
significant distortion of the current waveform due to 
the presence of harmonics. As shown in the frequency 
spectrum in Fig. 6b, which corresponds to the grid cur-
rent in Fig. 6a, the 5th and 7th harmonics are present. 
In percentage terms, the distortion at the 5th and 7th 
harmonics is 4.66% and 4.73%, respectively. 

This results in a THDI of 6.63%, which is higher than 
the maximum THDI of 5% allowed by the IEEE Std. 519-
2022 Standard.

The grid current when using a PSD+dqPLL synchro-
nization strategy is shown in Fig. 7a. Comparing the 
current waveform with that obtained using dqPLL, a 
slight reduction in the harmonic distortion of the grid 
current can be observed. In the frequency spectrum in 
Fig. 7b, which corresponds to the grid current in Fig. 7a, 
the presence of the 5th and 7th order current harmon-
ics can be observed, with percentages of 3.86% and 
3.78% respectively, giving a THDI=5.40%. However, de-
spite the significant harmonic attenuation, the results 
do not comply with the limit proposed by the IEEE Std. 
519-2022 Standard.

Fig. 8a shows the grid current using a DSOGI-FLL as 
a synchronization strategy. There is distortion of the 
current waveform due to the presence of harmonics. 
As can be seen from the frequency spectrum in Fig. 8b, 
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which corresponds to the grid current in Fig. 8a, the 5th 
and 7th harmonics are present. In percentage terms, 
the distortion at the 5th and 7th harmonics is 3.69% 
and 3.67%, respectively. A THDI=5.20% of the grid cur-
rent was achieved, this value being higher than the 5% 
suggested by the regulations. Regarding the results 
obtained with the dqPLL and PSD+dqPLL synchroniza-
tion strategies, significant harmonic attenuation was 
achieved when DSOGI-FLL was used.

Fig. 9a shows the grid current using a MSOGI-FLL as 
a synchronization strategy. Note the distortion of the 
current waveform due to harmonic pollution, how-

ever, when comparing the waveform with the current 
waveforms using the other synchronization strategies 
(Fig. 6a, 7a and 8a), the current waveform distortion 
using MSOGI-FLL is lower. The 5th and 7th harmonics 
are present in the frequency spectrum in Fig. 9b, which 
corresponds to the grid current in Fig. 9a. Expressed as 
a percentage, the 5th and 7th harmonic distortions are 
3.15% and 3.36% respectively.

The percentage values for the 5th and 7th harmonics 
reveal that a significant attenuation of harmonics was 
achieved, resulting in a THDI in the grid current of 4.60%, 
in compliance with the IEEE Std. 519-2022 Standard. 

Fig. 4. Photo of the set-up for the execution of the simulations in real-time

Fig. 5. Block diagram for the configuration of the simulations in real-time

The equivalent amplitude distortion in the grid cur-
rent at phase 1 for the harmonics is shown in Table 4. 
Additionally, the resulting harmonic distortion when 

each synchronization strategy is applied is shown and 
compared to the IEEE Std. 519-2022 Standard.

Volume 16, Number 6, 2025
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(a) (b)

Fig. 6. (a) Grid current corresponding to phase 1 when using a dqPLL is used. (b) Frequency spectrum 
corresponding to the grid current of phase 1 when a dqPLL is used

(a) (b)

Fig. 7. (a) Grid current corresponding to phase 1 when a PSD+dqPLL is used. (b) Frequency spectrum 
corresponding to the grid current of phase 1 when a PSD+dqPLL is used

(a) (b)

Fig. 8. (a) Grid current corresponding to phase 1 when a DSOGI-FLL is used. (b) Frequency spectrum 
corresponding to the grid current of phase 1 when a DSOGI-FLL is used

(a) (b)

Fig. 9. (a) Grid current corresponding to phase 1 when a MSOGI-FLL is used. (b) Frequency spectrum 
corresponding to the grid current of phase 1 when a MSOGI-FLL is used
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Table 4. Harmonic distortion corresponding to the grid current of phase 1

Name 5th Harmonic distortion (%) 7th Harmonic distortion (%) Distortion limit (%) THDI (%) THDI limit (%)
dqPLL 4.66 4.73 < 4.0 6.63 < 5.0

PSD+dqPLL 3.86 3.78 < 4.0 5.40 < 5.0

DSOGI-FLL 3.69 3.67 < 4.0 5.20 < 5.0

MSOGI-FLL 3.15 3.36 < 4.0 4.60 < 5.0

6.	 DISCUSSION AND CONCLUSION

Table 4 shows a summary of the THDI of the grid cur-
rent resulting from using the synchronization strategies 
shown in Table 1. Furthermore, these resulting THDI 
values are evaluated with the IEEE Std. 519-2022 Stan-
dard. On the one hand, significant harmonic attenua-
tion is observed when the MSOGI-FLL synchronization 
strategy is used. On the other hand, a poor harmonic 
attenuation is obtained when the dqPLL synchroniza-
tion strategy was employed.  

The contribution of four synchronization strategies 
to decrease the magnitude of current harmonics in PV 
generators when the grid voltage is disturbed by har-
monic pollution was studied in this paper. Following, a 
resume of the performances of these synchronization 
strategies are remarked:   

The dqPLL synchronization strategy uses a PI which 
behaves as a low pass filter. However, for the settling 
time used along the paper, the cutoff frequency is not 
enough to attenuate properly the harmonics, and, con-
sequently, a poor harmonic attenuation is attained.

Compared to dqPLL, the notable attenuation of har-
monic distortion achieved when using the PSD+dqPLL 
is due to the use of the positive sequence detector 
(PSD) block which cancels the effect of the negative 
sequence of the 5th harmonic. The above allows bet-
ter detection of the grid phase and grid frequency, thus 
sending reliable information to the inverter controller 
used in the PV generator.

When the DSOGI-FLL is compared with the dqPLL, 
a greater reduction of harmonic contamination was 
obtained using the DSOGI-FLL. This better behavior is 
because a Positive Sequence Calculator block is used 
in the DSOGI-FLL. Despite the harmonic attenuation 
achieved, a significant harmonic contamination can be 
observed in the grid current, and then, the obtained 
THDI exceeds the limits imposed by the standard on 
grid current harmonics IEEE Std. 519-2022.

When the MSOGI-FLL was tested, an important re-
jection in the harmonic distortion of the grid current 
harmonic was observed due to the use of the block 
Harmonic Decoupled Network [26], in addition to a 
DSOGI block corresponding to each of the harmonics 
found in the utility grid. Also, several Positive Sequence 
Calculator blocks were implemented, to attain only the 
positive sequence of the harmonic of the grid voltages 
and, as consequence, rejecting the harmonic pollution 
effects of the negative sequence.  

This work concludes that depending on the synchro-
nization strategy used, a different behavior of harmonic 
distortion attenuation is observed in the grid currents 
of photovoltaic generators. MSOGI-FLL is an effective 
solution to reject the magnitude certain number of 
harmonics.
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Abstract – The evolution of new technologies has made short-term power load forecasting an essential part of the streamlining process in 
the management of power grid systems. Machine learning algorithms have been applied widely in this area but with little success towards 
achieving better accuracy rates. These gaps point out the necessity for better forecasting methods . This study is about the power grid system 
from Ho Chi Minh city in Vietnam. Ho Chi Minh operates as a metropolitan area on the rise with economic activity and seasonal factors 
greatly influencing electricity consumption. Due to its intricate fluctuations in consumption pattern, the city is known for having a high 
level of energy. This makes the city suitable for an in-depth investigation regarding a case study on short-term load forecasting approaches. 
In this study, the goal is to evaluate the effectiveness of three hyperparameter optimization methods: Random Search, Grid Search, and 
Bayes Search. All these methods optimize the performance of Convolutional Neural Network (CNN) models for short-term electricity load 
forecasting in Ho Chi Minh City. The results obtained through this work can also be used as a basis for introducing the methods to other 
locations in Vietnam. The assessment of the techniques is performed using fundamental error measures such as Mean Absolute Error (MAE) 
and Mean Absolute Percentage Error (MAPE). Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), Mean Squared Error 
(MSE), and Root Mean Squared Error (RMSE). Bayes Search completed with an MAE of 77.93, MAPE of 2.94%, MSE of 10,376.7, and RMSE of 
101.9. These results indicate a noticeable enhancement in prediction accuracy when compared with the outcomes from Grid Search and 
Random Search. Grid Search provided an MAE of 106.23, MAPE of 3.95%, MSE of 17,033.7, and RMSE of 130.5. Random Search produces 
results of an MAE of 96.8, MAPE of 3.57%, MSE of 14,951.0, RMSE of 122.3. These results are evidence that Bayes Search is better for short-term 
electricity load forecasting in Ho Chi Minh City. The study also proposes an evaluation framework, which is meant for load forecasting in 
Vietnam. It is designed for Ho Chi Minh City predicting purposes, thus, integrating innovative concepts with actual forecasting functions. The 
framework is also applicable to other areas in Vietnam, both rural and urban, having different power consumption patterns. The reduction 
in forecasting inaccuracies through the use of Bayes Search is found to be promising as observed in the research. This automation supports 
better decision-making in energy management. It helps reduce costs in dynamic and complex power grid environments. These findings 
have practical value. They support efforts to build more flexible and efficient energy grids in Vietnam.

Keywords:	 CNN network, hyperparameter optimization, Bayes Search, Random Search, Grid Search, Short-term load forecasting
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1.	 	INTRODUCTION

Load forecasting in the near future is essential for ad-
equate power grid control in terms of power generation, 
distribution, and supply. Precise estimation of electricity 
consumption is key to preserving a stable provision of 
energy, and subsequently minimizing expenses. 

It guarantees rational energy distribution, which is 
particularly important in major metropolitan regions. 
The demand for electricity in cities is volatile due to 
the expansion of the commercial and industrial activi-
ties. This necessitates the need for accurate forecasting. 
There is considerable improvement in forecasting tech-
niques over the years. Still, there are difficulties. 

Volume 16, Number 6, 2025



444 International Journal of Electrical and Computer Engineering Systems

One of the difficulties has always been the validity 
of the results. One issue is reliability. Conventional ap-
proaches, which bear this burden, have their own dif-
ficulties. Linear Regression [1], Time Series Forecasting 
[2], Kalman Filtering [3] are models that tend to fail for a 
variety of reasons. They have great difficulties deals with 
large, complex modern power system datasets. These 
datasets are often produced by contemporary power 
systems. To overcome these challenges, Deep Learn-
ing models are useful. Convolutional Neural Networks 
(CNN) is one of it. CNNs are capable of processing data 
with non-linear multi-dimensional structures. Thus, they 
are able to make better predictions [4]. They can uncover 
deeper patterns within the data than other methods. It 
also increases the overall accuracy of forecasts offered 
by the models.

Now we see more and more interest in load fore-
casting models in developing countries. There are so 
many techniques for improving forecasting. Study [5] 
proposed a hybrid model, HHO-GCN-LSTM. This model 
uses a sophisticated combination of deep learning ar-
chitectures and optimization methods. It aims towards 
achieving more precise load forecasting. Study [6] rec-
ommends the development of ensemble based tech-
niques for short term load forecasting. With this ap-
proach, wavelet transform, Extreme Learning Machine 
and Partical Least Squares Regression (PLSR) are used. 
The improvement of forecast accuracy is achieved by 
these methods. They also minimize overfitting. This 
enhances the reliability of the model’s predictions. 
Study [7] introduces a spatial-temporal forecasting 
framework using Graph Neural Networks, leveraging 
individual and aggregated load data to capture hidden 
dependencies among residential units, significantly 
enhancing prediction accuracy over conventional 
methods. These studies demonstrate significant prog-
ress in load forecasting in developing countries and 
contribute to shaping advanced technological trends 
in energy management, particularly in the context of 
increasingly scarce resources that must be utilized ef-
ficiently. However, recent studies also suggest that in-
tegrating signal decomposition techniques with deep 
learning models, as demonstrated in Article [8], can re-
sult in higher accuracy for short-term forecasting.

In recent years, the development of short-term power 
load forecasting models has achieved notable advance-
ments, driven by the progression of deep learning tech-
nologies. Studies [9-12] have explored these innovative 
methods, particularly the combination of Convolutional 
Neural Networks (CNNs) and Long Short-Term Memory 
Networks (LSTMs). Research [9] developed a Pyramid-
CNN model for customers with similar energy usage 
profiles, enhancing forecasting accuracy through cluster 
analysis. Meanwhile, studies [10] have focused on inte-
grating CNN and LSTM for short-term power load fore-
casting, demonstrating superior accuracy compared to 
traditional models. Further studies, such as those in [11], 
propose convolutional multi-integration models and 

convolutional wavelet models to handle complex fluc-
tuations in load data effectively. Research [12] further 
expands model capabilities by utilizing evolutionary 
methods and encoder-decoder combinations in power 
load forecasting. Article [13] highlights the utilization of 
technical indicators such as EMA and chaotic optimiza-
tion algorithms for time series prediction, showcasing 
their potential for applications in power load forecast-
ing. Building on this foundation, research [14] delves 
into a CNN- LSTM combined deep learning model, dem-
onstrating its high efficiency in addressing dynamic load 
fluctuations within specific power systems. Together, 
these studies underscore the advancements in predic-
tive modeling techniques for power systems.

The key issue to note in the aforementioned advanced 
methods is that many studies have not adequately ad-
dressed hyperparameter optimization, which is a critical 
factor that can significantly influence the performance 
and accuracy of the model. Failure to optimize hyper-
parameters may lead to suboptimal outcomes, even 
though deep learning models like CNNs and LSTMs 
have demonstrated their efficacy in short-term power 
load forecasting. Integrating hyperparameter optimiza-
tion techniques is thus an essential step to enhance the 
performance of these models further. Feature selection 
and model simplifications are covered in reference [15]. 
Some optimizational strategies, like FPA, outperform 
their non-optimized counterparts. These strategies cut 
down the cost for computation. Such techniques can be 
implemented in applications that need near real-time 
processing like power load forecasting. This pertains to 
hyperparameter tuning of the CNN model [16]. The aim 
is to refine load prediction in metropolitan areas. It em-
ploys sophisticated optimization techniques [17]. These 
techniques are Grid Search, Random Search and Bayes 
Search [18]. They assist in pinpointing optimal values for 
hyperparameters to maximize precision in load forecast-
ing. In this case, the MAE, MAPE, RMSE, and MSE error 
metrics are used to validate the model's accuracy.

What stands out its novelty is that it analyses the 
power grid of Ho Chi Minh City in Vietnam. The research 
focuses on certain anomalies of electricity usage in the 
area. These anomalies are correlated with socioeconom-
ics and seasonal changes. This research work differs from 
the general research works on the CNNs and the optimi-
zation methods. It focuses on the particular issues of the 
region. One of them is the problem of excessive volatil-
ity of electric power consumption. Another issue is the 
existing attitude regionally power systems applied mod-
ern optimization techniques. The research investigates 
three approaches to hyperparameter optimization. 
These were the Grid Search, Random Search, and Bayes 
Search methods. Each of them is assessed concerning 
the degree to which they are able to enhance the CNN 
model. The purpose of the modeling is to satisfy the con-
ditions of the power grid system of Ho Chi Minh City. 

This work attempt solve the problem of neglected hy-
perparameter tuning on the city’s power grid systems. 
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It illustrates the use of Bayes Search in combination 
with self-training algorithm and how it enhances a cus-
tomer’s computing performance. The results show that 
Bayes Search can lead to more precise predictions com-
pared to other methods. The analysis was performed 
on data obtained from a specific part of a city. It mea-
sures the performance of the developed models using 
MAE, MAPE, RMSE, and MSE which are considered error 
metrics. Evaluations of this nature are intended to com-
plement the findings. This work commences further 
research in this area. It demonstrates the application 
of contemporary methods in load forecasting at short 
time intervals. Other cities which have the same power 
difficulties may use the methods presented in this stud.

2.	 THEORETICAL BASIS

2.1.	 CNN Model

Deep Learning is a part of machine learning. It uses 
artificial neural networks to process data in layers. It 
helps the model understand complex patterns. Con-
volutional Neural Network (CNN) is one type of neural 
network. It is made to process data in multiple arrays. 
Images are a common example. CNN models are wide-
ly used in vision tasks. These tasks include face detec-
tion, image recognition, and object identification.

A CNN has many parts. Some of them are key com-
ponents. The convolutional layer is one of them. It uses 
filters to extract features from the input data. The activa-
tion layer is another part. It adds non-linearity. This helps 
the model learn complex patterns. The pooling layer 
works with the two layers. It reduces data size but keeps 
important information. The fully connected layer comes 
at the end. It brings together all extracted features. It 
handles the final classification or prediction [19].

Convolutional Layer: A filter (or filters) is slid through 
the input image to create a featured map in a convolu-
tional layer. Each filter is small (3x3 or 5x5) and is applied 
to the entire input image to create a new featured map. 
The mathematics of this process can be represented as 
follows: For the input image I and filter F, the charac-
teristic map is calculated by the convolutional product: 

S(i, j)=(F*I)(i, j)= ∑m∑nF(m,n)I(i-m,j-n) (1)

Where:

(i, j): is the location on the characteristic map.

S(i, j): The output value at position (i,j) after applying 
the convolution operation.

F*I: The convolution operation between the filter F 
and the input image I.

F(m, n): The value at position (m,n) in the filter (also 
called a kernel).

I(i-m, j-n): The value at position (i-m, j-n) in the input 
image I.

∑m∑n: Summation over all elements of the filter.

Activation Layer: After the filter is applied, the values 
on the characteristic map are passed through a non-
linear trigger function, usually ReLU (Rectified Linear 
Unit). The ReLU function is defined as:

ReLU(x)=max(0,x) (2)

Where:

x: The input value to the activation function (which 
can be the output from a previous layer in a neural 
network).

ReLU(x): The output value of the ReLU activation 
function.

max(0,x): The function returns the more excellent 
value between 0 and x.

Pooling Layer: Pooling typically uses max pooling or av-
erage pooling to reduce the spatial size of featured maps, 
highlight essential features, and reduce the number of pa-
rameters. Maximum compounding is defined as:

P(i, j)=maxk, l ∈ window I(i+k, j+l) (3)

Where:

P(i, j): The output value of the max pooling operation 
at position (i, j).
maxk, l ∈ window: The maximum value is selected from 
the specified window.

I(i+k, j+l): The input characteristic map (or feature 
map), where i+k, j+l represents the elements inside 
the pooling window.

Fully Connected Layer: Data from the fully connected 
layer is flattened and fed into one (or more) fully con-
nected layer (s). Each neuron in this layer is connected 
to all the neurons in the previous layer, each with its 
own weight. The output of this class is: 

y=Wx+b (4)

Where 

x: is the input from the previous layer.

W: i s the weighted matrix.

B: is the bias vector. 

CNN's mathematical model is complex and requires 
optimization during training to learn effective weights 
and filters. Typically, this is done with the aid of back-
propagation algorithms. If there is optimization in-
volved, one method is Gradient Descent.

2.2.	 CNN network hyperparameters

CNNs are mostly used for image processing. Howev-
er, they can also be used for time series tasks like power 
load forecasting. Many hyperparameters are important 
for this type of work. These parameters help define the 
model’s performance and relevance.

•	 Fewer filters make it harder for the model to detect 
features. More filters help the model learn complex 
patterns. Too many filters increase computation 
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time. The number of filters must balance complex-
ity and performance.

•	 Larger filter sizes increase the visible area during 
convolution. They help the model capture broader 
patterns. Smaller filters focus on fine details. The 
filter size affects how well the model detects time-
based patterns.

•	 Stride controls how far the filter moves. A large 
stride reduces computations but may miss impor-
tant data. A small stride captures more detail but 
increases cost.

•	 Padding defines how the model treats the input 
edges. ‘Same’ padding keeps the input and output 
size equal. ‘Valid’ padding reduces the output size. 
Padding affects how the model reads edge data.

•	 Activation functions add non-linearity. ReLU is the 
most common. It helps reduce the vanishing gradi-
ent and speeds up training.

•	 Pooling layers reduce the number of feature maps. 
Max pooling and average pooling are the most 
used. Pooling helps reduce overfitting and focuses 
on key features.

•	 The learning rate controls how fast weights up-
date. A high learning rate speeds up training but 
may cause errors. A low learning rate trains slowly 
but more carefully.

•	 Batch size is the number of training samples pro-
cessed at once. Small batches train slowly but learn 
fine patterns. Large batches train fast but may miss 
details.

•	 Epochs define how many times the model goes 
over the data. More epochs give more learning 
chances. Too many may cause overfitting.

•	 Regularization helps reduce overfitting. L1 and 
L2 add penalties to large weights. Dropout turns 
off some neurons during training. These methods 
help the model generalize better.

Choosing correct values for all parameters improves 
CNN performance on time series data. Hyperparam-
eters also affect the CNN structure and real-world use.

3.2.	 Hyperparameter optimization  
	method  

Tuning is a key component when training the ma-
chine learning model because it fine tunes the perfor-
mance of the model. It determines the optimal values for 
a number of adjustable predefined settings like learning 
rate, batch size, hidden layers, neurons per layer, etc. All 
of these must be configured prior to commencing the 
training thus rendering them immutable during the 
training process. Hyperparameters are distinct from 
model weights which are changed during training. Hy-
perparameters remain unchanged thereby making tun-
ing a time-consuming process that requires enormous 
computational resources. The accuracy of the model on 
new data is improved, though. In the absence of tuning, 

overfitting or underfitting of the model is likely resulting 
in poor performance in real life scenarios.

Grid Search

Grid search is a method for hyperparameter optimi-
zation. It tests all possible combinations of hyperpa-
rameter values. It works well in small search spaces and 
when high precision is needed. Bergstra and Bengio 
[20] said Grid Search is easy to learn and use for begin-
ners. However, it becomes inefficient in large search 
spaces because it takes a lot of time and resources. For 
example, three hyperparameters with four values each 
require 64 runs. Hutter et al. [21] called it “brute-force” 
and said it does not learn from past trials. Because of 
this, deep learning and decision tree models often use 
other methods. Random Search and Bayesian Search 
are common alternatives. They focus on promising re-
gions and save resources. Petro and Pavlo Liashchyn-
skyi [22] noted the strength of these methods.

Random Search

Among many methods, Random Search is a practical 
option for hyperparameter tuning. It works well in large 
and complex search spaces. Grid Search tests every pos-
sible configuration. In contrast, Random Search tests a 
limited number of random configurations. Navon and 
Bronstein [23] showed that Random Search can still 
give good results. It also uses fewer resources, which 
helps when computational power is limited. First, the 
user selects the hyperparameters. Then, the user sets 
the value ranges. The algorithm randomly generates a 
few configurations to test. Florea and Andonie [24] sug-
gested a new version called Weighed Random Search. 
This version still uses random generation. However, it 
adds probabilistic rules to focus on better parts of the 
search space. This makes the search more efficient. Still, 
Random Search is not always precise. If too few con-
figurations are tested, the results may be poor. In such 
cases, Bayes Search is better. Bischl et al. recommended 
it for better accuracy [25]. This method learns from past 
tests. It helps the model find the best areas to search.

Bayes Search

Like other forms of hyperparameter tuning, Bayes-
SearchCV attempts to minimize some objective func-
tion. The difference is its use of Bayesian optimization, 
an advanced technique used to optimize functions 
that are costly or time-consuming to evaluate. It usu-
ally employs Gaussian Processes to try and direct the 
search to better places. The model first looks to find 
the promising regions within the space to search. After 
that, it tries to focus on evaluating those regions. Com-
pared to Grid Search or Random Search, this approach 
considerably lowers the amount of attempts required 
[26]. The model decides upon a new set of parameters, 
evaluates the function and adjusts the estimate of its 
performance accordingly. BayesSearchCV is especially 
great when resources are limited [27]. However, it sacri-
fices some accuracy due to the surrogate model. It also 
needs extra settings which makes it harder to use. Still, 
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it performs better with complex models. Deep neural 
networks, for example, benefit a lot. They need fewer 
trials to find the best configurations [25].

3.	 	PROPOSED OPTIMIZATION MODEL 
STRUCTURE

3.2.	  Algorithmic Flowchart

The authors explain an algorithm flowchart in this 
article. Its purpose is to evaluate the efficiency of three 
optimization methods which include: Grid Search, Ran-
dom Search, and Bayes Search. The analysis is conduct-
ed on the CNN model. Figure 1 shows the flowchart.

Where:

Xtrain, Ytrain: are the training inputs for the model. 

Xtest, Ytest: are the testing inputs for the model. 

Ypred: symbolizes the output from the model after ex-
ecution. 

Y1, Y2,…,Yn: represent the past load values

The main processes of the flowchart are described as 
follows:

•	 Input Data: The process begins with the input data, 
consisting of historical load values (Y1, Y2,…,Yn).

•	 Input Data Processing: The input data is prepro-
cessed and divided into Training Data (Xtrain, Ytrain) 
used to train the CNN model and testing Data (Xtest, 
Ytest) used to evaluate the model's performance.

•	 Search Space of Hyperparameters: A predefined 
search space of hyperparameters is established, 
specifying possible configurations for the CNN 
model.

•	 Optimization Algorithms: Three optimization al-
gorithms, Grid Search, Random Search, and Bayes 
Search, are applied to explore the hyperparameter 
search space and identify the Optimal Hyperpa-
rameters.

•	 Training the CNN Model: The CNN model is trained 
on the training dataset (Xtrain, Ytrain) using the opti-
mal hyperparameters.

•	 Prediction: The trained CNN model predicts the 
output (Ypred) based on the test input data (Xtest).

•	 Evaluation: The predicted values (Ypred) are com-
pared with the actual test data (Ytest), and the errors 
are calculated using metrics such as MAE, MAPE, 
MSE, and RMSE.

The following formula describes the mathematical 
model of the error rates used in the paper. Where yi is 
the actual value and yî is the predicted value.

(5)

(6)

(7)

(8)

Where

MAE: Mean Absolute Error.

MAPE: Mean Absolute Percentage Error.

MSE: Mean Squared Error.

RMSE: Root Mean Squared Error.

n: The total number of data points.

yi: The actual value at index i.
yî:The predicted value at index i.

Fig. 1. Hyperparameter optimization algorithm 
diagram

4.	 CNN HYPERPARAMETER OPTIMIZATION 
ANALYSIS RESULTS

4.1.	 Experimental Setup

In this study, the authors employed the electric-
ity load dataset of Ho Chi Minh City, Vietnam, as pre-
sented in Table 1 below. The data sampling interval is 
60 minutes, resulting in 24 data points daily. A sliding 
window approach with a window size of 24 generated 
Input-Target pairs (X, Y). The dataset (X, Y) consists of 
840 samples, which were divided into a training data-
set (Xtrain, Ytrain) and a testing dataset (Xtest, Ytest) with a 
ratio of 8:2.

Volume 16, Number 6, 2025
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Table 1. Historical Load Data in Ho Chi Minh City 
from 12/9/2016 to 31/12/2018

Date 00:00 01:00 ………. 22:00 23:00
12/09/2016 1842.1 1795.1 ………. 2337.2 2110.1

14/09/2016 1975.7 1914.6 ………. 2297.5 2106.2

………. ………. ………. ………. ………. ……….

30/12/2018 2083.3 1980.9. ………. 2325.4 2127.8

31/12/2018 1902.7 1776.4 ………. 2233.8 2059.5

Fig. 2 presents the electricity load profile for Decem-
ber 31, 2018. The chart shows an apparent fluctuation 
in the electricity load throughout the day, with the 
minimum load occurring in the early morning (1072.4 
MW) and the maximum load during peak hours (2032.9 
MW). This reflects the low electricity demand at night 
and early morning, while the demand increases signifi-
cantly around midday when people and facilities use the 
most electricity. This chart helps identify usage trends 
throughout the day, allowing for better planning of an 
efficient power supply. Understanding these fluctua-
tions not only aids in managing electricity distribution 
more effectively but also helps optimize operational 
strategies and distribution, ensuring that peak demand 
is met while saving resources during off-peak hours.

Fig. 2. Electricity Load on December 31, 2018

Table 2 presents the search space for the hyperpa-
rameters of the CNN model under investigation, in-
cluding the number of filters, kernel size, batch size, 
and epochs. These search spaces are consistently ap-
plied across the Grid Search, Random Search, and 
Bayes Search algorithms.

Table 2. Hyperparameter search space

Hyperparameter Search Space Description

Filters [16, 32, 64, 96, 
128]

Number of filters in the 
Conv1D layer

Kernel Size [3, 5, 7] Size of the convolutional 
window

Batch Size [16, 32, 64, 128, 
256]

Number of samples processed 
in each training step

Epochs [50, 100, 150, 200, 
250] 

Number of complete passes 
through the training dataset.

4.2.	 Experimental Results

Table 3 presents the optimal hyperparameter val-
ues obtained from the three algorithms: Grid Search, 

Table 3. Hyperparameter sets with optimal 
methods

Randon Search Gird Search Bayes Search
Filters 32 32 64

Kernel Size 7 7 5

Batch Size 16 32 32

Epochs 250 250 200

Figs. 3, 4, and 5 illustrate how the predicted values 
from Grid Search, Random Search, and Bayes Search 
align with actual observations. The visual similarity 
between predicted and real values suggests that each 
algorithm successfully fine-tunes the CNN model to an 
acceptable level of accuracy. However, the differences 
in precision still matter when choosing the optimal 
method. The results prove the effectiveness and accu-
racy of the methodologies employed.

Fig. 3. The graph of predicted values using the Grid 
Search algorithm

Fig. 4. Predicted values graph using Random Search

Fig. 5. Predicted values graph using Bayes Search

Random Search, and Bayes Search. These results corre-
spond to the hyperparameter search space described 
in Table 2 for the CNN model.
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The error metrics for Grid Search, Random Search, and 
Bayes Search are shown in Table 4. The metrics include 
MAE, MAPE, MSE, and RMSE. Bayes Search gives the best 
results. It has the lowest MAE of 81.94. It also gives a MAPE 
of 3.09%, an MSE of 11,458.0, and an RMSE of 107.1. These 
values show high accuracy. They also show that Bayes 
Search improves model robustness. This makes it the 
most effective method. Random Search gives the worst 
results. It has an MAE of 166.7, a MAPE of 5.92%, an MSE 
of 36,783.19, and an RMSE of 191.7. These values show 
poor performance in finding good hyperparameters. Ran-
dom Search is simple but not efficient here. Grid Search 
performs better than Random Search. It gives an MAE of 
124.15, a MAPE of 4.58%, an MSE of 22,116.2, and an RMSE 
of 148.7. Grid Search can find near-optimal values. How-
ever, it is still less precise than Bayes Search.

Table 4. The results of error rates

Search_Method MAE MAPE MSE RMSE
Grid Search 124.15 4.58 22116.2  148.7

Random Search 166.7 5.92 36783.19 191.7

Bayes Search 81.94 3.09 11456.0 107.1

Fig. 6 presents the execution time for the three algo-
rithms: Grid Search, Random Search, and Bayes Search. 
The runtime comparison shows that Grid Search is the 
slowest, taking nearly 9,551.44 seconds due to its ex-
haustive evaluation. Random Search improves efficien-
cy with a runtime of around 3,796.13 seconds. Bayes 
Search is the fastest, completing it in just over 4,218.63 
seconds, making it the most efficient method, accord-
ing to the execution time.

Fig. 6. Runtime of Optimization Methods

5.	 CONCLUSION

This study underlines how hyperparameter optimi-
zation—using techniques like Grid Search, Random 
Search, and Bayes Search—can significantly enhance 
CNN model performance for forecasting electricity de-
mand. Among them, Bayes Search showed the highest 
predictive accuracy and the shortest processing time. In 
contrast, while Grid Search was moderately accurate, its 
longer runtime made it less practical. Random Search 

was quicker but less precise, making it a less reliable op-
tion for pinpointing the best parameter combinations 
Although moderately accurate, the Grid Search algo-
rithm had the longest execution time, reflecting its in-
efficiency for large-scale problems. The Random Search 
algorithm showed better runtime efficiency than the 
Grid Search algorithm but produced higher error values, 
making it less dependable for optimal configurations. 
Future studies could further investigate advanced opti-
mization algorithms and their application to larger data-
sets to enhance forecasting performance.
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Abstract – The proposed antenna design represents a systematic evolution from a simple ring-shaped structure to a highly efficient 
and versatile multi-band configuration tailored for next-generation wireless communication systems. Through the integration of 
rectangular slots, circular-shaped split ring resonators (CSRRs), and optimized geometries, the antenna achieves octa-band operation 
with superior impedance matching, enhanced bandwidth, and improved performance over a wide frequency range. The antenna is 
designed to support communication bands, including 4G/3G/2G, Wi-Fi, WLAN, WiMAX, and sub-6 GHz 5G connectivity. It resonates 
at 1.22, 2.12, 3.00, 4.76, 5.40, 5.94, 6.70, and 7.44 GHz, with a compact electrical size of 0.08 λ0 × 0.08 λ0. The inclusion of CSRRs and 
slots significantly expands the operational frequency bands while achieving a radiation efficiency of 84% and a peak gain of 4.1 
dBi, making it well-suited for modern wireless applications. Moreover, the antenna design simplifies manufacturing and reduces the 
costs. Its compact and efficient structure ensures seamless integration into portable devices such as tablets and laptops, addressing 
the challenges of system complexity, size, and cost. This antenna provides a practical and scalable solution to meet the demands of 
diverse frequency bands in modern communication systems.

Keywords:	 Antenna design, CSSRR Resonator, Octa band, Gain and radiation efficiency, HFSS

Padmaja Priyadarsini P
School of Electronics Engineering 
VIT-AP University
Amaravathi, Andhra Pradesh - 522237, India
priyadarsini.20phd7143@vitap.ac.in

Chandu DS *
School of Electronics Engineering 
VIT-AP University
Amaravathi, Andhra Pradesh - 522237, India 
chandu.ds@vitap.ac.in

Received: December 10, 2024; Received in revised form: April 8, 2025; Accepted: April 8, 2025

*Corresponding author

1.	 	INTRODUCTION

Over the past two decades, the rapid evolution of 
modern wireless personal communication devices, such 
as smartphones, has driven the demand for antennas 
capable of operating across multiple frequency bands 
while maintaining omnidirectional radiation character-
istics. The integration of various wireless standards [1], 
including Bluetooth, WLAN, IOT, 5G sub-6 GHz, Wi-MAX 
[2-4], and RFID, necessitates antennas that can support 
diverse frequency ranges within the spatial constraints 
of compact devices. This presents a significant challenge 
for antenna researchers in designing structures that bal-
ance miniaturization with performance.

To address these challenges, several antenna design 
techniques have been developed to support multi-
band functionality. Multi-band antennas offer a distinct 

advantage by reducing system complexity and physical 
dimensions, as a single antenna can cater to multiple 
applications. Antenna design plays an important role in 
determining essential parameters such as bandwidth, 
radiation efficiency, and overall system performance.

Microstrip patch antennas have emerged as a pre-
ferred choice for most wireless applications due to 
their inherent advantages, including compact size, 
lightweight construction, low fabrication cost, planar 
structure, and the ability to operate across multiple fre-
quency bands. These features make microstrip patch 
antennas suitable for integration into modern devices, 
eliminating the need for multiple antennas to accom-
modate different resonant frequencies [5-7]. Conse-
quently, these antennas are extensively employed in 
contemporary wireless communication systems, align-
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ing with the requirements of advanced technologies 
and applications.

Various topologies are used for enhancing multi-
band antenna. These typologies require extra space in 
the system to accommodate the external multiplexer 
circuits needed to choose the frequency bands. Mul-
tiple bands can be used at once with the latest genera-
tion of antennas, which also have intrinsic multiplexing 
properties. Metamaterial structures commonly used 
include Split-Ring Resonators (SRRs) [8, 9] and Comple-
mentary Split-Ring Resonators (CSRRs) [10, 11]. SRRs 
typically consist of two split rings facing in opposite di-
rections and can take on various shapes such as rings, 
circles, squares, triangles, and hexagons. The rings func-
tion as resonators because of the presence of inductors 
as well as capacitors in the metal ring, and the resonant 
frequency can be refined by altering aspects such as 
split gap, metal width, spacing between adjacent rings, 
adjacent length, as well as presenting multiple split 
gaps. Reference [6] showcases the design, fabrication, 
and testing of a hexa-band monopole antenna with a 
low profile. Applications for 3G Advanced, Wi-Fi, WLAN, 
and WiMAX are all within the scope of the intended 
planar monopole antenna. A microstrip patch antenna 
[10] is constructed and studied for six working bands 
with slight frequency ratios with slender RF channel 
frequencies. An innovative four inverted L-shaped slots 
on a patch antenna is suggested for use with hexa-
band circular shapes presented in [14]. The suggested 
antenna, which has a small footprint and operates on 
the Hexa-band frequency, is well-suited for a variety of 
uses, including those involving RADAR, Bluetooth, 5G 
mid-band, WiMAX, WLAN, LTE, as well as Wi-Fi [15]. A 
miniaturized hexa- band monopole antenna with cir-
cular polarization is expected to have multiple uses in 
[16] it is possible that WLANs and other wireless com-
munication equipment would benefit from the sug-
gested antenna. Hexa-band, dual-polarization perfor-
mance is demonstrated by the favored design [17] at 
frequencies of 3,46, 8.28, 12.26, 17.21, 23,40, and 26.01. 
The miniature hexagonal fractal antenna has excellent 
improvement, high directionality, and an omnidirec-
tional radiation outline throughout the multi-resonant 
frequency for 5G, IoT, satellite, and radar applications. 
This design [18] features a hexa-band PBG stacked 
MSPA that resonates between 1 and 9 GHz. In [16], a 
hepta-band resonance antenna for fifth-generation 
(5G) technology is planned. It is modeled on a Taconic 
TLY-3 substrate and resonates at a variety of frequencies 
that have been defined, including 28.1 GHz, 36.7 GHz, 
45.8 GHz, 55.2 GHz, 62.8 GHz, 72.3 GHz, and 82 GHz ac-
cordingly. Antennas detailed in references [19-26] may 
receive signals on eight different service bands: PCS, 
LTE700, GSM850, GSM900, UMTS, DCS, LTE2500, and 
LTE2300. However, they have not been able to receive 
signals on the Wi-Fi, WiMAX, WLAN, or 5G bands. A to-
tal of seven service bands DCS, PCS, GSM850, GSM900, 
UMTS, LTE2500, and LTE2300 are covered by the anten-
nas mentioned in references [27-31]. However, the Wi-

Fi, WLAN, WiMAX, and 5G bands are not among them. 
There are works that reported miniaturization [32, 33] 
but the antennas are not multi- band and the design 
is complex.

The study of existing literature reveals that wireless 
communication systems require compact antennas 
with excellent performance in terms of bandwidth, 
gain, and efficiency. This research primarily focuses on 
the design of compact antennas for multi-band wire-
less applications in modern technologies. Specifically, 
it explores the performance of a single antenna that 
supports multiple applications while maintaining a 
compact size and high performance.

Key Advantages of the proposed antenna:

•	 The proposed antenna features a compact de-
sign utilizing a circular-shaped split ring resonator 
(CSSRR) structure with a full ground plane.

•	 It achieves octa-band operation, making it suitable 
for modern wireless communication applications.

•	 The design demonstrates a peak gain of 4.71 dBi and 
maintains a VSWR below 2 across all operating bands.

•	 Radiation efficiency ranges from 77% to 85% over 
the entire operating frequency range.

•	 The antenna is well-suited for defense tracking and 
weather monitoring applications due to its unique 
features.

•	 It is excited using a 50-ohm impedance-matched 
transmission line with full ground as reflector.

•	 The compact dimensions are 20 mm × 20 mm, with 
an electrical size of 0.08 λ0 × 0.08 λ0 at the lowest 
resonant frequency.

•	 The ground plane length is optimized to enhance 
performance across the bands.

To address these challenges, this work integrates 
modified circular ring structures, optimized slot place-
ments, and multiple CSSRR configurations. The pro-
posed antenna demonstrates superior multi-band 
performance, improved impedance matching, and 
enhanced radiation characteristics. Future enhance-
ments could involve further optimization of the CSSRR 
configurations and the integration of meta- surfaces to 
achieve broader bandwidths and increased efficiency in 
practical applications.

2.	 ANTENNA DESIGN EVOLUTION

Fig. 1 illustrates the step-by-step evolution of the pro-
posed design, labeled as Antenna 1, Antenna 2, Antenna 
3, and Antenna 4. Table I provides the detailed measure-
ments and parameter values for each stage. Initially, the 
ring-shaped antenna design has an outer radius R1=9.3 
mm, an inner radius R2=6.8 mm, and a width w1=2.5 
mm. The ring-shaped antenna integrated a rectangular 
patch at its bottom, measuring y=1.95 mm in length and 
x=0.75 mm in width. The overall antenna includes a full 
ground plane measuring 20×20 mm². 
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This configuration achieved a resonant band at 3.16 
GHz, as calculated using Equation 1. The simulated results 
were validated against the theoretical circular patch Equa-
tion 1, and the design is labeled as Antenna 1 in Fig. 1.

Further, the rectangular slot has been etched from 
Antenna 1 to develop a multi-band antenna. Fig. 1 
labels the slot as Antenna 2, with a width (Rwx) of 
0.5 mm. The antenna forms this slot in the traditional 
CSSRR shape. The inclusion of this slot resulted in the 
formation of a penta-band with resonant frequencies 
at 1.54 GHz, 3.18 GHz, 4.46 GHz, 6.24 GHz, and 7.46 
GHz. Among these, only the resonant frequency at 6.24 
GHz exhibits excellent impedance matching, while the 
reflection coefficients of the remaining four frequen-
cies indicate poor impedance matching.

Table 1. Antenna Dimensions with detail Parameters

Parameter R1 R2 R3 Rw Rwx

Dimension (mm) 9.3 6.8 5.8 1.85 0.5

Parameter W1 X Y W2 G

Dimension (mm) 2.5 0.75 1.95 1.5 0.7

Parameter X1 R4 R5 - -

Dimension (mm) 1.5 3.6 0.5 - -

Fig. 1. The Evolution of the Proposed Antenna 
1,2,3 and 4

In Antenna 3, a circular-shaped split ring resonator 
(CSSRR) with a radius (R3) of 5.8 mm and a ring width 
(W2) of 1.5 mm has been incorporated from Antenna 2. 
A rectangular slot with a length (y) of 1.85 mm and a 
width (x1) of 1.5 mm has been connected to the first 
CSSRR. Additionally, a 1.85 mm-wide slot is etched 
from the second ring-shaped antenna to form the sec-
ond CSSRR. This configuration resulted in a hexa-band 
antenna with resonant frequencies at 1.26 GHz, 2.22 

GHz, 3.24 GHz, 4.06 GHz, 5.66 GHz, and 6.84 GHz. How-
ever, the lowest and highest frequencies exhibit poor 
impedance matching.

The circular-shaped antenna has a radius (R4) of 3.6 
mm, with a gap (G) of 0.7 mm for the second CSSRR. 
Additionally, a smaller radius (R5) of 0.5 mm has been 
etched from the center of the main radiating element 
of R4. This structure represents an optimized multi-band 
antenna with an improved performance. Through the 
integration of modified circular rings, CSRRs, and slots, 
the antenna achieves octa-band operation. The low-
est frequency now exhibits better impedance match-
ing compared to Antenna 3. The optimized antenna is 
shown in Fig. 1, labeled as Antenna 4.

The radiator of the antenna is composed of two cir-
cular-shaped split ring resonator elements of structure 
with different dimensions on a single-layer square- 
shaped FR4 substrate Generally, the approximate origi-
nal value for the radius of the circular-shaped split ring 
with a radius of R1; thus, the exact value of R1 can be 
evaluated with the assistance of the consecutive circle 
patch radius Equitation 1.

(1)

where 

Where ’a’ is equal to the circular patch radius R1. The 
following section presents the parametric study of the 
proposed antenna resonated at frequencies of 1.2, 2.1, 
2.9, 4.7, 5.4, 5.9, 6.6, and 7.3 GHz.

Equivalent circuit is designed to further understand 
the evolution of the antenna. The circular shaped anten-
na shown in Fig. 2(a) can be represented as a series LC 
circuit. However, due to the center hole and the conduc-
tive nature of the circular patch, an additional resistance 
is added and the antenna is modeled using RLC circuit 
[34]. When the radius of the circular hole is increased, 
the antenna forms a split-ring structure and the equiva-
lent parallel LC circuit defines the antenna (this is most 
commonly seen in the existing literature). The novelty of 
the paper is the multi-band response using a compact 
antenna design and when multiple split-rings are intro-
duced in a concentric manner, the equivalent circuit is 
a series combination of LC circuits along with the initial 
RLC circuit as shown in Fig. 2(c). The capacitors (CR1, CR2, 
CR3) are the shunt capacitors, while CC1, CC2 and CC3 
are the coupling capacitors that exist due to the coupling 
between the adjacent rings. Between the CR capacitor 
and the CC capacitor, there exists a coupling inductance 
LC. Fig. 2(d) shows the frequency response of the equiva-
lent circuit model of the proposed antenna. Due to the 
coupling capacitors and LC resonant circuits an octa 
band response is achieved. The circuit simulation results 
match well with the full-wave simulation results with < 
5% deviation. The resonant frequencies achieved from 
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the full-wave simulator are 1.2 GHz, 2.1 GHz, 2.9 GHz, 4.7 
GHz, 5.4 GHz, 5.9 GHz, 6.6 GHz, and 7.3 GHz. The reso-
nant frequencies obtained from the circuit- simulation 
are 1.24 GHz, 2.11 GHz, 2.9 GHz, 4.82 GHz, 5.48 GHz, 6.0 
GHz, 6.72 GHz, and 7.32 GHz. Minor discrepancies can 
be attributed to the ideal circuit elements and material 
losses that are not considered in the circuit simulation.

(a) (b)

(c)

(d)

Fig. 2. The equivalent circuit of: (a) Circular-shaped 
antenna (b) CSSRR-shaped antenna, (c) Proposed 

model and (d) Comparison of the reflection 
coefficient of the proposed antenna with equivalent 

circuit response and full-wave simulation

3.	 PARAMETRIC ANALYSIS AND WORKING 
MECHANISM

The octa-band antenna's structure and each band's 
principle have been analyzed. The antenna has been 
simulated using commercial EM solver to examine the 
impact of various settings on matching, frequency shift, 
bandwidth, and gain. Fig. 3 and Fig. 4 depicts the impact 
of parameter adjustments on the reflection coefficient. 
Fig. 3(a) displays S11 with the effect of varying R1 from 9.1 
mm to 9.4 mm. The desired frequency with good return 
loss is attained only when R1 = 9.3 mm . In the other cas-
es, i.e., R1 =9.1 mm, 9.2 mm, and 9.4 mm, the Octa-band 
response is not detected. The parametric analysis of the 
Rw parameter, as shown in Fig. 3(b), illustrates a variation 
from 1.65 mm to 1.95 mm. Based on the observation of 
the S11 results, the optimized Rw value is determined to 

be 1.85 mm. In the other cases i.e. at 1.65 mm, 1.75 mm, 
and 1.95 mm a frequency shift and impedance mismatch 
are observed. Fig. 4(a) shows the simulated S11 results 
by increasing the radius R3 from 5.6 mm to 5.9 mm. The 
necessary band resonance occurs only when optimized 
R3=5.8 mm, while other values result in a frequency shift 
in the higher bands. The Fig. 4(b) with S11 represents the 
influence of Rwx from 0.4 mm to 0.7 mm on the major 
radiating patch. Due to this, there is a minor difference 
in the upper three bands. This analysis tries to determine 
the suitable value of Rwx to get the accurate octa band.

(a)

(b)

Fig. 3. Parametric analysis showing (a) Variation in 
R1 (b) Variation in Rw

(a)
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(b)

Fig. 4. Parametric analysis showing (a) Variation in 
R3, (b) Variation in Rwx

Fig. 5 illustrates the surface current distribution at eight 
operational frequencies, revealing distinct patterns across 
the various frequencies. 

Fig.5. Surface current distribution of the resonating 
frequencies of the CSSRR antenna

Fig. 6. Front view and Back view of the fabricated 
prototype

At 1.20 GHz, the current is strong in the outer split-ring 
radiating area but weak in the central radiating area. At 
2.10 GHz, the current is concentrated in the first and sec-

ond split rings, with a small amount extending to the cen-
ter. At 2.96 GHz, the current is intense around the feeding 
area and the right- side radiating area, while it is moderate 
on the opposite side. At 4.70 GHz and 6.68 GHz, the sur-
face current is moderate in the central area and strong in 
the outer split- ring resonator. At 5.44 GHz, the current is 
strong in the inward split-ring resonator and weak in the 
outward split- ring resonator. At 5.84 GHz, the current is 
highly concentrated around the feeding position on the 
right side. Finally, at 6.68 GHz and 7.30 GHz, the surface 
current distribution is strong in the outer ring. These ob-
servations provide valuable insights into the antenna's 
behavior at different operational frequencies.

4.	 RESULTS AND DISCUSSION

To assess the effectiveness of the designed antenna, 
a prototype was fabricated and Fig. 6 presents the opti-
mized antenna design with dimensions, including both 
the front and rear views, alongside the fabricated model. 

The calibration and measurement process of the re-
flection coefficient of the proposed CSSRR antenna 
using the E5063A model of a vector network analyzer 
(VNA), operating within the frequency range of 100 kHz 
to 15 GHz is shown in Fig. 7.

Fig. 7. Measuring the S-parameters using E5063A 
model of VNA and ranging 100KHz to 15 GHz
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Fig. 9. Simulated and measured VSWR

Among the operational frequencies, the far-field pat-
terns are measured for the frequencies where maximum 
impedance matching is achieved. Fig. 10 (a) illustrates 
the anechoic chamber setup from the inside, while Fig. 
10 (b) shows the exterior setup used for measuring the 
radiation pattern and gain of the proposed antenna.

Fig. 10. Radiation and gain measuring setup in 
anechoic Chamber: (a) inside Setup (b) outside 

setup

Fig. 8. Simulated and measured results of the 
proposed antenna design

Table 2. Impedance Matching and Return loss Results

Resonance 
Frequency (fr) in 

GHz

Impedance 
Bandwidth (IBW) 

in GHz

Reflection 
Coefficient (S11) 

in dB

1.22 1.1-1.25 -22

2.12 2.1-2.2 -13

3 2.9-3.2 -21

4.76 4.55-4.8 -23

5.4 5.3-5.45 -14

5.94 5.8-6.25 -28

6.70 6.6-6.78 -23

7.74 7.3-7.6 -24

(a)

(b)

The reflection coefficient of the antenna has been veri-
fied with the simulated and measured results compared 
in Fig. 8. The operating bands are identified as 1.20, 2.10, 
2.96, 4.70, 5.46, 5.98, 6.68, and 7.30 GHz. The reflection 
coefficient is below - 10 dB, indicating good perfor-
mance, with only 10% of the power reflected and 90% 
radiated by the antenna. 

The impedance bandwidth for each resonance of the 
antenna is shown in Table 2. 

The simulated and measured VSWR (Voltage Stand-
ing Wave Ratio) values are shown in Fig. 9. They are both 
below 2 and within the acceptable range for real-time 
applications in the relevant operating bands. At certain 
resonant frequencies, the VSWR is observed to be less 
than 1.5. The simulated and measured results were are in 
close agreement with each other.

The 2D radiation patterns of the E-plane (ɸ = 00) and 
H-plane ((ɸ = 900) corresponding to the resonating fre-
quencies at (a) 1.22 GHz, (b) 2.12 GHz, (c) 3.0 GHz, (d) 
4.76 GHz, (e) 5.40 GHz, (f ) 5.94 GHz, (g) 6.70 GHz, and 
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Fig. 11. Radiation pattern for (a) 1.2 GHz (b) 2.1 GHz (c) 2.9 GHz (d) 4.7 GHz (e) 5.4 GHz (f ) 5.9 GHz (g) 6.6 
GHz and (h) 7.3 GHz

Fig. 12. presents the simulated and measured peak 
gain and radiation efficiency of the proposed antenna 
design. The results demonstrate improved perfor-
mance, with variations observed across different op-

erating bands. The radiation efficiency ranges from 
77% to 85% for the octa-band configuration of the pro-
posed antenna. Table 3 provides the far-field simulated 
and measured results.

(h) 7.44 GHz, as shown in Fig. 11. The figure illustrates 
both the simulated and measured radiation patterns 
for these frequencies. The patterns demonstrate stable 

behavior, ensuring minimal cross-polarization and fo-
cused radiation in specific directions.
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Table 3. Simulated and measured peak gain and 
radiation efficiency at the corresponding resonant 

frequencies

fr in GHz Gain (dBi) 
(Sim.)

Gain (dBi) 
(meas) Eff (Sim) Eff (Meas)

1.22 4.80 4.71 85.10 84.27

2.12 2.81 2.68 85.44 84.46

3.0 0.98 0.86 81.2 80.17

4.76 1.39 1.16 79.9 78.87

5.40 1.167 1.041 79.2 77.99

5.94 0.50 0.377 79 77.99

6.70 0.30 0.17 78.5 77.92

7.44 1.04 0.92 78.5 77.52

A comprehensive analysis of the proposed antenna 
design compared to state-of-the-art models dem-
onstrates its significant advancements in key perfor-
mance areas. The proposed design excels in achieving 
enhanced multiband operation, better impedance 
matching, and improved integration potential with 
modern wireless systems, all while maintaining a com-
pact and low-profile structure out of all the existing an-
tennas. The findings of this research are summarized in 
Table 4 and they illustrate the innovative contributions 
of the design and it can be observed that the chal-
lenges such as achieving simultaneous miniaturization, 
multi- band operation and stable gain are resolved by 
this proposed antenna. This study highlights the effec-
tiveness and practicality of the antenna, marking it as 
a valuable solution for advanced wireless communica-
tion applications.

5.	 CONCLUSION

The proposed antenna design effectively achieves 
octa- band frequency response through a compact ra-
diator based on a circular-shaped split ring resonator 
(CSSRR) structure. Operating at 1.22, 2.12, 3, 4.76, 5.4, 
5.94, 6.70, and 7.44 GHz, the antenna exhibits excellent 
radiation characteristics, with a peak gain of 4.71 dBi and 
radiation efficiency ranging from 74% to 85% across all 
bands. Its compact size, cost-effectiveness, and superior 
performance make it an ideal solution for sub-6 GHz 
5G applications and other wireless communication sys-
tems, including Wi-Fi, WLAN, and WiMAX. Furthermore, 
it has the potential to support higher frequency bands, 
while maintaining optimized efficiency and gain. This 
makes the antenna suitable for emerging use cases in 
autonomous vehicles, smart cities, and defense systems. 
Overall, the proposed antenna provides a strong plat-
form to address the evolving needs of modern and next-
generation wireless communication systems.

Table 4. Comparative study between the state-of-the-art work of the proposed design

Ref. Area (λ0 × λ0 ) No. of Bands Freq. Ratio Freq. band (fH – fL) Gain (dBi) Eff(%)

7 1.16 × 1.16 6 2.01 11.2 1.34 90

9 0.28 × 0.24 6 2.84 3.87 2.81 92

10 0.29 × 0.29 6 2.05 2.63 - -

11 0.35 × 0.14 6 2.53 3.63 7.39 -

12 0.55 × 0.55 6 5.58 23.46 2.3 71

13 0.57 × 0.57 6 7.51 22.55 3.23 87

14 0.27 × 0.27 7 4.25 5.6 - -

15 1.17 × 1.17 7 2.91 53.9 7.16 99

29 0.26 × 0.178 8 7.25 4.5 4 -

TW 0.08 × 0.08 8 6.08 6.1 4.71 85

Fig. 12. Simulated and measured Peak Gain along 
with the Radiation Efficiency results of proposed 

design
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Abstract – This article offers a bibliometric analysis of academic research in intelligent video surveillance, evaluating its evolution 
between 2000 and 2024. 1,343 documents were collected from the Scopus database and the PRISMA methodology was applied to 
organize the search and selection of relevant publications. The findings show a notable increase in the number of studies, reaching 
its highest point in 2022, driven by advances in artificial intelligence, the Internet of Things (IoT) and deep learning. China leads 
scientific production in this field, followed by India and the United States. Main research areas include real-time surveillance using 
deep learning methods, sequential and transfer learning techniques, as well as the use of advanced YOLO, Faster-RCNN and RFCN 
algorithms in controlled environments; however, detecting unusual behavior is a latent challenge.
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1.	 	INTRODUCTION

Smart video surveillance has emerged as a key tool 
in the protection and monitoring of public spaces, not 
only because of its ability to prevent crime, but also 
because of its suitability to process large volumes of 
information in real time. These technologies provide 
proactive detection of suspicious or dangerous be-
havior, facilitating quick and effective responses from 
authorities. A central aspect of intelligent video surveil-
lance is its integration with deep learning algorithms 
and cloud-based systems or fog computing, which 
allow real-time image processing without overload-
ing traditional cloud infrastructures [1]. This capabil-
ity significantly improves safety, as intelligent systems 
can identify objects or people in potentially dangerous 
situations, improving incident response capability [2]. 
In addition, the use of artificial intelligence in these sys-

tems not only optimizes the efficiency of surveillance, 
but also presents the possibility of respecting privacy 
through algorithms designed to anonymize individu-
als in situations where no immediate risks are detect-
ed. However, it is crucial to take into account the public 
perception regarding privacy and the associated risks, 
as studies have shown that a considerable percentage 
of the population perceives these systems as invasive, 
which can affect their acceptance in society [2].

Smart video surveillance is an advanced system le-
veraging artificial intelligence technologies, such as 
deep learning, to enhance event detection and enable 
real-time decision-making. By integrating sensors and 
cameras with Internet of Things (IoT) networks, these 
systems can automatically identify suspicious behav-
ior or anomalies within a given environment. This ap-
proach is crucial for improving security in urban areas, 
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enabling authorities to respond swiftly to potential 
threats [1]. In addition, implementing fog computing 
in these systems reduces latency and improves data 
processing efficiency, which is essential for real-time 
surveillance applications [3].

A key aspect of smart video surveillance is its capac-
ity for continuous learning and improvement. Machine 
learning algorithms in these systems can be regularly 
trained on new data, enhancing their accuracy in detect-
ing incidents, even in complex scenarios or environments 
with multiple elements. These capabilities not only make 
it possible to identify objects or people, but also to predict 
unusual behaviors before they become a serious problem 
[2]. In addition, advanced algorithms based on the behav-
ior of tuna swarms, combined with deep learning tech-
niques, have proven effective in identifying violent acts in 
real-time within surveillance platforms [4].

In addition to security aspects, smart surveillance sys-
tems must face ethical challenges, especially in terms 
of respect for privacy and the management of personal 
data. Public acceptance of these systems depends to a 
large extent on how the balance between security and 
the protection of individual privacy is managed. Con-
cerns about possible misuse of the collected data are 
common, forcing developers to incorporate various ac-
tions that ensure the processing of data that is actually 
necessary for security purposes (Golda et al., 2022). For 
this, it is essential to establish a legal framework that 
clearly regulates the collection, processing, and protec-
tion of personal information [5].

Smart video surveillance has been implemented 
internationally in various contexts to improve public 
safety and optimize the response to critical situations. 
An example of its application is the use of surveil-
lance systems based on fog computing in Saudi Ara-
bia, where an intelligent monitoring system has been 
deployed for the recognition of suspicious actions in 
real time. This system uses distributed cameras and 
advanced image processors to detect potential threats 
and generate alerts to the competent authorities, thus 
achieving a faster and more effective response [1]. An-
other significant example is in Germany, where pub-
lic perceptions of smart video surveillance systems in 
public spaces were assessed. These systems have been 
used to detect risks in mass events, such as concerts 
or protests, where automated monitoring makes it 
possible to identify dangerous behaviors and prevent 
safety incidents before they occur [2]. These cases re-
flect how smart video surveillance has been adapted 
to local needs, improving both public safety and social 
acceptance in different countries.

This analysis of publications indexed in databases 
such as Scopus aims to identify the primary algorithms 
based on deep neural networks that enable the devel-
opment of real-time intelligent video surveillance sys-
tems, particularly for object detection and tracking. Ad-
ditionally, it seeks to evaluate the impact and evolution 
of research in the field of Intelligent Video Surveillance.

2.	 METHOD

2.1.	 Search strategy 

This study follows a bibliometric methodology, based 
on the PRISMA (Preferred Reporting Items for Systematic 
Reviews and Meta-Analyses) approach. The data was ob-
tained from the Scopus database on September 3, 2024, 
using the search terms: TITLE ("Video surveillance" AND 
"Smart"). Scopus was selected as the primary database 
for this study due to its extensive coverage of scientific 
publications in various disciplines, as well as its abil-
ity to provide comprehensive and consistent metadata. 
Instead, Web of Science was discarded, despite its wide 
access to high-quality academic research, as most of the 
journals it indexes (approximately 99%) are already in-
cluded in Scopus, which would lead to redundant data 
collection without adding additional value to biblio-
metric analysis [6]. Google Scholar was also excluded 
due to its limited ability to provide the specific informa-
tion needed for bibliometric analysis. Although Google 
Scholar is a useful tool for general literature searches, 
it lacks advanced features such as citation display and 
precise categorization by document type and relevance, 
making it inappropriate for studies that require a more 
rigorous and systematic bibliometric approach [7]. 

The flowchart (Fig. 1) shows the process of selecting 
the documents. The document selection process be-
gan with the identification of 1,406 records extracted 
from the Scopus database, based on specific search 
terms. Various exclusion criteria were then applied to 
purify the initial sample. 

First, six documents that did not correspond to the 
time range defined for the study, which spanned from 
the year 2000 to September 3, 2024, were discarded. 

Fig. 1. Graphical representation of the record 
filtering process based on the PRISMA approach
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3.	 RESULTS AND DISCUSSION

3.1.	 Evolution of scientific production

In Fig. 2, the production of 1,343 scientific articles gen-
erated during a period of 25 years (2000 to September 3, 
2024) is shown. 

Fig. 2. Growth in the number of annual publications

3.2.	 More productive journals

Fig. 3 shows that 25.24% of the total publications were issued by the top 20 journals, which shows an uneven 
distribution.

Fig. 3. Most relevant sources on smart video surveillance

Eight studies that were not at a final publication stage, 
i.e. those that were under review or had not yet been 
fully published, were also removed. 

Then, a more detailed selection was made according 
to the type of document, prioritizing scientific articles, 
conference proceedings, reviews and book chapters, 
while other non-relevant formats were excluded. Fi-
nally, in the selection by language, 31 publications 
written in languages other than Spanish or English 
were eliminated, since only these two languages were 
considered suitable for the present analysis. After this 
rigorous selection process, a total of 1,343 documents 
were retained for bibliometric analysis, complying with 
the previously established inclusion criteria.

2.2.	 Data analysis

The collected data was organized and analyzed us-
ing the open-source software "bibliometrix R-package", 
widely recognized for its ability to process and visual-
ize bibliometric data efficiently. This tool allowed an 
exhaustive analysis of scientific production in intelli-
gent video surveillance, identifying the main research 
trends and mapping collaboration networks between 
authors, institutions and countries. Through the Bib-
lioshiny graphical interface, time evolution graphs 
were generated that evidenced the significant growth 
of publications from 2017 onwards, driven by advanc-
es in artificial intelligence and the Internet of Things 
(IoT). Additionally, co-citation analysis and keyword 
co-occurrence techniques were used to identify the re-
lationships between the most prolific researchers and 
emerging topics in this field. The results were present-
ed in tables and figures, providing an overview of the 
current state of research, the predominant areas and 
the most relevant international collaborations, making 
it easier to identify development patterns and possible 
areas of future study.

The graph shows that between 2000 and 2016, sci-
entific production in intelligent video surveillance re-
mained moderate and stable, with slight fluctuations 
that did not exceed 52 annual publications. This sug-
gests that, during this period, the technology was still 
in an emerging phase, facing technological limitations 
and lack of infrastructure for its mass implementation. 
As of 2017, there has been an exponential growth in the 
number of publications, reaching a peak in 2022 with 
148 documents, reflecting the growing interest driven 
by advances in artificial intelligence and big data, which 
have been fundamental for the development of intel-
ligent surveillance systems. However, in 2024 there is a 
significant decrease in the number of publications, with 
only 79 documents to date, which could be related to 
the saturation of the topic or the shift towards new tech-
nological areas such as differential privacy [8].
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Taking into account PROCEEDINGS OF SPIE - THE IN-
TERNATIONAL SOCIETY FOR OPTICAL ENGINEERING (42) 
the source with the most documents available, followed 
by ACM INTERNATIONAL CONFERENCE PROCEEDING 
SERIES (29), ADVANCES IN INTELLIGENT SYSTEMS AND 
COMPUTING (29), IEEE ACCESS (28), LECTURE NOTES IN 
COMPUTER SCIENCE (INCLUDING SUBSERIES LECTURE 
NOTES IN ARTIFICIAL INTELLIGENCE AND LECTURE 
NOTES IN BIOINFORMATICS) (28), LECTURE NOTES IN 
NETWORKS AND SYSTEMS (21), MULTIMEDIA TOOLS 
AND APPLICATIONS (19), SENSORS (19), LECTURE NOTES 
IN ELECTRICAL ENGINEERING (18), COMMUNICATIONS 
IN COMPUTER AND INFORMATION SCIENCE (17), IEEE 
INTERNET OF THINGS JOURNAL (4), IEEE INTERNET OF 
THINGS JOURNAL (13), ELECTRONICS (SWITZERLAND) 
(12), JOURNAL OF PHYSICS: CONFERENCE SERIES (10), 
APPLIED MECHANICS AND MATERIALS (9), APPLIED SCI-
ENCES (SWITZERLAND) (9), SENSORS (SWITZERLAND) 
(8), 2007 1ST ACM/IEEE INTERNATIONAL CONFER-
ENCE ON DISTRIBUTED SMART CAMERAS, ICDSC (7), 
2009 3RD ACM/IEEE INTERNATIONAL CONFERENCE ON 
DISTRIBUTED SMART CAMERAS, ICDSC 2009 (7), IEEE 
TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VID-
EO TECHNOLOGY (7) y JOURNAL OF REAL-TIME IMAGE 

PROCESSING (7). In general terms, the set of sources in-
dicates that research in this field is highly favored by the 
integration of various disciplines, such as electrical en-
gineering, computing, artificial intelligence and optics. 
International congresses and conferences, especially 
those organized by SPIE and ACM, are essential for the 
dissemination and exchange of knowledge, which jus-
tifies their relevance in the graphic. This underlines the 
key role played by these specialized forums in driving 
the progress and dissemination of technologies linked 
to Smart Video Surveillance.

3.3.	 More productive journals

Fig. 4 shows the 20 most influential authors based on 
the number of articles in Scopus. The leading in the num-
ber of publications are NA NA, Wang Y, Chen Y, Zhang Y, 
Rinner B, Wang S, Xu Z, Zhang X, Ahamed I, Giorgi R, Li 
H, Li J, Li Y, Liu Y, Tian Y, Zhang J, Hampapur A, Singh S, 
Wang L, Wang X. The analysis of the writings of these 
renowned authors provides researchers with a compre-
hensive view that facilitates a deeper understanding of 
the field of study, as well as a critical reflection on the 
methodologies employed in their own research.

Fig. 4. Authors with the greatest influence according to the number of publications in Scopus

Fig. 5. Three-field chart (countries, authors, and keywords)
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In Figure 5, the three-field graph, based on Sankey's 
diagrams [9], exposes the most influential authors and 
countries according to the most relevant keywords in 
the research.

It is noted that China is the country with the most 
publications, and the topic of "intelligent video surveil-
lance" is widely discussed, especially among academics 
in the United States, Italy and Spain.

3.4.	 Scientific contribution by country

In the research on "smart video surveillance", China is 
positioned as the main contributor with 535 publications. 
India follows with 402, and the United States has 199.

Italy, South Korea, Pakistan, Saudi Arabia, Spain, Germa-
ny and the United Kingdom complete the group of the 10 
most active countries in this field, with 142, 104, 73, 63, 60, 
59 and 57 publications, respectively (See Fig. 6).

Fig. 6. Number of Articles by Country (blue shade: country or region with posts, grey shade: country or 
region with no posts, blue intensity: most posts)

Fig. 7. Country collaboration map

3.5.	 Most internationally referenced 
	publications

Table 1 shows the findings of the 20 most cited ar-
ticles globally on Intelligent Video Surveillance [10-29], 
including CHAABOUNI N, 2019, IEEE COMMUN SURV 
TUTOR leads with 635 citations in total (105.83 per year), 
HAMPAPUR A, 2005, IEEE SIGNAL PROCESS MAG with 
268 citations in total (13.40 per year); MEMOS VA, 2018, 
FUTURE GENER COMPUT SYST with 266 citations in to-
tal (38 per year); MINOLI D, 2018, INTERNET THING with 

254 citations in total (36.29 per year); BAI Y, 2018, IEEE 
TRANS MULTIMEDIA with 234 citations in total (33.43 
per year); ZHOU X, 2021, IEEE INTERNET THINGS J with 
230 citations in total (57.50 per year); ZHANG T, 2015, 
PROC ANNU INT CONF MOBILE COMPUT NETWORKING 
with 227 citations in total (22.70 per year); The table in-
cludes articles published in a variety of relevant jour-
nals and conferences, not only in surveillance and se-
curity, but also in related fields such as communication 
networks, artificial intelligence, and mobile computing 
(e.g., Hampapur et al., 2005 in IEEE Signal Processing 
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Magazine and Minoli, 2018 in Internet of Things). This 
diversity shows that research on intelligent video sur-
veillance is not limited to a single domain, but spans 
several disciplines, reinforcing its multidisciplinarity 
and applicability in different technological fields.

Table 1. Ranking of the 20 most referenced 
scientific articles worldwide

Paper DOI Total 
Citations

CHAABOUNI N, 2019, IEEE 
COMMUN SURV TUTOR

10.1109/
COMST.2019.2896380 635

HAMPAPUR A, 2005, IEEE 
SIGNAL PROCESS MAG

10.1109/ 
MSP.2005.1406476 268

MEMOS VA, 2018, FUTURE 
GENER COMPUT SYST

10.1016/ 
j.future.2017.04.039 266

MINOLI D, 2018, INTERNET 
THING

10.1016/ 
j.iot.2018.05.002 254

BAI Y, 2018, IEEE TRANS 
MULTIMEDIA

10.1109/
TMM.2018.2796240 234

ZHOU X, 2021, IEEE INTERNET 
THINGS J

10.1109/ 
JIOT.2021.3077449 230

ZHANG T, 2015, PROC ANNU 
INT CONF MOBILE COMPUT 

NETWORKING

10.1145/ 
2789168.2790123 227

MEHTA P, 2020, COMPUT 
COMMUN

10.1016/j.
comcom.2020.01.023 205

FRAGA-LAMAS P, 2017, SENSORS 10.3390/ 
s17061457 175

LINGXIAO H, 2019, PROC IEEE 
INT CONF COMPUT VISION

10.1109/ 
ICCV.2019.00854 165

YADAV SK, 2021, KNOWL BASED 
SYST

10.1016/ 
j.knosys.2021.106970 158

NAYAK R, 2021, IMAGE VISION 
COMPUT

10.1016/ 
j.imavis.2020.104078 158

TIAN Y, 2011, IEEE TRANS SYST 
MAN CYBERN PT C APPL REV

10.1109/
TSMCC.2010.2065803 158

FLECK S, 2008, PROC IEEE 10.1109/
JPROC.2008.928765 141

SHORFUZZAMAN M, 2021, 
SUSTAINABLE CITIES SOC

10.1016/ 
j.scs.2020.102582 135

SAPONARA S, 2021, J REAL-TIME 
IMAGE PROCESS

10.1007/ 
s11554-020-01044-0 130

WANG F, 2020, IEEE ACCESS 10.1109/
ACCESS.2020.2982411 130

HOLTE MB, 2012, IEEE J SEL TOP 
SIGN PROCES

10.1109/
JSTSP.2012.2196975 123

PAISITKRIANGKRAI S, 2008, IEEE 
TRANS CIRCUITS SYST VIDEO 

TECHNOL

10.1109/
TCSVT.2008.928213 119

KE R, 2021, IEEE TRANS INTELL 
TRANSP SYST

10.1109/
TITS.2020.2984197 113

3.6.	 Keyword analysis

Analyzing keywords is essential, as it allows us to 
identify the most relevant topics within the field of re-
search [3]. Figure 8 reveals that "security systems" and 
"video surveillance" are the terms that predominate, 
evidencing that the central focus of research on intel-
ligent video surveillance is on security and monitoring. 
This fact highlights the growing importance of surveil-
lance systems in the protection of critical infrastruc-
tures, the prevention of crime and the reinforcement 
of both public and private security, which suggests a 

constant advance in the development and application 
of these technologies in different sectors.

Fig. 8. Word Cloud

Fig. 9 reflects the growth of the most significant key-
words over the years. The top ten keywords comprise 
SECURITY SYSTEMS, VIDEO SURVEILLANCE, MONITOR-
ING, CAMERAS, DEEP LEARNING, VIDEO SURVEILLANCE 
SYSTEMS, NETWORK SECURITY, INTERNET OF THINGS, 
SMART CITY, and OBJECT DETECTION. Video surveil-
lance analytics has advanced significantly with the use 
of deep learning and anomaly detection, which has 
allowed for more efficient identification of suspicious 
patterns in real-time. According to [30], these methods 
reduce the amount of data to be analyzed by focusing 
on critical patterns, alleviating the human workload. 
This advance explains the exponential growth of inves-
tigations into security and video surveillance systems 
observed in the graph since 2015.

Fig. 9. Most Developed Words

3.7.	 More productive journals

The thematic map provides a detailed interpretation 
of the patterns and trends of the topics of study, in-
cluding information on seasonality and outliers. These 
maps divide the topics into four quadrants, using cen-
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trality on the X-axis and density on the Y-axis as classifi-
cation criteria. Centrality indicates the connectivity and 
relevance of a topic in the general scope, while den-
sity reflects the degree of cohesion and development 
within the cluster [31]. As can be seen in Figure 10, the 
topics are classified into four categories: motors, the 
most connected and developed; basic topics, which 
although well connected, still have room to develop; 
niche topics, highly cohesive but less globally connect-
ed; and emerging issues, which are still nascent but 
with a potential significant future impact.

Motor themes. This quadrant includes the topics with 
the highest centrality and density, which means that 
they are well-developed topics with great impact with-
in the field of intelligent video surveillance. Examples of 
these topics include "security," "real-time surveillance," 
and "object detection," which are critical in smart video 
surveillance applications. A clear example of a driv-
ing theme is CrowdSurge's article: A Crowd Density 
Monitoring Solution Using Smart Video Surveillance 
with Security Vulnerability Assessment. This article pro-
poses a crowd density monitoring solution that uses 
intelligent video surveillance to manage public safety. 
This issue is critical in mass events or demonstrations, 
where security depends largely on the ability to moni-
tor the density of people in real time, something that is 
also key in emergency management. This type of tech-
nology is developed in environments where safety is a 
priority concern [32]

Fig. 10. Theme map

The basic themes. This quadrant includes topics 
that, although highly relevant, have not yet reached a 
high degree of development. These are central areas 
for the field that need more attention and research. A 
clear example of a basic topic in this quadrant is the 
article Abnormal human behavior detection in videos: 
A review. The detection of abnormal behaviors in sur-
veillance systems is of great relevance, especially in 
public safety and crime prevention. However, despite 
their relevance, the development of practical solutions 
remains limited, with challenges in accuracy and real-
time contextual recognition [5]. 

The Niche Themes: This quadrant is empty, indicat-
ing the absence of topics that are highly developed 
yet hold low central relevance to global research on 
intelligent video surveillance. In other words, there are 
no specialized areas within the field that are highly ad-
vanced but lack significant impact or importance in the 
broader context of the discipline.

Emerging or Declining Themes: This quadrant high-
lights various methods, techniques, and algorithms 
leveraging both online and offline deep learning. Iden-
tification algorithms, such as YOLO, are particularly ef-
fective in surveillance systems deployed in controlled 
environments like hallways, rooms, warehouses, banks, 
and parking lots. Additionally, highly accurate and ef-
ficient algorithms such as Faster-RCNN and RFCN are 
notable for detecting potential threats in images, such 
as identifying dangerous objects like weapons during 
baggage scans at airports. Offline algorithms are best 
suited for preprocessing tasks, such as analyzing an 
individual's behavior in previously recorded video se-
quences [26, 27]. Meanwhile, Sort and Deep Sort algo-
rithms stand out as the most efficient for object track-
ing, balancing accuracy and speed, for example track-
ing pedestrians and vehicles.

4.	 CURRENT CHALLENGES AND FUTURE 
STUDIES

Intelligent Video Surveillance faces several key chal-
lenges related to the integration of emerging technolo-
gies such as IoT and artificial intelligence, which are still 
in the early stages of adoption and present interopera-
bility problems between hybrid systems [10, 11]. In ad-
dition, cybersecurity and data privacy are critical con-
cerns, due to the vulnerabilities of cloud-connected 
systems and the large amount of sensitive information 
that is collected [10, 12]. There are also challenges in 
real-time image processing and accurate object detec-
tion in dynamic environments, such as vehicular traffic, 
which requires high accuracy and speed [11, 14]. Laten-
cy and efficiency in managing large volumes of data in 
the cloud remain major issues, especially in connected 
cities, where the integration of multiple data sources 
is complex [12, 13]. Finally, energy consumption in de-
vices with artificial intelligence is a key challenge to en-
sure continuous and efficient surveillance [14]. In sum-
mary, the main challenges encompass security, privacy, 
interoperability, and efficiency in the processing and 
energy consumption of these systems.

Smart Video Surveillance faces a number of key chal-
lenges that span several technological aspects. One of 
them is the synchronization between sensor networks 
and real-time processing algorithms, which requires 
advances in 5G [15], along with the heterogeneity of 
connected devices, which generates problems of stan-
dardization and compatibility of hardware and software. 
Compressing video to reduce bandwidth without af-
fecting quality remains a challenge, especially in mobile 
applications, where resources are limited [16]. Quality of 
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service (QoS) in video surveillance networks is another 
challenge, especially in areas with poor network infra-
structure, which affects real-time transmission [17]. It is 
also necessary to improve the computational efficiency 
of machine learning models to handle large volumes 
of data and improve the accuracy in the detection of 
events and objects [33, 34]. In addition, latency in data 
transmission and scalability issues of IoT-based systems 
complicate real-time monitoring [18]. Finally, adverse 
lighting and weather conditions, as well as efficiency 
in training deep learning models with large datasets, 
represent significant computational challenges [19].

One of the great challenges of Intelligent Video Sur-
veillance is the protection of privacy, as the vast amount 
of personal data handled raises ongoing concerns [20]. 
Detecting and tracking objects in dense urban environ-
ments, with multiple people and moving vehicles, re-
mains challenging, especially in conditions of variable 
lighting and visual interference [35, 36]. In addition, the 
integration of fixed and mobile surveillance cameras 
poses data processing and compatibility issues, while 
synchronization between multiple cameras distributed 
in a system remains a considerable challenge [22, 23]. 
In addition, in sustainable cities, the high energy con-
sumption of cameras and sensors poses challenges in 
terms of efficient energy use, while integration with 
smart urban technologies, such as transport networks 
and waste management, requires advances in interop-
erability and technological standards [24].

Future studies on smart video surveillance focus on 
incorporating new technologies, such as deep learning 
and IoT, to improve object segmentation and detec-
tion in dynamic and complex urban environments [21]. 
A key area of research is the refinement of multi-target 
tracking algorithms in distributed systems, along with 
the reduction of energy consumption for implemen-
tation in smart cities [37-39]. In addition, progress is 
needed in the synchronization and transmission of 
data between networked cameras, improving the ef-
ficiency of storage and processing in systems with lim-
ited infrastructures [40, 41]. Since smart cities require 
sustainability, it is crucial to develop energy-efficient 
technologies that do not compromise the performance 
of video surveillance systems [24]. Finally, improving 
real-time processing algorithms to handle large vol-
umes of data without losing accuracy or speed is a ma-
jor challenge in future research [25].

The future of intelligent video surveillance should 
focus on improving cybersecurity, developing more ro-
bust network architectures to protect data against cy-
berattacks [42, 43]. Another crucial aspect is the advance 
in the recognition of human actions through computer 
vision algorithms, which make it possible to distinguish 
between suspicious and routine behaviors in crowded 
environments such as airports and stations [44, 45]. In 
addition, research is needed to improve the compres-
sion and efficient transmission of high-resolution video, 
ensuring the quality of images in real time without con-

suming too much bandwidth, especially in areas with 
limited infrastructure [28, 29]. In the field of transport, 
studies should advance in the integration of video sur-
veillance with road infrastructures to analyse the behav-
iour of drivers and pedestrians, improving road safety 
[46-48]. Finally, emerging technologies such as artificial 
intelligence and blockchain are essential to ensure data 
security and integrity, facilitating more reliable monitor-
ing in complex scenarios such as smart cities [49-51].
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Abstract – In this paper, a strong, reversible image watermarking technique based on discrete cosine transform (DCT) and histogram 
shifting is proposed, where it overcomes the following concerns: (i) Reversing the cover object to its starting appearance is the primary goal 
of the reversible watermarking system. (ii) Military, medical, and standard law enforcement images are the main types of images that require 
distortion and reinstatement of the cover object following the watermark extraction. (iii) Lack of robustness and cover image-dependent 
embedding capacity are the primary concerns about reversible watermarking. Decompose the cover object into blocks that don't overlap in 
the first stage to insert a binary watermark bit into every block that is converted. These binary bits of watermark are embedded by altering a 
single set of middle substantial AC coefficients. To restore the cover image, subsequently using the histogram bin shifting method, a location 
map is created and integrated within the cover image. On the extracting side, at first, a location map is extracted from the image using the 
histogram bin shifting technique. In the following step, the image's watermark is recovered, and a reversed image has been generated using 
a location map. To verify the robustness property, several image processing attacks are tested with the suggested reversible watermarking 
approach, and favorable results are attained. The proposed scheme using the Lena image achieved 46.62 imperceptibility for 4096 
embedding capacities. To methodically evaluate the proposed approach, it is compared with two current reversible watermarking systems, 
where they achieved 39.10 and 37.90 imperceptibility with 4.4 × 103 and 256 embedding capacities, respectively. The experimental results 
affirmed that the suggested method exhibits superior performance relative to these existing techniques.
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1.	 	INTRODUCTION

Recently, scholars have innovated digital watermark-
ing as a comprehensive methodology to furnish intrin-
sic security [1] for digital data. According to Mintzer 
et al. [2], there exist three distinct categories of water-
marking applications:

Ownership Assertion – Structured to convey owner-
ship information. Integrity Verification – Guarantees 

that the content of the item remains unaltered. Cap-
tioning – Delivers object-specific information or anno-
tations to a designated community of users.

Mintzer et al. assert that while ownership and cap-
tioning watermarks exhibit robustness, watermarks 
predicated on content alteration are inherently fragile. 
An alternative category of watermarking, referred to as 
semi-fragile watermarking, possesses the capacity to 
withstand certain forms of attacks.
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Identification codes and watermarks, particularly 
those that incorporate the proprietor’s details or cor-
porate insignias, are irrevocably inscribed in the cover 
object for subsequent verification utilizing watermark-
ing methodologies. Nevertheless, when the cover im-
age is irretrievably modified, a significant concern aris-
es regarding the potential loss of essential information 
embedded in the cover.

In domains such as law enforcement, military opera-
tions, and medical practices, the paramount require-
ment is the lossless or distortion-free restoration of the 
cover object after watermark removal. These contexts 
typically utilize lossless or reversible watermarking 
methodologies.

Existing reversible watermarking methods are 
grouped into five main classes: (i) compression do-
main, (ii) transform domain, (iii) quantization-based, 
(iv) integration of encryption and data concealing, and 
(v) spatial domain. In all these reversible watermark-
ing algorithms, data hiding space is generated in the 
cover image for watermark embedding. As a result, it 
is very hard to put a distinct boundary among several 
classes of procedures for reversible watermarking. The 
subsequent segment provides a brief overview of vari-
ous kinds of reversible watermarking methods. In the 
next section, brief overviews of various reversible wa-
termarking methodology types are discussed.

Compressed domain methods: The compressed 
sector reversible approaches include techniques such 
as (i) vector quantization [3-5], (ii) block truncation cod-
ing [6], (iii) MPEG coding [7], and (iv) least significant 
bit (LSB) insertion employing data compression [8-10].

Quantization-based: The methods of watermarking 
that rely on reversible quantization are fragile. Howev-
er, watermarking techniques based on quantization are 
generally reliable. This reversible watermarking cluster 
includes the algorithms presented in [11-13]. 

Transform domain: Transform domain reversible 
watermarking algorithms are based on (i) Integer DCT 
[14, 15] and (ii) Integer Wavelet Transform (IWT) [16].

Combination of data hiding and encryption: A few 
innovative reversible data hiding techniques that com-
bine encryption and data concealing are shown in [17, 
18].

Spatial domain:

(i) Difference expansion (DE): Expanding the con-
verted integers is how watermark bits are added in DE-
based reversible watermarking techniques. Based on 
its underlying concepts, DE-based algorithms can be 
divided into five classes: i) General Difference Expan-
sion [19-31], ii) Companding technique [32], iii) Con-
trast mapping [33, 34], iv) Prediction error based [35-
51], and v) Interpolation [52, 53].

(ii) Histogram modification: Histogram bin shifting 
approaches inject the watermark by using the image's 

histogram. These types of algorithms are presented in 
[54-66].

Main contribution of work: This research proposes 
a novel digital watermarking approach based on DCT 
and histogram modification that is robust and revers-
ible. The rationale for using DCT to implement this 
reversible image watermarking technique, as well as 
certain unique aspects of the suggested approach, are 
explained in depth in the section that follows:

•	 The "blocking artifact," which arises at block bound-
aries because of imprecise quantization of the co-
efficients, is one of the main drawbacks of block-
based DCT. The suggested DCT-based reversible 
watermarking system is created by employing a 
single pair of middle spectrum components after 
row-major scanning for each DCT block to minimize 
the problem of visual artifacts. Compared to low and 
high coefficient pairings, these medium band coef-
ficient pairs are less susceptible to alteration.

•	 A simple procedure is used in the presented blind 
image watermarking methodology to maintain one 
watermark bit in each fragmented non-overlapping 
parent image block. Following row-major scanning, 
choose one pair of DCT coefficients at a time from 
the middle bands. Next, determine if the first coeffi-
cient is bigger than the second coefficient for every 
coefficient couple to maintain the watermark bit=1. 
Retain the same coefficients if the condition is met. 
If not, switch these two values. In each pair of coef-
ficients, the first coefficient must be less than the 
second to maintain the watermark bit=0. Repeti-
tive bits are added to the host image in traditional 
error-correcting code (ECC)- oriented watermarking 
systems to aid in error correction or detection on the 
receiver side. Therefore, compared to previous ECC-
based watermarking techniques, the suggested re-
versible watermarking scheme's implementation is 
simpler and has less computing complexity.

The remainder of the article is structured as described 
after this opening part. In section 2, the block-based 
DCT preliminary results are shown. In section 3, the 
suggested watermark extraction and embedding algo-
rithms are explained. Section 4 provides experimental 
outcomes. Conclusions are finally stated in section 5.

2.	 Block-based DCT

One of the most well-liked and frequently applied 
signal compression and decomposition methods is the 
DCT, which converts a signal from a spatial domain form 
into a spectrum demonstration with the intrinsic capac-
ity to show superior energy compaction of the signal 
or picture. In essence, it changes the signal into an ac-
cumulation of sinusoids with different frequencies and 
magnitudes. The DCT conversion is used to move an im-
age's pixel values from a particular domain to another; 
the resultant image has several AC coefficients and one 
DC coefficient. When using block-based DCT, a host im-
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age with dimensions of M × N is divided into non-over-

lapping blocks with dimensions of m × n. Each block, 

denoted as fb, is then converted into a matching DCT 

coefficient using the equation that follows:

(1)

where,

After the sub-image block Fb(u, v) is modified, the 
sub-image is rebuilt by using.

(2)

(3)

for x=0, 1, 2, …, m-1, and y=0,1, 2,...,n-1 and ∝ is 
defined as in equation 2.

Fig. 1. Selected DCT coefficient pair of m × n image-
block according to row-major scanning order

Three distinct frequency bands—the low, middle, 
and high-frequency bands—are produced by block-
based DCT. Since the low-frequency band contains the 
most picture information, altering it generally distorts 
the image's perceived quality, whereas the high-fre-
quency spectrum can be eliminated for compression 
purposes. For this reason, the middle band frequency is 
used in the development of DCT-based watermarking 
schemes because it is less noticeable when modified. 
The coefficient pair chosen for the watermark insertion 
in this suggested study is displayed in Fig. 1.

3.	 Proposed Reversible Watermarking 
Scheme

This section provides a detailed explanation of the pro-
posed reversible watermarking system based on DCT.

3.2. Location Map and Watermark 
Embedding Process

Fig. 2 shows the procedure of inserting the location 
map and watermark.

Fig. 2. Location map and watermark and location map implanting process

Volume 16, Number 6, 2025
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Algorithm 1: Watermark and Location map Embedding

Input: A cover image and a binary logo

Output: The watermarked image

Begin

Preprocessing for the implanting of the watermark: 
Preprocessing stages for this suggested blind image wa-
termarking approach that embeds a binary watermark 
within a greyscale image are the ones that follow:

Step 1: Divide the greyscale host image, measuring 
M by N, into non-overlapping blocks, each measuring 
m by n.

Step 2: First, implement two-dimensional DCT at 
the block level in every non-overlapping block. In the 
following step, make 2D DCT coefficients into one-di-
mensional DCT factors by row-major order (as depicted 
in Figure). Then select two middle band coefficients to 
integrate. The values of this coefficient pair are kept se-
cure as a secret code.

Watermark implanting and generating a location 
map: The suggested watermark implanting method is 
explained in the subsequent section below:

Step 3: The following guidelines are followed while 
embedding each bit of the binary logo:

Rule 1: When inserting a binary logo bit of 1: In the 
chosen pair of coefficients, verify if the first coefficient 
is smaller than the second, and then switch these two 
values. If not, do not alter the coefficients.

Rule 2: When inserting a binary logo bit of 0: Verify 
that the first coefficient in the chosen pair of coeffi-
cients is bigger than the second and then switch these 
two values. If not, maintain the same coefficients.

Step 4: For the first two rules, change the location map 
bit to 1 in the event of a swap, and set it to 0 otherwise.

After implanting the watermark, post-processing: 
After the binary logo is embedded, the following post-
processing procedures are needed to obtain a water-
marked image:

Step 5: After implementing the inverse DCT on each 
modified block, carry out the inverse DCT at the block 
level.

Step 6: Reconstructing the watermarked image in-
volves combining all the altered blocks into a single block.

Embedding location map using histogram shift-
ing: The following procedures are used to insert the 
location map created in step 4 into the cover image:

Step 7: The greyscale watermarked picture histo-
gram Hi={hi│i=0,1,2,…,255} should be calculated, with 
hi Denoting the ith bin's histogram value.

Step 8: Using the following formula, determine the his-
togram's peak (p) and minimum point (m):

(4)

where, {i, p, m} = 0,1,2,…,255.

Step 9: Using the following equation, analyze the 
watermarked object and accordingly adjust the pixel’s 
intensity:

(5)

Step 10: Utilizing the following guidelines, revisit the 
watermarked image and integrate the location map:

(6)

End

3.2.	 Original Cover Image Restoration 
	 Post Watermark Extraction Process

Fig. 3 illustrates the procedure of restoring the host 
after extracting the watermark

Algorithm 2: Watermark Extracting and Original Cover 
Image Restoring 

Input: A modified/attack image
Output: A binary Logo and the reversible cover image
Begin
Retrieving the location map data:
Step 1: Utilizing the following equation, scan the al-

tered/attack image and retrieve the location map seg-
ments:

where p is the histogram's peak point, i' represents the 
updated image's pixel value, and {i, p} = {0,1, 2,…,255}.

Preprocessing for watermark extraction: The follow-
ing preprocessing procedures are included in this sug-
gested blind image watermarking approach, which ex-
tracts a binary watermark from a greyscale image:

Step 2: Divide the greyscale host image, measuring 
M by N, into non-overlapping blocks, each measuring 
m by n.

Step 3: Choose two middle band factors based on 
major order for each non-overlapping block after ap-
plying block-level two-dimensional DCT. The coef-
ficient pair values chosen here are those that are re-
tained on the embedding side. In actuality, the values 
of these coefficient pairs originate from secret key data. 
As an additional payload, the watermarked image is 
transmitted along with secret key values.

Watermark extracting: The suggested watermark-ex-
tracting method is explained in the subsequent section 
below:

Step 4: Retrieve the single logo bit from each block 

(7)
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Fig. 3. Process for original host image restoration after watermark extraction

using the following guidelines based on a pair of cho-
sen DCT coefficients:

Rule 1: The codeword bit=1 if the first coefficient's 
intensity in the DCT pair is higher than or equal to the 
second coefficient's intensity.

Rule 2: The codeword bit=0 if the first coefficient's 
intensity in the DCT pair is lower than the second coef-
ficient's intensity.

Step 5: The watermark bit streams that are retrieved 
and recovered from the altered cover picture should be 
stored. Reshape the retrieved watermark stream of bits 
into a 2-D matrix form to generate the watermark logo.

Obtaining a reversible cover image: The tasks listed 
below must be used to return the cover image to its 
original state:

Step 6: The following rule is being used to restore 
each block of the cover image to its original shape 
along with the location map:

Rule: Examine the values of the coefficient pairs that 
were chosen in step three. If the matching location 
map bit is 1, swap the values of the specified DCT coef-
ficient pair. Retain the chosen coefficient pair in case 
the matching location map bit value is 0.

Post-processing after watermark extraction: Here are 
the post-processing procedures to obtain the original 
image after removing the location map and binary logo:

Step 7: After implementing the inverse DCT on each 
modified block, carry out the inverse DCT at the block 
level.

Step 8: Reconstructing the reversible cover image by 
combining all the altered blocks into a single block.

End

4.	 EXPERIMENTAL RESULT

The described reversible watermarking method's ef-
fectiveness is tested against several experiments. The 
MATLAB platform is utilized for conducting these ex-
periments on a selection of standard 512 × 512 images, 

including Peppers, Elain, Pirate, Zelda, Lena, Goldhill, 
Clown, Military (Indian Missile Agni-3), and Medical 
(malignant melanoma with bone marrow carcinomato-
sis) images. Additionally, a 64 × 64 logo is watermarked 
(as illustrated in Fig. 4).

This robust and reversible image watermarking 
method starts with applying an 8 × 8 block-based 
DCT to the source object. Then, from every converted 
block, a single middle-band AC component couple is 
chosen to implant the watermark based on the row-
major scanning order. The efficacy of the suggested 
plan is demonstrated by comparing the suggested 
DCT-based reversible watermarking method to several 
trials in terms of (i) Reversibility, (ii) Imperceptibility, (iii) 
Robustness, and (iv) Embedding capacity.

Reversibility:  Beyond retrieval of the watermark, the 
primary goal of the reversible watermarking technique 
is to return the host object to its initial formation. To 
assess the reversibility property of the suggested ap-
proach, a comparison is made between the bit error 
rate (BER) and the normalized cross-correlation (NC) 
value between the original cover image vs the recon-
structed host object following watermark extraction. 
Table 1 displays the BER and NC values of a few stan-
dard images.
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The NC value has a range of -1 to +1. This correlation 
value is around 1 if the restored cover image closely re-
sembles the original, and -1 if it is negatively correlated 
with the cover image. If the NC value trends toward 
zero, it becomes completely unsatisfactory or irrele-
vant. Here is how to compute the BER and NC:

(8)

(9)

For M × N dimension image: µw=mean of the host 
image, μw ̅= mean of the restored cover image; w(i, j) 
=the pixel intensity value at coordinate (i, j) of the host 
object, (w̅)(i, j)=the pixel intensity value at coordinates 
(i, j) of the restored host object after watermark extrac-
tion respectively.

(ii) Imperceptibility Measurement: The change in 
perceptual picture quality caused by the suggested wa-
termarking technique needs to be identified in order 

(a) (b) (c) (d)

(e) (f ) (g)

(h) (i) (j)

Fig. 4. (a) Initial watermark( binary),  
(b)-(j)Recovered watermark with the corresponding images with no attack

A watermarking technique needs to be identified to 
compute imperceptibility/invisibility assessment. To de-
termine the perceptual resemblance between a host im-
age and the corresponding watermarked material, one 
uses the peak signal-to-noise ratio (PSNR). An efficient 
invisible watermarking technique should: (i) have a wa-
termark that is undetectable or invisible to HVS and (ii) 
compare its results to a standard benchmark PSNR. The 
decibel (dB) represents the PSNR value. According to Pe-
titcolas [67], 38 dB is the lowest permissible PSNR value 
for optimal imperceptibility. Since PSNR has no real signif-
icance when considering geometric distortions, this con-
vention is questionable [68]. Here is how PSNR is defined:

In this case, the watermarked picture x ̅. The host im-
age x is determined by their mean square error (MSE) 
as follows:

(10)

(11)

In this case, the symbols M and N stand for the im-
age's width and height, x ̅ for the initial image's pixel 
intensity measurement at coordinates (i, j), and x i̅j for 
the watermarked image's corresponding value. In es-
sence, PSNR was calculated to examine the perceived 
measurement of the cover images and watermark ma-
terial following watermark embedding.
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Table 1. Analysis of reversibility, imperceptibility, and robustness features with no attack

Image Name Watermarked Image Logo Cover Image
MSE PSNR Payload NC BER NC BER

Lena 1.4282 46.6168 4096 0.9957 0.0752 0.9953 0.0035

Peppers 2.0797 44.9148 4096 0.9948 0.0827 0.9933 0.0130

Clown 2.8657 43.5925 4096 0.9988 0.0271 0.9997 0.0002

Elain 2.1146 44.9825 4096 0.9994 0.0243 0.9999 0.0001

Goldhill 4.5860 41.5504 4096 0.9990 0.0266 0.9996 0.0003

Pirate 4.4194 41.7112 4096 0.9986 0.0284 0.9995 0.0004

Zelda 0.7552 49.3842 4096 0.9967 0.0623 0.9960 0.0030

Medical  Image 4.9077 41.2560 4096 0.9978 0.0344 0.9962 0.0040

Military Image 4.4233 41.0910 4096 0.9965 0.0630 0.9985 0.0015

Table 2. Imperceptibility and Robustness under Distinctive Attacks

Attack Watermarked Pepper Image Logo
MSE PSNR NC BER

Enhancement technique attacks
(i)Gaussian Lowpass Filter(3,3) 3.5315 42.6852 0.9648 0.0384

(ii)Median Filter(3,3) 7.8414 39.2209 0.7294 0.3135

(iii)Average Filter(3,3) 10.7780 37.8394 0.7416 0.2983

(iv)Image Sharpening 55.3000 30.7375 0.9546 0.0463

(v)Histogram Equalisation 2.2588 44.6260 0.8946 0.1165

(vi)Gamma Correction(gamma=0.5) 2734.6 13.7958 0.9354 0.0681

Noise addition attack

(i) Salt & Pepper noise(density=0.5) 110.9691 27.7128 0.8753 0.1272

Geometric transformation attacks

(i) Rotation(clockwise 2°) 99.941 29.3726 0.8451 0.1763

(ii) Cropping (128x128 by White) 2.0201 45.1110 0.9317 0.0845

(iii) Scaling(zoomout=2,zoomin=0.5) 3.2539 43.0408 0.9174 0.0996

(iv) Cut(20 rows in both up and down) 22.0521 34.7303 0.9249 0.0891

Compression attack
(i) JPEG Compression (Q=75) 4.0474 42.0930 0.9933 0.0064

Fig. 5. Attacked Cover Object and Extracted Watermark Images using (a)Gaussian Enhancement technique 
attack (b)Median Filter Enhancement technique attack (c) Average Filter Enhancement technique attack 

(d) Image Sharpening Enhancement technique attack (e)Histogram Equalization Enhancement technique 
attack (f) Gamma correction Enhancement technique attack (g) Salt & Pepper Noise addition attack 

(h) Rotation Geometric transformation attack (i) Cropping Geometric transformation attack (j) Scaling 
Geometric transformation attack (k) Cut Geometric transformation attack (l) JPEG Compression attack

(a) (b) (c) (d)

(e) (f ) (g) (h)

(i) (j) (k) (l)
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Table 1 presents an overview of the experimental out-
comes for the suggested watermarking strategy, consid-
ering the MSE and PSNR values without affecting the wa-
termarked image in any way. Fig. 4 displays all the water-
marked images side by side with the retrieved watermark 
symbols from the associated watermarked imagery.

(iii) Robustness Measurement: Given its robust-
ness and resilience, the watermarked product should 
withstand both purposeful and inadvertent attacks 
aimed at removing the watermark. The robustness of 
the suggested approach is examined using the normal-
ized cross-correlation (NC) quantity and the bit error 
rate (BER) between the recovered distorted watermark 
(without attack) and the original watermark (after us-
ing various types of attack). Without any alterations or 
attacks, the NC and BER measurements of the exerted 
watermark and the initial watermark are evaluated. In 
Table 1, these values are displayed.

The watermarked image can be altered illegally while 
it is being transmitted through the Internet. To provide 
fair benchmarking and performance assessment, the 
suggested method is tested against many attackers. 
Fig. 5 shows each of the watermarked images utilizing 
different attacks side by side with the recovered logos 
from the matching watermarked images. Only the ex-
perimental results of the 64 × 64 binary logo and one 
cover image (Pepper image) are shown throughout 
this study as an example. Table 2 summarizes every at-
tack that is executed using the proposed approach.

(iv) Embedding capacity Measurement: The capaci-
ty of a watermark, also known as the watermark payload, 
is the amount of data implanted as a watermark that 
can be efficiently extracted on the receiver side with-

Cover Image 
Size

Host Image Block Size 
after Decomposition

Watermark Size in 
Bits

1024 × 1024 8 × 8 214

1024 × 1024 4 × 4 216

512 × 512 8 × 8 212

512 × 512 4 × 4 214

Table 3. Embedding Capacity of this reversible scheme

Comparative Analysis

The suggested approach is contrasted with two cur-
rent reversible watermarking systems to assess it me-
thodically. In terms of embedded payload (in bits) and 
PSNR (imperceptibility), this comparative comparison is 
conducted. Table 4 shows how well the suggested de-
sign performs in comparison to the other two systems.

Table 4. Relative study of imperceptibility (PSNR) and embedding capacity (in Bits) of the proposed scheme 
with some existing techniques

Zhang[18] Lena Zhang[17] Lena Proposed Scheme Lena

Imperceptibility Embedding Capacity Imperceptibility Embedding Capacity Imperceptibility Embedding Capacity

39.10 4.4 × 103 37.90 256 46.62 4096

out compromising the original data's imperceptibility. 
The imperceptibility of the watermarked material may 
be impacted by improving the watermarking scheme's 
robustness by raising the embedded watermarking pay-
load capacity. This proposed approach modifies a single 
pair of mid-significant AC components to incorporate a 
watermark bit within each 8 x 8 deconstructed and non-
overlapping block of the DCT-converted host objects.

The imperceptibility of the watermarked object may 
be impacted by strengthening the robustness of the 
watermarking method. Thus, to create an effective wa-
termarking method, all three properties must be nego-
tiated. The decomposition block size of the host image 
can be changed to modify the embedding capability 
of the suggested method. Table 3 shows the maximum 
watermark capacity for this approach together with 
different cover image characteristics.

5.	 CONCLUSIONS

There are several critical challenges associated with 
current reversible watermarking techniques: (i) most 
methods are inherently fragile; (ii) the embedding ca-
pacity of these algorithms is typically dependent on 
the signal; (iii) robustness remains a major concern for 
reversible watermarking techniques; and (iv) the lack of 
a standardized benchmarking tool for evaluating these 
schemes. This study proposes a reversible watermarking 
approach based on histogram modification and inter-
block discrete cosine transform (DCT). The proposed sys-
tem not only ensures reversibility but also demonstrates 
significant robustness against common image manipu-
lation attacks. Unlike signal-dependent methods, its em-

bedding capacity depends on the size of the DCT block. 
Experimental results validate the superior performance 
of the proposed method compared to several existing 
techniques. The suggested method undergoes a thor-
ough comparison with two existing reversible water-
marking systems. Experimental results indicate that it 
significantly outperforms these current approaches.
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Abstract – In this study, we aimed to analyze the in-store behavior of customers at a home improvement retail company using data 
collected from Bluetooth Low Energy beacon devices installed on shelves and shopping carts within a selected store. The beacons were 
strategically placed on store shelves to ensure complete coverage, leaving no blind spots. To cover 18 departments spanning a total area 
of approximately 4,800 square meters, 99 beacons were deployed. The duration of stay in each department, the order of visits, and the 
absolute visit date and time were recorded in the database. To investigate the relationship between in-store behavior and purchase data, 
we combined customers' behavioral data with their purchase information. Correlation analysis revealed a positive relationship between 
visit duration and purchase amount, particularly in the Floor Deco, Paint, and Taps departments. Additionally, we visualized store-wide 
data using a network diagram, highlighting key shopping areas, customer flow patterns, and high-revenue departments. The problem was 
also formulated as a multi-class classification task, and LSTM and XGBoost algorithms were applied for comparative analysis. Experiments 
were conducted on both the original dataset and a cleaned version, utilizing two distinct data modeling approaches: one based solely on 
sequential department visits and another incorporating visit duration. The results showed that both models performed similarly on the noisy 
dataset, indicating that adding duration information did not improve learning. However, when trained on the cleaned dataset where short-
duration visits were removed, LSTM models outperformed XGBoost, demonstrating a stronger ability to capture meaningful sequential 
patterns. These findings highlight the potential of BLE beacon technology in retail analytics, offering deeper insights into customer behavior 
and informing data-driven decision-making for store optimization and personalized marketing. Future work will focus on expanding the 
dataset and refining predictive models to further enhance the accuracy and applicability of in-store behavior analysis.
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1.	 	INTRODUCTION

Companies can gain valuable insights by analyzing cus-
tomer behavior data. By leveraging data mining and ma-
chine learning techniques, businesses can identify high-
value customers, capture their personalized needs, and 
implement effective marketing strategies. 

Zhao [1] highlights that personalized marketing, based 
on extensive customer data analysis, can significantly en-
hance marketing campaigns, with conversion rates being 
40% higher compared to non-personalized approaches. 
Traditionally, customers’ purchase histories and Point of 
Sales (POS) data have been the primary tools for analyzing 
customer segments, especially when combined with de-
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mographic or geographic data. However, incorporating 
behavioral factors such as shopping duration, wandering 
routes, and visiting patterns can provide deeper insights 
into customer preferences and behaviors.

Behavioral data can help answer critical business 
questions, as discussed in [2], such as: What are the 
most frequent paths taken by customers? Which areas 
are skipped? Where do they spend the majority of their 
time? Do they primarily navigate the outer ring of the 
store, or do they focus on specific sections?

The Internet of Things (IoT) has become an essential 
tool, particularly in the retail sector, for gathering cus-
tomer behavior data (see [3] for a review of the digital 
transformation across sectors). IoT sensors placed on 
store shelves or shopping carts can be utilized to ana-
lyze customers’ shopping behaviors. Additionally, smart 
mobile applications can assist customers with in-store 
navigation. Various IoT technologies are employed for 
in-store customer tracking and localization, including: 
i) Bluetooth Low Energy (BLE) Beacon technology, ii) Ul-
tra-Wideband (UWB) technology, iii) Wayfinding tech-
nologies, and iv) Camera and image processing tech-
nologies. BLE Beacon technology is particularly favored 
for its low energy consumption and cost-effectiveness.

Ke et al. [4] compare various Radio-Frequency (RF)-
based indoor positioning technologies. They propose a 
BLE Beacon-based localization system designed to detect 
human locations in smart homes for power management 
purposes. Another application of indoor positioning is 
discussed in [5]. Spachos and Plataniotis [6] utilize BLE 
Beacons in an IoT-based smart museum to deliver inter-
active and personalized museum tours. Similarly, Shipk-
ovenski et al. [7] present an indoor positioning system for 
hospital environments, enabling patient tracking and pre-
venting unauthorized departures. Pangriya [8] provides a 
comprehensive literature review on Beacon technology, 
offering valuable insights into its future in the retail sec-
tor. The author also presents the results of a SWOT analysis 
(Strengths, Weaknesses, Opportunities, and Threats), con-
ducted through two-phase interviews with experts from 
the technology and retail industries. Among the strengths 
of Beacon technology are its cost-effectiveness and ability 
to function indoors with high precision. However, its pri-
mary weakness is the requirement for customers to keep 
Bluetooth enabled and the store’s mobile application run-
ning while in the store.

In this study, we analyze the in-store behavior of cus-
tomers at a home improvement retailer using data col-
lected from BLE beacon devices installed on shelves and 
shopping carts. We integrate this behavior data with 
purchase data to uncover key customer characteristics. 
We formulate the problem as a multi-class classification 
task and apply two distinct algorithms comparatively 
using two different models. Our approach differs from 
prior studies by introducing a novel data modeling tech-
nique that integrates both sequential department visit 
data and visit duration. Unlike studies that focus on a 
single department, our analysis spans 18 departments, 

providing a more comprehensive view of customer be-
havior. Unlike studies that focus on customer behavior 
within a single department, this research considers data 
spanning 18 departments, providing a more compre-
hensive understanding of customer behavior.

The remainder of the paper is organized as follows: 
Section 2 reviews related studies. Section 3 details 
beacon installation, data collection, and modeling ap-
proaches. Section 4 presents correlation analysis, visu-
alizations, and algorithm comparisons. Finally, Section 
5 concludes with key findings and remarks.

2.	 LITERATURE REVIEW

This section focuses on studies that utilize data col-
lected from Beacon devices to infer user or customer be-
havior. While earlier studies primarily relied on Radio Fre-
quency Identification (RFID) tags, recent advancements 
have led to the adoption of Bluetooth Low Energy (BLE) 
Beacons due to their cost-effectiveness, ease of deploy-
ment, and ability to function efficiently in real-world re-
tail environments.

One of the earliest studies on customer in-store analy-
sis using RFID was conducted by Larson et al. [2], who 
identified frequent shopping routes in a grocery store. 
They analyzed 27,000 shopper paths, with path lengths 
varying from short 2-minute routes to longer 2-hour 
shopping patterns. Their findings demonstrated that 
certain store layouts influence customer movement, 
providing insights into strategic shelf placements.

Recent advancements have led to the adoption of 
BLE Beacons, which offer a more scalable and flexible 
approach to in-store tracking. Unlike RFID, BLE Beacons 
can continuously monitor customer movement without 
requiring direct scanning or RFID-tagged objects. In-
stead, they rely on smartphone interactions or strategi-
cally placed beacons to track customer flow. Jain et al. 
[9] propose a comprehensive framework for evaluating 
the adoption and readiness of beacon technology. They 
highlight a significant gap in the field of proximity mar-
keting and beacon technology and suggest that their 
study can help retail managers better understand the 
added value of implementing this technology.

Lemsieh and Abarar [10] conducted a study on cus-
tomer perceptions of proximity marketing using BLE 
beacon technology in Moroccan malls. The results indi-
cate that customers are eager to adopt this technology, 
as it helps them locate stores independently, provided 
their privacy concerns are adequately addressed. Due 
to these concerns, most studies focus on using BLE bea-
con technology for indoor localization of customers or 
personnel within a facility rather than for delivering per-
sonalized experiences. Garcia and Inoue [11] presents a 
study on the indoor localization of caregiving and nurs-
ing staff in a nursing Care facility using BLE Beacon tech-
nology. Spachos and Plataniotis [6] demonstrated the 
effectiveness of BLE Beacons in guiding museum visitors 
through location-aware tours. In another study, Shende 



487

et al. [12] utilized BLE Beacons to analyze customer 
movements in a shopping mall, enabling real-time per-
sonalized promotions based on movement patterns. 

For personalized marketing, BLE beacon technol-
ogy which can be seamlessly integrated with mobile 
phones is essential. In this study, we used this tech-
nology to collect customer in-store behavior data in a 
home improvement retailer. Analyzing customer be-
havior data helped to answer many business questions. 
We also combined the behavior data with the purchase 
data in order to investigate the relationship between 
them. We formulated the problem as a multi-class clas-
sification task, and employed LSTM and XGBoost algo-
rithms. We introduced a novel data modeling approach 
that captures both the sequence of department visits 
and the duration of those visits.

Most studies in the literature that apply machine 
learning algorithms to analyze customer behavior data 
rely on data collected using RFID technology. More 
importantly, many of these studies focus on a single 
department within a store, whereas our study utilizes 
data from 18 departments. For instance, Zhao et al. [13] 
proposed a sequential classification-based model that 
integrates RFID data with point-of-sale (POS) data to 
classify and identify consumers’ purchasing behavior, 
but their analysis was limited to a specific island area 
of a supermarket. Similarly, Zuo et al. [14] combined 
RFID-based customer visit data with POS transactions 
in a Japanese supermarket, focusing solely on the fish 
section. Extending this approach, Zuo et al. [15] placed 
RFID tags on shopping carts and installed receptors 
beneath store shelves to track customers' real-time in-
teractions with different product aisles, though their 
study was confined to the bread section.

There are also studies that employ classification al-
gorithms to analyze customer behavior in the e-com-
merce domain. For example, Li [16] utilized custom-
ers’ past product browsing activity data to construct a 
classification model based on the XGBoost algorithm 
to predict the customer purchasing behavior in the 
e-commerce domain. Similarly, Park et al. [17] applied 
the same algorithm to predict the product a customer 
would purchase based on their browsing activity. 

Our study differs from existing literature by incorporat-
ing sequential data into the classification task. Addition-
ally, we introduce a novel modeling approach that inte-
grates both sequential data and numerical duration infor-
mation. Furthermore, rather than focusing on a single de-
partment, we utilize data from 18 departments, enabling 
a comprehensive analysis across the entire dataset. 

3.	 METHODOLOGY

In this section, we first describe the BLE beacon instal-
lation process within the retail store. Next, we outline 
the localization and data collection procedures. Finally, 
we detail the data modeling approach employed and 
the machine learning algorithms applied in this study.

3.1.	 Beacon Installation and Data 
	 Collection

Noise Filtering Process: Beacons transmit signals at 
regular intervals using Bluetooth Low Energy (BLE) 
technology. In this study, the system includes two 
types of beacons: shelf beacons and cart beacons. Shelf 
beacons act as transmitters, emitting signals within a 
defined area and sending them to nearby devices. Cart 
beacons function as receivers, capturing and recording 
signals emitted by the shelf beacons that correspond 
to the aisle where the customer’s cart is located. This 
setup enables the system to accurately track the cus-
tomer’s location within the store.

Fig. 1. The relationship between RSSI values and 
distance

The Received Signal Strength Indicator (RSSI) value, 
measured in decibels (dB), represents signal strength 
and is used to estimate the distance between a device 
and a beacon. As the distance between the transmit-
ting beacon and the receiving device increases, the 
RSSI value decreases (becomes more negative) due to 
signal attenuation, a phenomenon where the signal’s 
energy dissipates over distance. Fig. 1 illustrates how 
RSSI values vary with distance. RSSI data obtained from 
beacon devices provides a measure of signal strength; 
however, it is susceptible to environmental factors. 
This phenomenon, known as noise, can cause fluctua-
tions in signal strength, reducing accuracy. Noise may 
originate from various sources, such as other electronic 
devices, structural obstacles (e.g., walls and shelves), 
human crowds, and even continuous variations in the 
distance between the beacon and the receiver.

The optimal placement of transmitter beacon devic-
es on store shelves, which communicate with receiver 
beacon devices in customers’ shopping carts, is crucial 
for ensuring effective communication. Extensive ex-
periments were conducted in a controlled physical en-
vironment to determine the optimal signal range while 
minimizing interference from environmental noise. 
Table 1 summarizes the data collected by receiver bea-
cons during the experimental visits.

Volume 16, Number 6, 2025



488 International Journal of Electrical and Computer Engineering Systems

Table 1. Experiments to determine the RSSI filter value

Id RSSI Filter 
(dB)

Beacon 
Region

Interaction 
Duration

Diff  
Time

D1 -84 Lighting 1727 899

D1 -84 Promo 1727 899

D2 -82 Lighting 1160 922

D2 -82 Promo 1160 922

D3 -80 Lighting 402 437

D3 -80 Promo 402 437

Two departments, namely Lighting and Promo, were 
visited three times during the experiments. D1, D2, 
and D3 represent these visits, each conducted under 
different RSSI filter values. The Interaction Duration col-
umn indicates the total time the beacon received sig-
nals from transmitter beacons in the surrounding area, 
while the Diff Time column reflects the duration the 
beacon received signals irrespective of the number of 
beacons nearby. In the experimental visit D1 with a fil-
ter value of −84 dB, the Interaction Duration value was 
significantly higher than the Diff Time value. This dis-
crepancy suggests that the beacon was receiving noisy 
signals from beacons installed in other departments. In 
contrast, experimental visit D3 with a filter value of −80 
dB yielded similar values for Interaction Duration and 
Diff Time, indicating minimal noise interference. Thus, 
a filter value of −80 dB was determined to be optimal 
for this environment.

Beacon Localization: After determining a noise filter 
value of −80 dB, the distance between any two beacons 
needed to be defined. Since the areas of the depart-
ments varied, the number of beacons installed in each 
department also differed. For a given department, bea-
con placement was performed manually by measuring 
signal strength as follows: The tangent point was iden-
tified as the location where the RSSI value, measured 
while moving away from the first beacon, dropped to 
the predefined threshold of −80 dB. From this tangent 
point, a second beacon was gradually moved forward, 
with its signal strength at the tangent point continu-
ously measured. Once the measured value dropped 
below the threshold, the beacon was fixed at its current 
position. Subsequent devices were positioned similar-
ly, ensuring that their coverage areas were tangent to 
one another. Care was taken to ensure that blind spots 
- areas not covered by any beacon- did not exceed 2 
meters. Depending on the department, beacons were 
placed approximately 8 to 14 meters apart. In total, 99 
beacons were installed to provide coverage for an area 
of approximately 4,800 square meters.

Data Collection: As a shopping cart equipped with a 
beacon moves around the store, it records the MAC ad-
dresses of the beacons it interacts with, along with the 
interaction start and end times, connection durations, 
and RSSI values. This data is stored in the database, 
with the MAC addresses used to identify the depart-
ments visited by the cart, thereby mapping the shop-
ping route. Checkout beacons and gateways were em-

ployed to match carts with specific checkout counters. 
Once these cart-checkout matches were established, 
cart-receipt pairings were conducted to associate the 
shopping route data with the corresponding purchase 
details for each cart. 

 This process allowed the data collected from a cus-
tomer’s cart beacon during their in-store journey to be 
matched with their shopping details and stored in the 
database for further processing. At the end of each day, 
the data was inspected for noise. To clean this noisy data, 
beacon connection  durations and RSSI value informa-
tion were analyzed. Finally, the departments visited dur-
ing each trip were identified using the MAC addresses 
of the shelf beacons. This process is illustrated in Fig. 2.

Fig. 2. Illustration of the steps in the data collection 
and analysis phase

3.2.	 Dataset

Dataset Format: This study primarily utilizes two 
types of tables to store customer data. The first table, 
illustrated in Table 2, records customer visit data. Each 
customer visit begins with a signal from the entrance 
beacon and concludes with a signal from the register 
beacon. 
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Table 2. Customer behavior Data

User id Session 
id Time Dep. id Duration 

(min.)

U1 S1

2023-07-31 
15:00:10 Entrance 0

2023-07-31 
15:00:10 A 9

2023-07-31 
15:09:20 D 21

2023-07-31 
15:30:05 Z 5

2023-07-31 
15:35:05 Register 0

U2 S1

2023-07-31 
15:01:10 Entrance 0

2023-07-31 
15:01:10 B 14

2023-07-31 
15:15:20 E 25

2023-07-31 
15:40:30 F 10

2023-07-31 
15:50:30 Register 0

... ... ... ... ...

The data collected from cart beacons undergo pre-
processing steps to remove irrelevant information. For 
instance, if a customer merely passes through a depart-
ment without spending time there, the beacon signals 
for that department are excluded. Table 2 provides an 
example with two visit sessions performed by two dif-
ferent customers. Customer U1 initially visits depart-
ment D, spends 9 minutes there, and then proceeds to 
department Z. 

The second type of data pertains to customer point-
of-sale (POS) information, as shown in Table 3. Each row 
represents the POS data for a single customer visit, in-
cluding the products purchased during that session and 
the total amount spent. To derive meaningful insights 
from customer behavior, the POS data table is combined 
with the customer visit data table. All subsequent analy-
ses are conducted using this integrated dataset.

Dataset Details: In this subsection, we present details 
about the real-world data collected from a selected 
branch of the home improvement company. The data-
set includes customer data recorded between January 
9, 2024, and June 10, 2024. Due to a limited number of 
available shelf beacons, the study focused on 18 select-
ed departments: Lighting, Window Deco, Floor Deco, 
Wall Deco, Bathroom Accessories, Tiles, Kitchen Acces-
sories, Gardening, Hardware, Heating, Tools, House-
ware Storage, Plumbing, Paint, Taps, Furniture, Elec-
trical, and Hard Flooring. Although the entrance and 
register are not considered departments, they are in-
cluded in each visit’s data. After completing data clean-
ing and preprocessing phases, the combined dataset, 
illustrated in Fig. 3, was created. The column labeled 
checkout receipt id was used to merge the customer 
visit data with the POS data. For instance, the row with 
a checkout receipt id value of 316507 indicates that the 
customer visited six departments. The 'categories' col-

umn in the merged dataset table contains department 
IDs. The 'categories_x' column originates from the cus-
tomer visit data table and represents the departments 
visited by a customer, while the 'categories_y' column 
comes from the POS data and indicates the depart-
ments where the customer made purchases.

Table 3. Customer POS Data

User id Session id Time Dep. id Duration 
(min.)

U1 S1 2023-07-31 
15:35:05

P1, P1, P8, 
P9, P70 122

U1 S2 2023-07-31 
15:50:30

P4, P16, 
P16 36

U2 S1 2023-08-02 
14:15:50 P2 50

... ... ... ... ...

The sequence in which these departments were vis-
ited is preserved in the table, along with the duration of 
the visit (in seconds) for each department. Instead of list-
ing specific product names, the table includes the prod-
uct categories purchased during the visit. This category 
information was used to map purchases to correspond-
ing department names. In the example row, the custom-
er visited departments with category IDs 49, 7, 47, 200, 
54, and 300 but made purchases only in the department 
with category ID 49. The purchase amounts associated 
with each category are also provided, enabling the to-
tal purchase amount to be easily computed. During the 
data collection process, no customer identity-related in-
formation was collected; therefore, the data may include 
multiple visits from the same customer. The final com-
bined dataset comprises 1,447 rows, each representing 
a distinct customer visit session. 

3.3.	 Classification Algorithms

In this study, we have used two well-known classi-
fication approaches comparatively. The first method 
we employ is a Long Short-Term Memory (LSTM) net-
work, which is a specialized type of Recurrent Neural 
Networks (RNNs). RNNs are a class of neural networks 
designed to process sequential data by maintaining 
a hidden state that captures temporal dependencies. 
LSTM networks, a specialized type of RNN, address the 
vanishing gradient problem by incorporating gating 
mechanisms, namely, input, output, and forget gates 
to selectively update and retain information over long 
sequences [18]. 

While a single-layer LSTM effectively captures sequen-
tial dependencies, its ability to extract complex hierar-
chical features is limited. To enhance performance, re-
searchers often use stacked LSTMs (deep LSTMs), where 
multiple LSTM layers are stacked, with the hidden state 
of one layer serving as the input to the next. Another 
variant, the Bidirectional LSTM (BiLSTM), improves per-
formance by processing sequences in both forward and 
backward directions. LSTMs are widely used in tasks such 
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as time-series forecasting, natural language processing, 
and sequence classification due to their ability to model 
long-term dependencies effectively.

The second method that we employ is Extreme Gra-
dient Boosting (XGBoost), which is a scalable and ef-
ficient implementation of gradient-boosted decision 
trees, designed for both classification and regression 
tasks [19]. It employs advanced regularization tech-
niques like Lasso regression (L1 regularization) and 
Ridge regression (L2 regularization) to prevent overfit-
ting and uses an optimized gradient descent approach 
to minimize loss iteratively. Traditional boosting algo-
rithms, such as Gradient Boosting Machines (GBM), op-
timize the loss function using first-order gradient infor-
mation. In contrast, XGBoost improves upon this by in-
corporating second-order gradient information, which 
includes both the gradient (first derivative) and the 
Hessian (second derivative). This allows for better ap-
proximation of the loss function. XGBoost is renowned 
for its speed and accuracy in handling structured data 
and has been widely adopted in machine learning 
competitions and real-world applications.

In this study, we formulate our problem as a multi-
class classification task, aiming to predict customer 
sales volumes based on their store visit data. Input vec-
tors representing customer visits were constructed us-
ing two distinct modeling approaches, each of which is 
detailed in this section.

Model 1: The dataset used in this study captures in-
store customer behavior along with Point-of-Sale (POS) 
data. Each row represents a unique shopping session 
associated with a checkout receipt ID. For instance, 
the first row (Receipt ID: 321787) indicates that the 
customer visited 8 departments during their session. 
The sequence of department visits in this example is 
as follows: 200, 49, 300, 36, 300, 54, 60, and 54. Each 
department is represented using an 18-dimensional 
vector derived from one-hot encoding. Since there are 
18 unique departments in total, each department is 
assigned a unique integer ID ranging from 0 to 17. Ex-
amples of department encoding are shown in Table 4. 

Table 4. Model 1 Input Representation

Dep. Name Id One-Hot Encoding

Kitchen Accessories 0 [1, 0, 0, 0, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 0, 0, 0, 0, 0]

Heating 1 [0, 1, 0, 0, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 0, 0, 0, 0, 0]

Model 2: Model 1 preserves the department visit or-
der; however, it does not consider the duration of the 
visit. In Model 2, the duration of stay in each depart-
ment is incorporated into the encoding process. A rep-
etition interval of 100 seconds was defined to model 
department visit durations. The total visit duration for 
each department was divided by this interval to deter-
mine the number of repetitions as shown in Table 5.

Table 5. Model 2 Input Representation

Dep. Id Visit Dur. (sec.) Repetition 
Interval (100s)

Transformed 
Sequence

54 222 3 [54, 54, 54]

37 36 1 [37]

18 110 2 [18, 18]

Each customer session consists of a sequence of de-
partment visits. The encoded one-hot vectors for each 
visited department are concatenated to create the in-
put representation. For example, a session with the se-
quence: “Kitchen Accessories → Gardening → Tools → 
Hardware → Tools” would be represented as a matrix 
of dimensions 5 × 18. All input vectors were padded to 
match the length of the longest session. The maximum 
observed session length is 56 departments. Shorter 
sessions were padded with the following zero vector:

[0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]

Thus, each session is represented as a 56 × 18 ma-
trix. As the dataset contains a total of 1,447 shopping 
sessions, the complete dataset is represented as a 3-di-
mensional matrix with dimensions (1447, 56, 18) after 
encoding and padding. 

Fig. 3. Combined data table where each row refers to a single customer session behavior and POS data
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After transforming the sequences based on durations, 
the same one-hot encoding and padding steps as in 
Model 1 were applied. For example, a session with depart-
ment IDs [54, 37, 18] and durations [222, 36, 110] would 
be transformed into: [54, 54, 54, 37, 18, 18, 50, 50]. The final 
input is a padded matrix with dimensions 56 × 18.

The duration-adjusted dataset contains 1,447 ses-
sions with a maximum transformed session length of 
119 departments. The complete input matrix dimen-
sions are: (1447, 119, 18)

This enhanced encoding approach ensures that both 
visit order and duration are captured effectively, provid-
ing a richer representation for sequential modeling tasks.

4.	 RESULTS AND DISCUSSION

In this section, we first analyze the customer data, in-
cluding both visit data and POS data, to derive mean-
ingful insights. Subsequently, we present a comparative 
evaluation of the LSTM and XGBoost algorithms using the 
two models described in Section 3. 

Fig. 4. Department visit duration average and 
standard deviation

4.1. Correlation Analysis

We present the visit duration statistics for each de-
partment in Fig. 4. Notably, the ’Lighting’ department 
has the highest average visit duration among all de-
partments. However, it also exhibits the greatest stan-
dard deviation, indicating substantial variation in the 
time customers spend in this section. This suggests 
that while some customers may spend considerable 
time in the ’Lighting’ department, others may pass 
through more quickly, resulting in a wide range of visit 
durations. 

The purchase amount statistics for each department 
are detailed in Fig. 5. The ’Lighting’ department has the 
highest average shopping amount, making it the top-
performing section in this regard. Conversely, the ’Taps’ 
department shows a notably high standard deviation, 
suggesting considerable variability in the prices of pur-
chases made in this section.

Fig. 5. Department sales amount average and 
standard deviations

To examine the relationship between the duration of 
stay in each department and the corresponding pur-
chase amount, we conducted a correlation analysis us-
ing Pearson correlation coefficients. A high correlation 
coefficient indicates a positive relationship between 
the time spent in a department and the purchase 
amount. As shown in Fig. 6, the Floor Deco, Paint, and 
Taps departments exhibit a strong positive correlation, 
where increased time spent is associated with higher 
recorded shopping amounts.

Fig. 6. Correlation between visit duration and 
purchase amount

4.2.	 Visualization

Heatmaps were utilized to visualize the most visited 
corridors better within the beacon installed areas of the 
store. The heatmap, based on beacon data collected 
on June 1, 2024, is shown in Fig. 7. Five different colors 
were employed on the map: light yellow represents the 
least dense corridors, while dark red indicates the most 
dense corridors. We have also created a network graph 
shown in Fig. 8 using the information from the entire 
dataset as follows:
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•	 Each node represents a department.

•	 The size of each node corresponds to the total time 
spent in that department.

•	 An edge is drawn between departments with tran-
sitions, with edge weights determined by the num-
ber of transitions.

•	 The color of each node corresponds to the total 
shopping amount recorded in that department.

The network graph indicates that the most frequent 
transitions occur between the Lighting and Window 
Deco departments. The Lighting department, repre-
sented in the darkest color, records the highest total 
shopping amount and is also the department where 
the most time was spent overall. Similarly, the Garden-
ing department shares comparable characteristics with 
the Lighting department in terms of total time spent 
and total shopping amount.

4.3.	 Multi-class Classification

We approached the problem as a multi-class classifica-
tion task, where the total purchase amount at the end 
of each visit session was categorized and used as the re-
sponse variable. Following the methodology in [13], we 
carefully analyzed statistical distributions and the histo-
gram of total sales amounts (Fig. 9) to define appropriate 
category boundaries. Accordingly, three distinct catego-
ries for total sales were defined as follows:

•	 0 - Low volume: (0, 1000)

•	 1 - Medium volume: [1000, 10000)

•	 2 - High volume: [10000, 100000)

We applied both algorithms to the input data gener-
ated using Model 1, which preserves the order of de-
partment visits but does not account for visit duration. 

Fig. 7. Heatmap that shows the most visited corridors on 01.06.2024
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Fig. 9. Total sales data descriptive statistics and the 
histogram

The dataset was split into 80% for training and 20% for 
testing, and the classification performance of each meth-
od was evaluated in terms of the accuracy under various 
hyperparameter settings. The results for Model 1 and 
Model 2 are presented in Table 6 and Table 7, respectively. 

Table 6. Model 1 performance comparison of LSTM 
and XGBoost under different hyper-parameter 

settings

Model Configuration Loss Accuracy (%)

LSTM1 nl: 1; shl: 128; lr: 0.001; ni: 100; bs: 8 0.79 54.83

LSTM2 nl: 2; shl: 128; lr: 0.001; ni: 100; bs: 8 0.79 54.83

LSTM3 nl: 2; shl: 256; lr: 0.001; ni: 100; bs: 8 0.79 54.83

LSTM4 nl: 2; shl: 512; lr: 0.001; ni: 100; bs: 8 0.79 54.83

XGB1 ne: 2; maxd: 2; lr: 0.1 - 46.21

XGB2 ne: 3; maxd: 2; lr: 0.1 - 46.9

XGB3 ne: 2; maxd: 3; lr: 0.1 - 53.1

XGB4 ne: 3; maxd: 3; lr: 0.1 - 46.21

Fig. 8. In the network graph, each node refers to a department and the size of a node corresponds to the 
total time spent in that department. The darker color refers to a department with a larger total purchase. 
The edges represent the transitions from one department to another, while the edge color refers to the 

frequency of that transition

Table 7. Model 2 performance comparison of LSTM 
and XGBoost under different hyper-parameter 

settings

LSTM Loss Accuracy (%) XGBoost Accuracy (%)
LSTM1 0.79 54.83 XGB1 57.93

LSTM2 0.79 54.83 XGB2 57.24

LSTM3 0.79 54.83 XGB3 56.9

LSTM4 0.8 54.83 XGB4 57.59

The results state that the best LSTM model achieves 
an accuracy of 54.83% whereas XGB achieves 53.1% for 
model 1. When it comes to model 2, the results state that 
XGB achieves a better accuracy than LSTM.

As the initial results were inconclusive, we conduct-
ed additional experiments using a modified version 
of the dataset. Specifically, we removed departments 
with visit durations of less than 30 seconds in each visit 
sample. While this adjustment did not reduce the num-
ber of samples, it altered the composition of each visit 
by filtering out short-duration departments. Both algo-
rithms were then applied to each data model.

Additionally, we repeated the experiments after fur-
ther refining the dataset by excluding departments 
with visit durations of less than 60 seconds. The results, 
presented in Table 8, indicate that when using the re-
fined dataset with a 60-second threshold, LSTM models 
achieved the highest accuracy. This cleaner dataset al-
lowed LSTM models to better capture data character-
istics, leading to improved learning. Notably, the loss 
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trajectory of LSTM models on this refined dataset dif-
fered significantly from that observed on the original 
noisy dataset, as illustrated in Fig. 10. 

When comparing Model 1 and Model 2 in terms of 
their impact on algorithm learning, the results suggest 
that this enhanced data representation did not posi-
tively affect classification accuracy. While a richer data 
representation appeared to improve XGBoost’s perfor-
mance on the noisy dataset, the same effect was not 
observed when using the cleaned dataset.

Table 8. Accuracy comparison of the algorithms 
on each of the models using different visit duration 

thresholds

Model
visit duration<30 removed visit duration<60 

removed
Model 1 
Acc. (%)

Model 2 Acc. 
(%)

Model 1 
Acc. (%)

Model 2 
Acc. (%)

LSTM1 54.83 54.83 58.28* 54.83

LSTM2 54.83 55.86 54.83 54.83

LSTM3 54.83 54.83 56.55 55.17

LSTM4 54.83 54.83 54.83 55.17

XGB1 55.8 56.55 53.79 54.14

XGB2 55.5 56.2 55.17 53.4

XGB3 54.48 55.52 53.45 53.4

XGB4 52.7 54.14 52.76 54.48

Fig. 10. LSTM loss curve for model 1 when 
departments with duration <60 secs are ignored

LSTM models appear to have a stronger learning ca-
pability than XGBoost for the sequential data used in 
this study. Throughout the data collection period, a 
total of 1,447 beacon sessions with valid in-store visit 
and POS data were gathered. We believe that with a 
larger dataset, LSTM models could achieve even better 
performance, further enhancing their ability to capture 
meaningful sequential patterns.

5.	 CONCLUSION

In this study, we aimed to observe the in-store behav-
ior of customers at a home improvement retail company. 
Customer in-store visit data was collected using Bluetooth 
Low Energy (BLE) beacon devices installed on shelves and 
shopping carts within the selected store. Cart beacons 

functioned as receivers, capturing and recording signals 
from the shelf beacons. Beacons were strategically placed 
on store shelves to ensure complete coverage, leaving no 
blind spots. To cover 18 departments spanning approxi-
mately 4,800 square meters, 99 beacons were deployed. 
The duration of stay in each department, the sequence of 
visits, and the exact visit date and time were recorded in 
a database. Signals recorded by cart beacons were used 
to identify the departments where customers spent time, 
providing valuable insights into customer profiles that 
can inform marketing decisions.

The correlation analysis revealed a positive relation-
ship between the duration of stay and the purchase 
amount, particularly in the Floor Deco, Paint, and Taps 
departments. This information can be leveraged to im-
plement strategic actions, such as expanding these ar-
eas or assigning sales assistants to these departments, 
particularly on specific days of the week. Additionally, 
we visualized the entire store's data over a given time 
period using a network diagram. This diagram high-
lights the departments with the highest sales amounts 
and longest visit durations while also illustrating cus-
tomer flow between departments. This visualization 
provides store managers with a comprehensive over-
view of in-store behavior, enabling data-driven deci-
sions for optimizing department layouts. Furthermore, 
insights from customer flow patterns can be leveraged 
to design targeted marketing campaigns, enhancing 
the overall shopping experience and sales effectivene

To explore the relationship between in-store behav-
ior and purchase data, we formulated the problem 
as a multi-class classification task and employed two 
machine learning models namely, Long Short-Term 
Memory (LSTM) networks and Extreme Gradient Boost-
ing (XGBoost), for comparative analysis. Experiments 
were conducted on both the original noisy dataset and 
a cleaned version, using two distinct data modeling 
approaches. The first approach utilized only sequential 
department visit data, while the second model incor-
porated visit duration information into the sequence 
representation. The results indicate that both algo-
rithms achieved similar accuracy on the noisy dataset 
across both data representations, suggesting that add-
ing duration information did not enhance learning. 
However, when trained on the cleaned dataset, where 
short-duration department visits were removed, LSTM 
models demonstrated superior performance, high-
lighting their ability to better capture meaningful se-
quential patterns under refined data conditions

These findings underscore the potential of BLE bea-
con technology for gaining deeper insights into cus-
tomer behavior, optimizing store layouts, and enhanc-
ing personalized marketing strategies. By analyzing 
in-store movement patterns, retailers can refine prod-
uct placements, streamline customer journeys, and im-
prove overall shopping experiences. In future work, we 
plan to collect additional customer visit session data 
and repeat the experiments with a larger dataset. 
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