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Optimized Triple-Slot Patch Antenna with 
Electromagnetic Band Gap Structures for 
Enhanced Performance

497

Original Scientific Paper

Abstract – This paper presents an antenna integrated with an Electromagnetic Bandgap (EBG) structure to enhance its radiation 
performance compared to a conventional antenna. MEBG (Mushroom EBG) and EEBG (Edge via EBG) structures are analyzed, integrating 
MEBG with the triple-slot patch antenna, which demonstrates superior performance. Using the same conventional dimensions, the proposed 
antenna achieves a gain of 6.15 dB, a directivity of 7.51 dB, and a return loss of 37 dB at 5.2 GHz, providing a 1.92 dB gain improvement over 
the conventional design. This design is simulated using the HFSS software. The measurement results are validated with simulation results. 
The fabricated, compact antenna can be used for IoT applications at 5.2 GHz. 
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1.	 	INTRODUCTION

Today, with the evolution of wireless communication 
technologies, billions of IoT devices are connected to 
the internet, exchanging information wirelessly [1]. The 
key requirement for these systems is the integration of 
compact, high-performance antennas to ensure reli-
able data transfer [2]. Antennas are the primary compo-
nents used to transmit or receive information in wire-
less communication, making their design a vital factor 
in optimizing IoT connectivity. Microstrip patch anten-
nas are preferred in wireless applications since they are 
lightweight, small, easy to fabricate, and adaptable to 
feeding networks [3].

There is a high demand for IoT applications, hence, 
research is being put forth for compact, high-gain an-
tenna designs that can serve longer distances with im-
proved bandwidth. However, conventional microstrip 
patch antennas suffer from low gain and low band-
width. In the literature, several strategies have been 
applied to antennas to improve their radiation charac-

teristics, making them appropriate for IoT applications. 
In [4], an L-slotted patch antenna is designed for IoT ap-
plications at 2.4 GHz. Improved patch antenna perfor-
mance is achieved by incorporating slots in the patch 
to enable operation at 868 MHz for IoT applications 
[5]. A pixel antenna array is designed for high-gain IoT 
applications [6].  The U-slot microstrip antenna is de-
signed for IoT applications [7]. DGS, combined with 
slots in patch antenna, is used for IoT applications [8]. 
However, designing compact antennas for effective in-
tegration with IoT devices is challenging. 

Designing antennas on high permittivity substrates 
results in compact sizes, but it introduces challenges 
related to the generation of surface waves [9]. Patch 
antenna performance can be significantly affected by 
surface waves travelling along the interface between 
metal and dielectric boundaries. This dispersion causes 
distortion in radiation patterns and leads to multipa-
th interference, resulting in issues like deep nulls, in-
creased back lobe radiation, reduced gain, and overall 
decreased performance [10].
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A powerful and widely adopted technique for mitigat-
ing surface waves is the use of Electromagnetic Band 
Gap (EBG) structures. EBG structures are defined as “ar-
tificial periodic objects that prevent the propagation of 
electromagnetic waves in a specified range of frequen-
cies for all incident angles and polarization states” [11]. 
Due to their unique bandgap features, these are consid-
ered a special type of metamaterial. Additionally, EBGs 
exhibit high-impedance surface properties and artificial 
magnetic conductor (AMC) behavior, making them valu-
able in antenna engineering and microwave circuits. 
EBGs are classified based on their geometry into 1D, 2D, 
and 3D types. Mushroom EBGs (MEBGs) are the most 
popular choice in two-dimensional structures for effec-
tively reducing surface waves.  As discussed in the litera-
ture, novel EBG structures are integrated with antenna 
configurations to enhance performance. Improved iso-
lation and lower radar cross-sections are achieved with 
frequency-selective surfaces in MIMO antennas [12]. 
TVDS-EBG is implemented for bandwidth enhancement 
of the UWB monopole antenna [13]. Isolation improve-
ment in dual-band meander lines has been achieved us-
ing split EBG in multiple antenna systems [14].

In particular, several EBG structures are employed to in-
crease the gain of the patch antenna. Mushroom-like EBG 
structures are integrated with patch antennas to enhance 
performance at 28 GHz [15]. Improved patch antenna 
performance for C-band applications is achieved by incor-
porating mushroom EBGs, which successfully suppress 
surface waves at 6 GHz [16]. A polarization-dependent 
metamaterial surface made of EBG structures provides 
high-gain, low-RCS patch antenna at 3.25 GHz [17]. Re-
ducing the propagation modes of surface waves, thereby 
enhancing the gain of a patch antenna is achieved by in-
tegrating an I-shaped EBG structures with antenna [18]. 
Gain enhancement for a patch antenna fed by a coaxial 
probe is achieved through the utilization of L-slotted EBG 
structures at 5.8 GHz [19]. Performance improvement in 
terms of gain and radiation pattern of patch antennas is 
accomplished by using steps like EBG at 5.8 GHz [20]. Frac-
tal-shaped EBG is utilized for gain enhancement of patch 
antennas and improves the directionality by successfully 
suppressing the surface waves [21].

From the above-mentioned literature, it is noted that 
improving the antenna performance requires a larger 
number of EBG cells, leading to increased design com-
plexity. However, for specific IoT applications, antenna 
design requires high directivity without increasing the 
size operated to a particular band. The proposed an-
tenna incorporates a triple-slot design integrated with 
MEBGs, resulting in a substantial gain improvement.  
While this design is simple, the triple-slot configuration 
is combined with a minimal number of MEBGs with 
improved performance. The results, validated through 
both simulation and fabrication, demonstrate that this 
approach provides an optimized balance between per-
formance enhancement and design simplicity, making 
it suited for IoT-enabled wireless applications.

2.	 ANTENNA DESIGN WITH EBG STRUCTURES

This section improves the gain by incorporating EBG 
cells around the patch antenna at the resonant fre-
quency of 5.2 GHz.

2.1. REFERENCE ANTENNA DESIGN

A basic microstrip antenna with a rectangular patch 
is designed to operate at 5.2 GHz. The radiating patch 
is mounted on an FR-4 substrate with a height of 1.6 
mm. A microstrip feed line is contacted directly to the 
patch. Basic antenna dimensions are calculated using 
equations and tabulated in Table 1, and the layout is 
displayed in Fig. 1. This antenna serves as a reference to 
compare the performance with the proposed configu-
rations in the subsequent section [22]. 

Fig. 1. Design of conventional microstrip patch 
antenna

Table 1. Specifications of conventional antenna

Parameters Dimensions (mm*mm)
Substrate 35.9 * 58.9

Ground 35.9 * 58.9

Patch 12.56 * 17.56

Lim  * Wim 7.29 * 0.723

Ltl * Wtl 14.59*3.059

Another modified antenna incorporates slots in a 
conventional patch antenna to improve performance. 
This modified antenna has three rectangular slots that 
are each 6 by 2 mm² in size. A triple-slot patch antenna 
layout is depicted in Fig. 2.

Fig. 2. Triple-slot patch antenna design
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2.2.	 DESIGN AND ANALYSIS OF EBG UNIT CELL

This study includes designing and analyzing both 
Mushroom EBG (MEBG) and Edge via EBG (EEBG) struc-
tures. Initially, EBG unit cell characteristics are thor-
oughly explained, and later, the design and analysis of 
both EBG cells are explored in this section.

Basic EBG structures are typically arranged periodically 
and include four main parts: a metallic patch, a ground 
plane, a substrate, and a vertical connecting rod extend-
ing through the substrate. These periodic EBG structures 
act as high-impedance surfaces, effectively preventing 
surface waves from entering inside a specific bandgap. 
Analysis of a larger array is quite challenging; a simple 
way to find the characteristics is by applying the periodic 
boundary condition (PBC) to a unit cell. When the period-
icity of the EBG structures is shorter than λ (wavelength), 
they are referred to as lumped elements (LC) [23]. It func-
tions as a parallel resonance LC filter. An LC filter can ex-
hibit the characteristics of the EBG structure. The presence 
of vias is crucial in the formation of the well-known two-
dimensional mushroom EBG (MEBG). In MEBG, a central 
via connects the patch to the ground plane. This enables 
the current to flow, producing inductance (L) and capaci-
tance (C) between the metal planes and the dielectric. The 
periodic arrangement of MEBG, along with the equivalent 
circuit diagram, is illustrated in Fig. 3.

(a) (b)

(c)

Fig. 3. MEBG unit cells (a) top view (b) side view  
(c) equivalent circuit

The L and C values determine the frequency band 
gap, resonant frequency, and surface impedance. 
These parameters are calculated using the following 
formulae [24].

(1)

(2)

(3)

(4)

Based on the parameters of EBG, which include patch 
width (w), gap between cells (g), and substrate thick-
ness (h), operating frequency and forbidden band-

gap are determined. Equation (4) shows that at the 
resonant frequency, the EBG creates a high-impedance 
state, which blocks surface waves [25].

In the case of EEBG, the via is moving from the center 
to the border of the patch. The arrangement of EEBG is 
shown in Fig. 4. Via routes from the center to the edge, 
it extends the electrical path to carry out the high im-
pedance transformation [26].

(a) (b)

Fig. 4. EEBG unit cells (a) front view (b) side view

Both the MEBG and the EEBG are designed to achieve 
an operating frequency of 5.2 GHz, utilizing HFSS soft-
ware for implementation. In both scenarios, the unit cell 
of the metallic patch features a square configuration. The 
metallic patch for both MEBG and EEBG is mounted on an 
FR-4 substrate with a height of 1.6 mm. This simulation is 
conducted using periodic boundary conditions (PBCs), 
which effectively replicate an infinitely periodic structure 
on all four sides of the cell, as shown in Fig. 5 for MEBG 
and EEBG. To establish the periodic boundary conditions 
in HFSS, apply master-slave settings to all four sides of 
the unit cell. A perfectly matched layer (PML) composed 
of anisotropic material serves as a boundary at the top of 
the model volume to prevent reflections and ensure the 
effective absorption of outgoing electromagnetic waves. 
The observation plane is positioned at a height nearly ten 
times greater than the substrate height to reduce the ef-
fects of higher-order modes in the results of the EBG unit 
cell [27]. Using a floquet port in HFSS, plane waves are in-
cident from the top of the EBG cell.

The optimized MEBG and EEBG designs operate at 5.2 
GHz. MEBG has a patch width of 8.7 mm, a via radius of 
0.2 mm, and a 0.3 mm gap, while EEBG features a 5.4 mm 
patch width, a 0.3 mm via radius, and a 0.6 mm gap. 

Fig. 5. Simulation setup (a) MEBG unit cell  
(b) EEBG unit cell

(a) (b)
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The forbidden band characteristics and operating 
frequency for these structures are determined by ei-
ther the reflection phase or the dispersion diagram. 
A dispersion diagram interprets the relation between 
wave frequencies and wave numbers. In the case of the 
reflection phase, the phase of surface impedance var-
ies concerning frequency from 180° to -180°. AMC fea-
tures appear in the range of 90° to -90°, where surface 
currents shift phase to support antenna currents, creat-
ing a stopband. Fig. 6 illustrates the reflection phase of 
both MEBG and EEBG.

Fig. 6. Reflection phase vs frequency 
for MEBG and EEBG

From Fig. 6, both the EBGs having a 0° reflection are 
at 5.2 GHz. The band gap of MEBG is exhibited at 4.78-
5.65 GHz. Whereas EEBG exhibits a bandgap around 
4.91-5.47 GHz. Compared to MEBG, EEBG exhibits a 
narrow bandwidth; it shows nearly a 6% decrement in 
the band gap.

2.3.	 INTEGRATION OF EBG WITH ANTENNA

In this section, different proposed configurations of 
antennas are integrated with EBG unit cells while main-
taining the same dimensions.  For all the configura-
tions the substrate dimensions are 40.8*50.5*1.6 mm³.  
These configurations include a conventional antenna 
with EEBG, a conventional antenna with MEBG, a triple-
slot antenna with EEBG, and a triple-slot antenna with 
MEBG, as shown in Fig. 7.

The first configuration is designed by incorporating 
EEBG cells around a conventional antenna. The patch di-
mensions are not changed, and feeding is also the same 
as that given by the edge feed technique. The gap be-
tween EBG cells is kept at 3 mm, and 19 EEBG cells are 
positioned on the same substrate, as shown in Fig. 7(a).

The second configuration consists of the conventional 
patch, surrounded by MEBG unit cells, which forms a 
new design known as the conventional patch antenna 
with MEBG. The gap between EBG cells is kept at 1 mm, 
and 12 MEBG cells are positioned on the same substrate. 
The layout of this new antenna is shown in Fig. 7(b).

The third proposed configuration consists of the 
conventional patch antenna with EEBG substituted 
by incorporating a triple slot in the patch. As seen in 

Fig. 7(c), this transformation produces a unique antenna 
known as the triple-slot patch antenna with EEBG. An-
other configuration is that the conventional antenna is 
replaced by a triple-slot patch antenna and surrounded 
with MEBG unit cells. This became a new antenna triple-
slot patch antenna with MEBG, as shown in Fig. 7(d).

(a) (b)

(d)(c)

Fig. 7. Design of proposed configurations 
(a) Layout of conventional patch antenna with EEBG 
(b) Layout of conventional patch antenna with MEBG  

(c) Layout of triple slot patch antenna with EEBG  
(d) Layout of triple slot patch antenna with MEBG

3.	 RESULTS AND DISCUSSION

This section discusses the simulation results of all de-
sign configurations, including the best-performing pro-
totype, which is validated through fabrication results. 

3.1. SIMULATION RESULTS

The design of six different configurations of antennas 
is done using HFSS software. The simulated findings 
are analyzed in this section. The configurations include 
a conventional antenna, a triple slot antenna, a conven-
tional antenna with EEBG, a conventional antenna with 
MEBG, a triple-slot antenna with EEBG, and a triple-slot 
antenna with MEBG. The simulation findings for each 
configuration address basic antenna performance pa-
rameters, including gain, peak directivity, reflection co-
efficient (S11) or return loss, and voltage standing wave 
ratio (VSWR). The quantitative parameters of the differ-
ent antenna configurations are tabulated in Table 2. 
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Simulated return loss curve changes with the fre-
quency for each of the six designs are illustrated in Fig. 
8, where the conventional antenna and its EEBG and 
MEBG are radiated at a 5.2 GHz resonant frequency. 
Whereas a triple-slot antenna and its EEBG and MEBG 
slightly move the operating frequency to 5 GHz be-
cause slots create an additional current path, which 
increases the electrical length of a patch; hence, the 
resonant frequency decreases. The simulated S11 pa-
rameter for each configuration is as follows: -17.8 dB 
(conventional), -25.7 dB (triple slot), -29.3 dB (conven-
tional with EEBG), -20.8 dB (conventional with MEBG), 
-31.3 dB (triple-slot with EEBG), and -37.2 dB (triple-slot 
with MEBG).

An excellent impedance match between the patch 
and feedline is achieved when the triple-slot antenna 
with MEBG exhibits a steep decrease in the reflection 
coefficient when compared to the other configura-
tions. There is an 87% incremental return loss when 
comparing a conventional antenna to a triple-slot an-
tenna with MEBG. According to the VSWR values ob-
tained from Fig. 9, MEBG performs better than EEBG in 
attaining impedance matching, which is a crucial com-
ponent of antenna design. 

Fig. 8. Return loss vs frequency for all antenna 
configurations

Fig. 9. VSWR vs frequency for all antenna 
configurations

The radiation pattern, which describes the transmis-
sion/reception power from an antenna that varies in dif-
ferent directions, gives important information on how 
the antenna is directing the power, polarization, and 
gain properties. The E plane (φ=0°) and H plane (φ=90°) 
of the radiation pattern are simulated for conventional 
and triple-slot antennae as shown in Fig. 10(a), con-
ventional with EEBG and MEBG, as shown in Fig. 10(b).  

E & H plane of triple-slot antenna and it’s with EEBG and 
MEBG, as depicted in Fig. 10(c) and 10(d).

Fig. 10. Radiation plots (a)E, H plane for 
conventional and triple-slot antenna (b) E, H 

radiation planes for a conventional antenna with 
EEBG & MEBG (c) E plane for triple-slot antenna with 

EEBG & MEBG (d) H plane for triple-slot antenna 
with EEBG & MEBG

(a)

(b)

(c)

(d)
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Both the planes of the conventional and triple-slot 
antennas are similar. The addition of slots in the con-
ventional antenna leads to improved gain and re-
duced back lobe radiation. When comparing EEBG with 
MEBG, MEBG further reduces back lobe radiation and 
enhances gain. Fig. 10 illustrates the achievement of a 
unidirectional pattern for the triple- slot antenna with 
MEBG, showcasing improved radiation performance 
compared to EEBG. There is a substantial improvement 
in gain quantity for a triple-slot antenna with an MEBG 
compared with a conventional antenna as depicted in 
Fig. 11(a). When the MEBG cells are included in a triple 
slot antenna, broadside gain is raised from 4.22 dB to 
6.15 dB. The proposed antenna’s gain varies with fre-
quency, as illustrated in Fig. 11(b). The three-dimen-
sional radiation pattern at 5.2 GHz is shown in Fig. 12, 
demonstrating that the realized gain reaches 6.43 dBi.

(a)

(b)

Fig. 11. Gain plot (a) gain varies with spatial 
coordinates for conventional and proposed antenna 

(b) gain varies with frequency for the proposed 
antenna

Fig. 12. The 3-D gain plot of the proposed triple-
slot antenna with MEBG

Table 2. Antenna parameters of all configurations

Antenna 
configurations

S11 
(dB)

VSWR 
(abs)

Gain 
(dB)

Frequency 
(GHz)

Peak 
Directivity 

(dB)

Conventional -17.8 1.29 4.22 5.2 5.3

Triple-slot -25.7 1.12 5.11 4.96 6.64

Conventional 
with EEBG -29.3 1.07 4.63 5.2 6.26

Conventional 
with MEBG -20.8 1.21 5.38 5.2 6.73

Triple-slot with 
EEBG -31.3 1.07 5.31 4.97 6.96

Triple-slot with 
MEBG -37.2 1.03 6.15 4.94 7.51

3.2.	 FABRICATION RESULTS

The best given simulated antenna is a triple-slot an-
tenna with MEBG fabricated with the specifications (εr = 
4.4, h = 1.6 mm, tan δ = 0.02). It features a 50-ohm SMA 
connector attached at the end of the feed line. Mea-
surements are conducted using an Agilent N5247A 
network analyzer, which supports a maximum frequen-
cy of up to 18 GHz. Fig.13 illustrates the front and back 
views of the fabricated antenna along with the mea-
surement setup for return loss analysis. The main chal-
lenge in fabricating MEBG structures is achieving pre-
cise etching, especially in maintaining gap width and 
via placements, which were accomplished using UV 
photoresist etching. Dipping of copper wires into the 
vias increased complexity, resulting in fabrication toler-
ances and measurement errors. Impedance mismatch-
es from SMA connectors were addressed through cali-
brated soldering and VNA testing. These steps ensured 
that the fabricated prototype closely matched simula-
tions, validating the design. The measured and simulat-
ed return loss curves for the triple-slot patch antenna 
with MEBG are presented in Fig.14.

Fig.13. Proposed constructed antenna (a) top view 
(b) rear view (c) measurement setup of fabricated 

antenna with VNA

(a) (b)

(c)
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It appears that the operational frequency of the 
manufactured antenna is merely shifted to 5 GHz from 
5.2 GHz. The fabricated antenna produces a return loss 
of 44.82 dB at an operating frequency of 5 GHz. From 
conventional to fabricated antenna, the return loss is 
increased from 17.8 dB to 44.2 dB.

Fig.14. Plot of simulated vs fabricated results of S11 
w.r.t frequency

Fig. 15 displays the E-plane and H-plane radiation 
patterns for the fabricated antenna measured in the 
anechoic chamber. Both the simulated and developed 
antennas produce and match the far-field radiation pat-
tern of the E and H planes acceptably, and the gain of 
the proposed antenna is 6.15 dB. A minor lobe is slightly 
increased compared with simulation results due to mea-
surement errors. Introducing a conventional slot sur-
rounded by MEBG raises the gain quantity by 1.93 dB 
compared to the conventional antenna, as mentioned 
in the measured gain plot at 5.2 GHz, and efficiency is 
about 70%, as shown in Fig. 19(c). The suggested anten-
na is compact and has better performance. Table 3 com-
pares the gain augmentation attained by the suggested 
antenna with other antennas available in the existing 
research, accounting for the quantity of EBG cells used.

(a)

(b)

Fig. 15. Proposed fabricated antenna (a) setup 
of radiated power measuring with an anechoic 
chamber (b) radiation pattern of E- and H-plane  
(c) measured gain and radiation efficiency plot 

varies with frequency

Table 3. Comparisons between the suggested 
antenna and prior research
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[15] 7.5*6.1*0.13 28 -47.7 1.6 20 5G

[16] 40*40*2.2 6 -25 1.0 12 C band

[17] 101.4*313.8* 2.2 3.25 -46.1 2.5 200 RCS 
reduction

[18] 70*70*1.6 5.2 -- 2 28 WLAN

[19] 41.3*41.3*1.5 5.8 -12.5 1.9 40 ISM

[20] 58*58*3.81 5.8 -42 2.3 120 RFID

[28] 50*50*1.27 5.2 -28 1.1 72 WLAN

[29] 23*18*0.35 24 -23 2 24 IoT

[30] 68*73*3 5.2 -19.25 2.6 25 IoT

Proposed 
Work 40.8*50.5*1.6 5.2 -37.2 1.93 12 IoT

Table 3 shows the comparison of previous antenna 
designs incorporating EBG structures for IoT, 5G, and 
ISM applications. The previous studies indicate that 
using a larger number of EBG structures can enhance 
gain but often leads to increased design complexity. 
The proposed design uses fewer MEBG structures to 
achieve optimal gain. This suggested work balances 
the optimum performance and simple design that can 
be suitable for practical applications.

4.	 CONCLUSION

This paper discusses the limitations of traditional 
substrates, which are overcome by integrating the 
EBG structures to enhance the radiation performance 
of antennas. The proposed antenna is built on an FR-4 
substrate with a thickness of 1.6 mm to mitigate the ef-
fect of surface wave propagation. Both MEBG and EEBG 
structures are examined to prevent the surface wave 
propagation around operating frequency 5.2 GHz. Ac-
cording to the examination, MEBG outperforms EEBG 
in suppressing surface wave propagation over a wider 
frequency range of 4.78–5.65 GHz with improved per-
formance, whereas EEBG has a narrower bandgap of 
4.97–5.41 GHz. The proposed antenna, which consists 
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of triple slots with only 12 MEBG unit cells, significantly 
improves the antenna parameters compared with con-
ventional antenna while maintaining the compact size. 
The gain is improved substantially to 1.93 dB, and the 
return loss is greatly increased to 19.4 dB over the con-
ventional antenna. The simulation results have been 
demonstrated and are consistent with fabrication re-
sults. The simple proposed design shows a high direc-
tivity of 7.51 dB, which can be suited for IoT-enabled 
applications such as home automation and industrial 
wireless monitoring.

Conflict of interest:

On behalf of all authors, the corresponding author 
states that there is no conflict of interest.

5.	 REFERENCES

[1]	 L. Marco, P. Francesco, S. Domenico, “Internet of 

Things: A General Overview between Architec-

tures Protocols and Applications”, Information, 

Vol. 12, No. 2, 2021, p. 87. 

[2]	 D. Arnaoutoglou, T. Empliouk, T. Kaifas, M. Chrys-

somallis, G. Kyriacou, “A review of multifunctional 

antenna designs for the Internet of Things”, Elec-

tronics, Vol. 13, No. 6, 2024, p. 3200. 

[3]	 Z. Wang, B. Yuan, X. Zhang, L. Guo, “An Axial-Ratio 

Beam-Width Enhancement of Patch-Slot Antenna 

Based on EBG”, Microwave and Optical Technol-

ogy Letters, Vol. 59, 2017, pp. 493-497. 

[4]	 M. Zambak, S. Al-Bawri, M. Jusoh, A. Rambe, V. K. 

Hamza, A. Almuhlafi, M. Himdi, “A compact 2.4 

GHz L-shaped microstrip patch antenna for ISM-

band Internet of Things (IoT) applications”, Elec-

tronics, Vol. 12, No. 9, 2023, p. 2149. 

[5]	 L. Anchidin, A. Lavric, M. Marian, A. Petrariu, V. 

Popa, “The design and development of a mi-

crostrip antenna for Internet of Things applica-

tions”, Sensors, Vol. 23, No. 3, 2023, p. 1062. 

[6]	 Y. Madany, H. Elkamchouchi, H. A. Elmonieum, 

“High-Gain Pixel Patch Antenna Array for Minia-

ture Wireless Communications and IoT Applica-

tions”, Progress In Electromagnetics Research C, 

Vol. 131, 2023, p. 209-225.

[7]	 A. Ayomikun, M. Mokayef, “Miniature microstrip 

antenna for IoT application”, Materials Today: Pro-

ceedings, Vol. 29, 2020.

[8]	 S. M. Refaat, A. Abdalaziz, E. K. I. Hamad, “Tri-Band 

Slot-Loaded Microstrip Antenna for Internet of 

Things Application”, Advanced Electromagnetics, 

Vol. 10, No. 1, pp.  21-28. 

[9]	 Y. I. Ashyap et al. “An Overview of Electromagnetic 

Band-Gap Integrated Wearable Antennas”, IEEE 

Access, Vol. 8, 2020, pp. 7641-7658.

[10]	 D. Sievenpiper, L. Zhang, R. F. J. Broas, N. G. Alexo-

poulos, E. Yablonovitch, “High-impedance elec-

tromagnetic surfaces with a forbidden frequency 

band”, IEEE Transactions on Microwave Theory and 

Techniques, Vol. 47, No. 11, 1999, pp. 2059-2074. 

[11]	 Y. Rahmat-Samii, F. Yang, “Microstrip Antennas In-

tegrated with Electromagnetic Band-Gap (EBG) 

Structures: A Low Mutual Coupling Design for Ar-

ray Applications”, IEEE Transactions on Antennas 

and Propagation, Vol. 51, 2003 pp. 2936-2946. 

[12]	 Y. Li, K. Zhang, L. Yang, L. Du, “Gain enhancement 

and wideband RCS reduction of a microstrip an-

tenna using triple-band planar electromagnetic 

band-gap structure”, Progress In Electromagnetics 

Research Letters, Vol. 65, 2017, pp. 103-108. 

[13]	 P. P. Bhavarthe, S. S. Rathod, K. T. V. Reddy, “A Com-

pact Dual Band Gap Electromagnetic Band Gap 

Structure”, IEEE Transactions on Antennas and 

Propagation, Vol. 67, No. 1, 2019, pp. 596-600. 

[14]	 X. Tan, W. Wang, Y. Liu, A. Kishk, “Enhancing Isola-

tion in Dual-Band Meander-Line Multiple Antenna 

by Employing Split EBG Structure”, IEEE Transac-

tions on Antennas and Propagation, Vol. 67, 2019, 

pp. 2769-2774.  

[15]	 A. Alsudani, H. Marhoon, “Design and Enhance-

ment of Microstrip Patch Antenna Utilizing Mush-

room Like-EBG for 5G Communications”, Journal 

of Communications, Vol. 18, 2023, pp. 156-163. 

[16]	 M. Abdulhameed, M. M. Isa, M. Saari, Z. Zakaria, 

M. Mohsen, M. Attiah, “Mushroom-Like EBG to Im-

prove Patch Antenna Performance for C-Band Sat-

ellite Application”, International Journal of Electri-

cal and Computer Engineering, Vol. 8, 2018, pp. 

3875-3881. 

[17]	 Z. J. Han, W. Song, X. Q. Sheng, “Gain Enhance-

ment and RCS Reduction for Patch Antenna by 

Using Polarization-Dependent EBG Surface”, IEEE 

Antennas and Wireless Propagation Letters, Vol. 

16, 2017, pp. 1631-1634.



505Volume 16, Number 7, 2025

[18]	 P. Ketkuntod, T. Hongnara, W. Thaiwirot, P. Ak-
karaekthalin, “Gain enhancement of microstrip 
patch antenna using I-shaped Mushroom-like 
EBG structure for WLAN application”, Proceedings 
of the International Symposium on Antennas and 
Propagation, Phuket, Thailand, 30 October - 2 No-
vember 2017, pp. 1-2.  

[19]	 S. Venkata, R. Kumari, “Gain and isolation enhance-
ment of patch antenna using L-slotted mushroom 
electromagnetic bandgap”, International Journal 
of RF and Microwave Computer-Aided Engineer-
ing, Vol. 30, 2020. 

[20]	 N. Melouki, A. Hocini, T. Denidni, “Performance 
enhancement of a compact patch antenna using 
an optimized EBG structure”, Chinese Journal of 
Physics, Vol. 69, 2020. 

[21]	 N. Rao, D. Kumar, “Gain enhancement of mi-
crostrip patch antenna using Sierpinski fractal-
shaped EBG,” International Journal of Microwave 
and Wireless Technologies, Vol. 7, 2015, pp. 1-5. 

[22]	 G. Chaduvula, B. Kumari, “Implementation of EBG 
Structure to Reduce Surface Wave Excitations for IoT 
Range Applications”, Proceedings of the 2nd Inter-
national Conference on Artificial Intelligence, Com-
putational Electronics and Communication System, 
Manipal, India, 16-17 February 2023, p. 012038. 

[23]	 P. Bhavarthe, S. S. Rathod, K. Reddy, “A Compact 
Two Via Slot-Type Electromagnetic Bandgap 
Structure”, IEEE Microwave and Wireless Compo-
nents Letters, Vol. 27, No. 5, 2017, pp. 446-448. 

[24]	 E. Wang, Q. Liu, “GPS patch antenna loaded with 

fractal EBG structure using an organic magnetic 

substrate”, Progress In Electromagnetics Research 

Letters, Vol. 58, 2016, pp. 23-28. 

[25]	 K. Peter, Z. Raida, Z. Lukes, “Design and optimiza-

tion of periodic structures for simultaneous EBG 

and AMC operation”, Proceedings of the 15th Con-

ference on Microwave Techniques COMITE, Brno, 

Czech Republic, 19-21 April 2010, pp. 195-198. 

[26]	 E. R. Iglesias, L. I. Sanchez, J. L. V. Roy, E. G, “Size Re-

duction of Mushroom-Type EBG Surfaces by Using 

Edge-Located Vias”, IEEE Microwave and Wireless 

Components Letters, Vol. 17, 2007, pp. 670-672. 

[27]	 R. Remski, “Analysis of Photonic Bandgap Surfaces 

Using Ansoft HFSS”, Microwave Journal, Vol. 43, 

2000.

[28]	 N. Jaglan, S. Dev Gupta, “Surface waves minimisa-

tion in microstrip patch antenna using EBG sub-

strate”, Proceedings of the International Confer-

ence on Signal Processing and Communication, 

Noida, India, 16-18 March 2015, pp. 116-121.

[29]	 W. May, I. Sfar, L. Osman, J. M. Ribero, “A Textile 

EBG-Based Antenna for Future 5G-IoT Millimeter-

Wave Applications”, Electronics, Vol. 10, No. 2, 

2021, p. 154. 

[30]	 A. Ahmad, F. Faisal, S. Ullah, D. Choi, “Design and 

SAR Analysis of a Dual Band Wearable Antenna for 

WLAN Applications”, Applied Sciences, Vol. 12, No. 

18, 2022, p. 9218. 





Lightweight Block Cipher for Security in 
Resource-Constrained Network

507

Original Scientific Paper
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1.	 	INTRODUCTION

With the rapid expansion of the Internet of Things (IoT) 
and the increasing integration of connected devices into 
various domains, ensuring data security in resource-
constrained environments has become a paramount 
concern. Wireless networks having limited resources 
for storage, processing, communication and power are 
all categorized as Resource-Constrained Network (RCN) 
such as Mobile Ad-hoc NETwork (MANET), Vehicular Ad-
hoc NETwork (VANET), Flying Ad-hoc NETwork (FANET) 
and Internet of Things (IoT). Nodes in such network must 
always retain minimum energy level so as to maintain 
the network connectivity [1]. On the other hand, security 
is the biggest challenge in these networks due to wire-
less communication media and lack of in-built security. 
Attacks done by the malicious node in the network can 
destructively affect the integrity, confidentiality, and se-
crecy of nodes in the network [2].

To guard the resource-constrained networks from 
active attacks, various proposals are available which 

are either proactive or reactive in nature. After the in-
truder disturbs the network, sense the attack and then 
try to recover from it. This is called a reactive method 
of protection. On the other hand, in proactive method, 
necessary care is taken to confirm that the intruder will 
not be able to damage the system or authentic user.  
Intrusion Detection Systems (IDS) are built on the re-
active approach of defense whereas cryptography is 
preferred in the proactive method. One of the disad-
vantages of IDS is that it cannot detect the source of 
the attack and it just locks the whole network. This par-
allelizes it completely [3]. Secondly, IDS continuously 
monitor node behavior and network traffic; so, it keeps 
engaging the resources [4].

Proactive technique of cryptography can be split into 
two categories: cryptographic algorithms designed for 
resource-rich networks are not suitable for RCN due 
to their high resource requirements and other one is 
lightweight cryptographic primitives that uses limited 
resources without compromising the security level 
achieved [5, 6]. In this paper, we propose a novel en-
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ergy-efficient lightweight block cipher, EE-LBC, specifi-
cally designed to address the security and energy con-
straints for application in the resource-poor networks.

The block cipher proposed in this paper is energy effi-
cient as well secure and possesses following properties:

•	 Symmetric key cryptography-based block cipher 
EE-LBC uses Substitution-Permutation Network 
(SPN) structure as its base which comprises of sub-
stitution and permutation layer.

•	 High diffusion and S-box activation properties of 
EE-LBC makes it strongly resistance against differ-
ential and linear cryptanalysis.

•	 After taking the 80-bit key through key genera-
tion algorithm, the cipher assured to be resistant 
against key schedule attacks due to the shuffling 
of bits in the key by XORing round counter with the 
middle portion of the round key.

•	 It makes use of a single 4-bit non-linear S-box that 
operates on 16-bit data at a time. This leads to the 
simplicity in design while minimizing the compu-
tational complexity and implementation cost but 
improving throughput.

•	 Reduced number of rounds and smaller key size of 
this cipher results in desired performance in terms 
of energy efficiency.

•	 It is suitable for the constrained devices and net-
works for variety of applications.

Further portion of the paper is systematized by elab-
orating on distinguishable facts about various light-
weight cryptographic protocols in Section II. Overview 
with the architecture and details of proposed block ci-
pher are presented in Section III. Cryptanalysis of the 
proposed protocol is covered in Section IV whereas 
results of the comparison of EE-LBC with other block 
cipher and the discussion through analysis of the same 
is conversed in Section V. Paper is summarized in the 
Section VI followed by the references used.

2.	 RELATED WORK

For the past decade, various researchers have been 
engaged in discussing about the resource-constrained 
wireless networks and the security facets in its context. 
Precisely, the network layer attacks on routing proto-
cols are a subtle issue in this and any other network [7, 
8]. Traditional cryptographic algorithms are not suit-
able in this case due to the high resource requirements. 
Lightweight Cryptography is the method of encryption 
that leads to small-sized and computationally lower 
complexity as well as low power consumption. Thus, 
it extends the battery life of resource-limited devices 
while maintaining strong security levels. [9]. Light-
weight cryptography consists of cryptographic proto-
cols customized for implementation in constrained set-
up. Its standardization process is still in progress [10]. 

A contest held by NIST (Mar 2019-2021), to identify 
secure and efficient cryptographic algorithms suitable 
for constrained environments such as IoT devices and 
RFID systems, was graced by 57 innovative submissions 
out of which 56 could pass through the first round and 
32 could reach to the final round of the contest. On the 
critical evaluation of those protocols, 10 were declared 
as finalists [11].

Prior research in lightweight cryptography has led to 
the development of various algorithms optimized for 
resource-constrained devices. Stream ciphers, block ci-
phers, and hash functions have been extensively stud-
ied and tailored for lightweight applications. One of the 
symmetric key cryptographic techniques for providing 
the confidentiality and integrity to the sensitive infor-
mation is block cipher. Block cipher uses combination 
of confusion and diffusion properties of cryptography 
that makes the reverse of encryption process to extract 
the original text harder in block cipher [12]. Existing 
lightweight block ciphers, such as PRESENT [13], SIMON, 
SPECK [14] and LEA [15], have demonstrated promising 
results in terms of area efficiency and computational 
performance [16, 17]. However, these ciphers may still 
consume significant energy when implemented on 
power-constrained devices. In this section, prominent 
lightweight cryptographic block ciphers in this frame-
work are studied and analyzed for security.

Two most popular examples of protocols standard-
ized by NIST are AES [18] and DES [19]. Former is SPN 
based algorithm whereas later follows Feistel Network 
(FN) structure. AES has the implementation require-
ment of around 2400 GEs where DES needs around 
2310 GEs. Such larger area pre-requisite makes both 
protocols unsuitable for RCN.

TWINE presented in [20] takes 64-bit input and has 
two variants with 80-bit and 128-bit key. It can oper-
ate with lesser memory also but has requirement of 
around 2000 GEs which is still higher for constrained 
environment. Ultra-light block cipher RECTANGLE in 
[21] works with least rounds i.e., 25 by applying little 
alterations to the SPN structure which makes it useful 
for large variety of applications in constrained environ-
ment. Ill-advisedly, it is suspectable to related-key and 
side-channel attacks.

Symmetric key block cipher E3LCM proposed in [22] 
uses Multi-sequence Linear Feedback Shift Register 
(MLFSR) in substitution layer for reducing design area. 
Though it has smallest key of 64-bit, since the output of 
MLFSR is deterministic, it is not secure.

PRINT [23] is another cipher that makes use of an 80-
bit key to perform 48 iterations with least GE require-
ment. It performs 3-bit operations which is infeasible 
due to odd number of bits. On the other hand, PRINCE 
in [24] is one of most efficient lightweight algorithms 
that uses 128-bit key for 12 rounds. It has low energy 
consumption and smaller hardware requirement. But it 
is not used widely due to its fixed larger key size.
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Major focus of TEA in [25] is to achieve higher speed 
while minimizing the memory requirements. It is de-
signed to work for commodity hardware with the ap-
plication of 128-bit key used across 32 rounds. But 
its key scheduling part is too simple to get forged by 
brute force attack. SKINNY [26] has three key variants 
64/128/192-bit key to perform 32 to 40 rounds on the 
data blocks of varying sizes. Limitation of this cipher is 
that it is prone to birthday attack.

GIFT [27] was finalist in NIST contest since it offers 
lighter S-box and occupies lesser physical space. It uses 
128-bit key for 64-bit data block with 40 rounds. But it’s 
not safe against differential cryptanalysis. SLIM [28] is 
used for Internet of Health Things and is based on Feis-
tel structure. It works on 32-bit block with 80-bit key in 
32 rounds. Its security is suitable only for RFID-based 
systems. It is immune against linear and differential 
cryptanalysis. 

The implementation of the KATAN32 algorithm [29] 
on the ESP32 microcontroller demonstrates low com-
putational power requirements, making it suitable for 
resource-constrained environments. While KATAN32 
is lightweight, it may not offer the same level of secu-
rity robustness as more modern algorithms. The im-
plementation is tailored to the ESP32 microcontroller, 
which may limit its generalizability to other hardware 
platforms without additional modifications.

Lastly, ASCON [30], selected as the NIST lightweight 
cryptography standard, requires significantly fewer 
resources compared to AES-128, making it well-suited 
for edge devices. It has been found resistant against 
side-channel attacks, a critical consideration for IoT de-
vices. Its limitation is that performance metrics such as 
resource utilization, operating frequency, and power 
consumption can vary across different FPGA platforms, 
necessitating platform-specific optimizations.

As seen from the above study, SLIM, KATAN32 and 
ASCON have platform-specific requirements. AES, DES, 
and Twine ciphers exhibit significant area overhead, 
making them resource-intensive for hardware imple-
mentations. E3LCM, PRINT, and TEA ciphers exhibit in-
herent structural vulnerabilities, impacting their cryp-
tographic robustness. A block cipher is expected to 
provide balance among implementation cost, perfor-
mance in terms of encryption time and security.

3.	 EE-LBC ALGORITHM

The algorithm EE-LBC is predicated on Substitution-
Permutation Network (SPN) structure that shudders 
the data through a combination of substitution layer 
and permutation layer and puts it together for the fur-
ther round. It spins the data through the 31 rounds of 
permutations with the assistance of separate roundkey 
for every round. The encryption method of proposed 
cryptographic protocol accepts two inputs, one data 
block of size 64-bit and a key stream that is 80-bit long 
and generates ciphertext block as an output. During 

each of the 31 rounds, XOR operation is performed 
between the data block and the corresponding round-
key. In each round, the non-linear Substitution Layer 
that consists of 4-bit S-box is applied 16 times (64-bit 
data block/4-bit S-box=16) parallelly. Decryption pro-
cess of this cipher is the reverse of steps applied during 
encryption. The diagram showing functioning of pro-
posed algorithm EE-LBC is shown in Fig. 1.

The resistance of symmetric-key based block ciphers 
broadly depends on the cryptographic potency of the 
Substitution Layer. To scale back the design area, the 
Substitution Box structure is slightly altered and con-
structed using 4-bit single S-box rather than eight S-
boxes. The rifeness of this structure is that it occupies 
less space with finest speed and energy consumption. 
The research work in this paper focuses solely on a 
software-based implementation and analysis, which 
aims to demonstrate the fundamental design, correct-
ness, and performance of the proposed cipher on con-
strained devices. Implementation of EE-LBC is focused 
on embedding a lightweight cryptographic protocol 
in routing protocol of MANET-enabled IoT. Detailed 
stages in the form of bit operations performed during 
encryption and decryption processes of the proposed 
block cipher are delineated below.

Fig. 1. Block Diagram for EE-LBC

A. Encryption

Key Scheduler

EE-LBC incorporates a lightweight key scheduling al-
gorithm that minimizes computational overhead and 
energy consumption during key expansion. The key 
scheduling algorithm efficiently generates round keys 
from the master key, ensuring robust key mixing with-
out sacrificing performance.

One key Ki is generated for each round i where 1<= i 
<= 31. At first, the original 80-bit key (K79, K78……K0) is 
split into two keys, namely Key16 which is formed with 
lower 16 bits of the key and Key64 which is made up of 
upper 64 bits of the key. 

Key16 = (K15, K14……K0)
Key64 = (K79, K78……K16)
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For round 1 the key K1 is simply the Key64. Remaining 
round keys are generated using following steps:

•	 Shift the key 61 bits to the left: Ki = Ki << 61

•	 Key64 goes through the substitution layer

•	 The bits at the mid of the two keys are XORed with 
the counter of the current round

(K19, K18, K17, K16, K15) = (K19, K18, K17, K16, K15) ⊕ i

For each round, the upper 64-bit part of the gener-
ated key is used as the round key.

After generating subkeys for all rounds, the encryp-
tion algorithm iterates through following three phases 
31 times:

Add Round Key

The round function combines the operations of the 
substitution and permutation layers with the round 
key to produce the output ciphertext block. It consists 
of multiple iterations of the substitution and permuta-
tion operations followed by key mixing.

The 64-bit data block is XORed with the 64-bit round 
key Ki generated by the key scheduler as follows:

(B63, B62……B0) = (B63, B62……B0) ⊕ (K63, K62……K0)

Substitution Layer

The simple design of S-box in EE-LBC focuses on 
achieving a balance between cryptographic strength 
and reduced computational complexity. This also main-
tains sufficient non-linearity and resistance against dif-
ferential and linear cryptanalysis. In EE-LBC, single 4-bit 
S-box is used. The above data block after addition of 
round key is passed through the substitution layer.  The 
S-box is defined with the hexadecimal values as follows:

S[] =	 {0xC, 0x5, 0x6, 0xB, 0x7, 0x0, 0xA, 0xD, 0x1, 0xE, 
	 0xF, 0x8, 0x4, 0x9, 0x3, 0x2}

Each word (4-bit) in the data block is replaced by the 
corresponding value in the S-box at the same position.

Permutation Layer

The permutation layer shuffles the output of the 
substitution layer to achieve diffusion. It ensures that 
each bit of the input affects multiple bits of the out-
put, thereby spreading the influence of each input bit 
across the entire block. This layer is implemented using 
efficient permutation techniques to minimize energy 
consumption.

For performing permutation at each round, follow-
ing table (Table 1) is referred:

Table 1. Permutation Table

0 16 32 48 1 17 33 49 2 18 34 50 3 19 35 51
4 20 36 52 5 21 37 53 6 22 38 54 7 23 39 55
8 24 40 56 9 25 41 57 10 26 42 58 11 27 43 59

12 28 44 60 13 29 45 61 14 30 46 62 15 31 47 63

Bit Position 1

NewBit Position
Bit Position 64

Reading the table row-wise, each cell number rep-
resents, input bit position as marked on the table. So, 
ith bit is moved to the position indicated by the value 
inside the cell.

During each round of the encryption process, the 
permutation layer performs a series of bit-level opera-
tions designed to enhance diffusion by disrupting bit 
positions systematically. The steps are as follows:

1. Bit Position Identification: Determine the posi-
tion of the bit to be processed by calculating its dis-
tance from the least significant bit (LSB). This helps in 
isolating its exact contribution to the data block.

2. Bit Alignment: Right shift the data block to align 
the target bit with the LSB position. This normalization 
simplifies subsequent operations.

3. Bit Isolation: Apply a bitwise AND operation with 
1 to mask and extract the target bit. This ensures only 
the bit of interest is manipulated.

4. New Position Calculation: Compute the target 
location for the bit based on a permutation rule or key-
driven logic. This step ensures that the permutation is 
non-linear and key-dependent.

5. Bit Placement: Shift the isolated bit to its new po-
sition and use a bitwise OR operation to merge it into 
the permuted data block. This ensures that each bit 
contributes uniquely to the final encrypted output.

B. Decryption

Key scheduler module, adding round key and substi-
tution layer for the decryption process is same as that 
of encryption process. Last phase is replaced by inverse 
permutation layer. During each round of the decryp-
tion process, the inverse permutation phase systemati-
cally reconstructs the original bit positions to reverse 
the scrambling introduced during encryption. The fol-
lowing steps are executed:

1. Target Bit Identification: Determine the original 
position of the bit that should occupy the i-th position 
in the final output. This step ensures accurate reversal 
of the permutation logic.

2. Result Alignment: Left shift the intermediate re-
sult by 1 bit to create space for inserting the next bit in 
its correct sequence.

3. Bit Alignment in Cipher Block: Shift the data 
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block such that the required bit is brought to the least 
significant bit (LSB) position, simplifying its extraction.

4. Bit Extraction: Apply a bitwise AND operation 
with 1 to mask and isolate the required bit from the 
shifted data block.

5. Bit Integration: Insert the extracted bit into the 
result using a bitwise OR operation. This reconstructs 
the inverse permutation step-by-step, ultimately re-
storing the original data structure.

4.	 CRYPTANALYSIS OF EE-LBC

The attacks that alter the data or affects the memory 
typically catches hold of parameters of block cipher for 
performing the attack and they do not exploit the inner 
structure of the block cipher. In further part of this sec-
tion, crucial security measure is discussed in context to 
the proposed technique. Cryptanalysis is employed to 
assess how resistant the algorithm is to various types of 
attacks. Two most commanding tools for cryptanalyst 
for finding linear or differential path through various 
rounds of the block cipher are linear and differential 
cryptanalysis [31]. But if the search space of the cipher 
is sufficiently large then finding the optimal path be-
comes challenging task for the cryptanalyst.

Differential Cryptanalysis:

During this technique, attacker selects the plaintext as 
input to the algorithm and then access the correspond-
ing ciphertext. To perform this cryptanalysis, a pair of 
plaintexts is taken which is related with each other by a 
constant difference. It exploits how difference in plain-
text pairs propagate through the cipher’s structure [32].

The difference ∆c between the generated pair of cipher-
texts for the given pair of plaintexts can be calculated as

∆c = S (P ⊕ ∆p) ⊕ S (P).

where S is the substitution function and P is the per-
mutation function, ∆p indicates the difference between 
the given pair of plaintexts.

Consider following pair of inputs with just one-bit 
difference:

P1: 4172756e61204b47

P2: 4172756e61204b48

It generates following pair of ciphertexts with count-
able difference:

C1: fff2f964d2012604

C2: 5a3c5405043f0d45

The 4-bit S-box used in EE-LBC has a maximum differ-
ential probability (MDP) of 2-2. Since the cipher has 16 
S-boxes per round and 31 rounds, the best differential 
characteristic over many rounds involves selecting ac-
tive S-boxes carefully.

- Over 5 rounds: at least 10 active S-boxes.

- Over 25 rounds: ≥ 62 active S-boxes.

If 62 S-boxes are active and each contributes max 
2-2, total probability ≤ (2-2)⁶² = 2-124. So the cipher resists 
differential attacks beyond about 25 rounds with time 
complexity of around 2⁶³ encryptions.

Linear Cryptanalysis:

Linear estimate showing relation between plaintext 
and ciphertext is computed in linear cryptanalysis to 
analyze the block cipher [33]. We can calculate the lin-
ear trails through various rounds of the algorithm. Lin-
ear trail is calculated by producing the linear estimates 
of the S-box. 

As per theorem in [34] for linear estimates, like in the 
differential case, let’s say 62 active S-boxes:

Total linear trail bias: (2-1)⁶² = 2⁻⁶².

Required plaintexts ≈ 1 / (bias)² = 2¹²⁴

This is again infeasible with cipher’s 64-bit block size. 
Best known linear attack reaches up to 26 rounds with 
time complexity ~2⁶⁵ and data complexity ~2⁶³.

Also, diffusion property of the bit permutation used 
in EE-LBC as explained in section III is strong enough to 
defend against linear cryptanalysis.

Key Schedule Attack:

By shuffling the bits of the key with the help of non-
linear operations, the block cipher EE-LBC can resist 
key schedule attacks like round key attack where the 
intruder tries to identify the relationship between vari-
ous sets of subkeys. This is done in the third step of key 
scheduler module by using round counter that is XO-
Red with the middle portion of the round key. While 
generating each of the round key, use of non-linear 
function is made as described in the section III.

Although the current implementation of EE-LBC is 
software-based and not evaluated for side-channel 
resistance, potential countermeasures such as con-
stant-time operations and masking techniques can be 
considered in future hardware implementations to en-
hance resilience against side-channel attacks.

To summarize the methodology of EE-LBC for at-
tack resistance, while generating round keys, shuffling 
bits in the key using non-linear function by XORing 
round counter with the middle portion of the round 
key, makes it possible to protect the cipher from key 
schedule attacks. Due to its proper S-box activation 
properties, it has strong resistance against differential 
cryptanalysis. Efficient bit permutation leads to high 
diffusion which directly strengthens its security against 
linear cryptanalysis.

5.	 RESULTS AND DISCUSSION

The core goal of the proposed protocol of designing 
simplistic solution for security of resource-constrained 
network is consummated by optimizing the implemen-
tation for the performance. The key size of EE-LBC that 
is 80-bit provides more than acceptable security for the 
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applications requiring basic security, typically the one 
that uses tag-based deployments like applications in 
health-care sector, smart agriculture based on IoT etc.

Experimental Set-up:

The proposed protocol is implemented and execut-
ed using the simulator Omnet++ 5.7 [35, 36] to test its 
functionality. This simulator offers open-source frame-
work based on C++ library. It supports for the commu-
nication of mobile and wireless network nodes [37]. 
The base network intended for the experiment is MA-
NET which is wireless ad-hoc network. Simulation en-
vironment set-up indicating parameter values for the 
same are as follows:

Number of nodes 		  50

Number of connection links 	 varying

Broadcast delay 		  0.01 ms

Datarate 			   1 kbps

Project reference 		  queueinglib

Simulation runtime GUI 	 Qtenv

Simulation run mode 		  Fast

Data block size			  64-bit

Message frequency	  	 0s

Routing Protocol		  AODV

As detailed in section II, several block ciphers have been 
examined, among which few with smaller key size and 
smaller data block processing per operation, have been 
simulated and further analyzed in this research for com-
parative purposes. These block ciphers along with EE-LBC 
as detailed in Table 2, were simulated using Omnet++. 
Comparative results of these ciphers are presented below. 
The comparison presented in Table 2 illustrates the securi-
ty parameters of EE-LBC in relation to other block ciphers, 
including number of rounds, key size, throughput and im-
munity against cryptographic attacks etc.

Block 
Cipher

Key 
Length

Data 
Block 
Size

Rounds No. of 
S-boxes

Throughput 
(Kbps) Cryptanalysis

GIFT 128 bit 64 bit 28 08 20.40 Not safe against related-key attack

Twine 80 bit 64 bit 36 08 12.48 Not immune against related-key differential attack

PRINT 80 bit 48 bit 48 08 2.2 Resistant only to related key attack

KATAN32 80 bit 32 bit 254 - 3.5  Not safe against linear, differential and related-key attacks

ASCON 128 bit 64 bit 30 05 10 Resilient to differential and linear attacks

EE-LBC 80 bit 64 bit 31 01 23.7 Resistant against key scheduling attack, linear and differential cryptanalysis

Table 2. Security Analysis of Block Ciphers

Comparative Analysis:

Data Block Size and Key Size:

The 64-bit data block size is typical for lightweight 
ciphers, balancing between security and efficiency. The 
80-bit key size provides a reasonable level of security 
for most practical applications but may be susceptible 
to brute-force attacks in the long term. GIFT and AS-
CON have a longer key compared to other ciphers that 
increases complexity during key scheduling. Relation 
of key-length with number of rounds for above block 
ciphers is presented in Fig. 2.

Throughput:

Throughput measures how quickly data can be pro-
cessed. Higher throughput is generally favorable, espe-
cially in scenarios where real-time processing is critical. 
As compared to others, the cipher EE-LBC has higher 
throughput 23.7 Kbps due to its lesser block size, S-box 
and number of rounds, whereas PRINT has lowest of 2.2 
Kbps. Comparison of throughput for all above ciphers 
is shown in Fig. 3 below.

Number of S-boxes:

The number and design of S-boxes contribute sig-
nificantly to the security and cryptographic strength of 
the cipher. More S-boxes can enhance security against 

certain types of attacks but might increase computa-
tional complexity. Where GIFT, Twine and PRINT use 
8 S-boxes, EE-LBC lowers the complexity by applying 
single 4-bit S-box 16 times.

Cryptanalysis Resistance:

This parameter assesses how resilient the cipher is 
against known attacks, such as differential and linear 
cryptanalysis, which are common in the evaluation of 
block ciphers. GIFT is strong against linear cryptanal-
ysis due to its robust S-boxes and balanced diffusion 
properties. Twine and ASCON are resilient against dif-
ferential and linear cryptanalysis through their strong 
S-boxes, round structure, and key schedule design. 
PRINT and KATAN32 are not immune against these 
cryptanalyses. Whereas EE-LBC is resistant to key 
scheduling attack, differential and linear cryptanalysis 
through its non-linear layers, permutation layer, com-
plex key schedule and careful round function design as 
conferred in Section IV.

Encryption Time:

The simulation encompassed various message rang-
es, recording the encryption process time for the above 
ciphers depicted in Fig. 4. Encryption time is inversely 
proportional to the throughput. For comparison, we 
consider the simulation run for 100 messages, each of 
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size 1KB (8000 bits). By referring the throughput values 
from Table 2, encryption time for the above ciphers is 
computed using following formula:

Encryption Time = (Block Size (bits) x Number of 
Messages) / Throughput (bps)

Graph portraying the same in Fig. 4 clearly shows 
that EE-LBC requires the least encryption time of 33.76s 
and PRINT is ahead of the other ciphers due to the least 
throughput.

Fig. 2. Number of Rounds for ciphers

Fig. 3. Throughput and Efficiency of ciphers

Efficiency:

Another essential metric efficiency provides perfor-
mance while minimizing resource requirements. It is 
dominated by the lengthier algorithms. It can be deter-
mined as follows:

Efficiency = Throughput (Kbps) / Code_Size (KB)

Graph in Fig. 3 for efficiency of the block ciphers is 
led by EE-LBC with the peak efficiency 35.91 Kbps/KB 
due to its smaller code size and trailed by PRINT with its 
extensive code.

Fig. 4. Time for Encryption Process

6.	 CONCLUSION

The study focuses on securing resource-constrained 
wireless networks, which are vulnerable to attacks like 
man-in-the-middle that threaten control message in-
tegrity. The key challenge is developing energy-effi-
cient security solutions, as conventional cryptographic 
algorithms are too resource-intensive. Lightweight 
cryptography offers a viable alternative with lower 
power and computational demands.

This paper introduces design and simulation of EE-
LBC, a symmetric lightweight cryptographic block 
cipher structured on SPN), operating on a 64-bit data 
block with an 80-bit key, swirling through 31 rounds. 
The algorithm prioritizes simplicity in design by drop-
ping S-box count to one and reduction in implementa-
tion cost while ensuring a satisfactory level of security 
making it an ideal choice for securing IoT devices and 
other energy-constrained systems. The algorithm ex-
hibits resilience against key schedule attack, algebraic 
attack as well as linear and differential cryptanalysis. 
However, there remains a marginal vulnerability to bi-
clique attacks, contingent upon the attacker conduct-
ing exhaustive computations involving approximately 
280 encryption attempts to determine the correct key.

Performance evaluation clarifies significant rise in 
throughput i.e., 23.7 Kbps whereas there is reduction 
of encryption time, for 100 messages each of size 1KB, 
of 13.92% compared to GIFT with least encryption time 
among others. Future work may involve further optimiza-
tions and extensions to EE-LBC, as well as exploration of 
its applicability to emerging IoT scenarios and use cases.
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Abstract – Distributed Denial of Service (DDoS) attacks stand out as a serious threat, capable of disrupting online services and 
businesses. The main aim of Distributed Denial of Service (DDoS) attacks is to make system services unavailable to the legitimate users. 
To detect these attacks, intrusion detection systems (IDS) continually monitor the network traffic. During this process, the IDS system 
generates high false positive rates while distinguishing low-rate DDoS (LRDDoS) and high-rate DDoS (HRDDoS) attack traffic from 
legitimate traffic. The idea behind feature selection is that picking the right network features is a key part of interpreting the difference 
between normal traffic and LRDDoS or HRDDoS attack traffic. This means the IDS performance will automatically get better. In this 
paper, we propose a scalable feature selection method that utilizes the statistical t-test to identify an optimal feature subset from original 
feature set at a low computational cost. We strongly hypothesize that the proposed feature selection method yields an optimal feature 
subset and the machine learning classifiers trained on this feature set can effectively distinguish benign, LRDDoS, and HRDDoS network 
traffic. We evaluated the proposed method on the publicly available benchmark datasets CICIDS2017, CICIDS2018, and CICDDoS2019, 
utilizing twelve supervised machine learning classifiers. Among the twelve classifiers, the Extra Tree Classifier (EXT) demonstrated 
superior performance, achieving an average accuracy of 96.50%, precision of 96.58%, and an F-Score of 96.50% across the four sample 
test datasets (D1, D2, D3, and D4). The proposed method showed consistent and superior performance in distinguishing the LRDDoS, 
HRDDoS, and benign traffic to the state-of-the-art existing works over the four test datasets. 
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1.	 	INTRODUCTION

As our dependence on technology continues to rise, 
the importance of cybersecurity has surged to unprec-
edented heights. The Internet of Things (IoT), cloud 
computing, mobile devices, and the widespread use of 
digital communication have all contributed to an expo-
nential increase in the attack surface for cyber-attacks 
[1]. Among all the cyberattacks, Distributed Denial of 
Service (DDoS) attacks stand out as a serious threat, ca-
pable of disrupting online services and businesses. 

Attackers carry out these network attacks by over-
whelming the networks or server’s resources (CPU, 
memory, bandwidth, etc.) with massive traffic because 

of which even a legitimate user will not able to access 
services of network or server. According to the NetScout 
threat report H1 2024, DDoS attacks rose 12.8% com-
pared to H2 2023 NetScout threat report. The longest 
attack lasted for over an hour, resulting in a count of 
825,217 DDoS attacks. Furthermore, in less than 5 min-
utes, the number of DDoS attacks increased to 4,137,582. 
In this paper, we attempt to categorize modern DDoS at-
tacks into two groups based on rapid disruption of net-
work or server services. The first group of DDoS attacks 
are high-rate DDoS (HRDDoS) attacks, which make the 
services unavailable within short period of time. The sec-
ond category of attacks consists of low-rate DDoS (LRD-
DoS) attacks. In this kind of network attack, attackers ex-
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ploit potential logic errors or vulnerabilities in the service 
to send the malicious requests. These malicious requests 
slowly make the server unavailable for legitimate users. 
Some research works focus on model building instead of 
feature selection tasks, as mentioned in [2]. These types 
of models result in high false positive rates.

Research works [3-5] developed an IDS system to 
detect DDoS attacks applying feature selection and 
machine learning techniques. These research studies 
evaluated learning machines on the CICDS2017 data-
set. However, the limitation is that the CICDDoS2017 
dataset does not represent a wide range of DDoS at-
tacks. Also, the dataset only included a limited number 
of DDoS samples, failing to cover full spectrum of DDoS 
classes.  Though studies [6-8] propose feature subsets 
to identify DDoS attacks they are not better representa-
tive features for LRDDoS and HRDDoS attacks. 

Usually, most research studies directly apply conven-
tional feature selection methods to select the optimal 
feature subset. These methods are divided into three 
categories: filter-based, wrapper-based, and embed-
ded methods. Each of these methods have their ad-
vantages and limitations. The filter-based methods cal-
culate feature importance using statistical properties 
without employing machine learning algorithms. The 
information gain (IG), chi-square, and correlation coef-
ficient (CrC) methods are fast and computationally effi-
cient, making them suitable for high-dimensional data. 
These methods may ignore interactions among fea-
tures when feature relationship is complex. Addition-
ally, when working with continuous data, there may be 
a bias towards more diverse features, which could re-
sult in the inclusion of irrelevant features in the subset.

Wrapper methods generate different feature subsets 
using random selection or heuristic selection. The ma-
chine learning algorithm will select the optimal feature 
subset based on each subset performance. While these 
methods enhance the performance of a model by us-
ing an optimal feature subset, they can be computa-
tionally costly when dealing with large datasets, may 
also limit the model generalizability.

Embedded methods use algorithms like Lasso (L1 reg-
ularization), Ridge (L2 regularization), and decision trees 
to build feature selection right into the model train-
ing process. These methods often result in improved 
generalization and performance of the model. Specific 
algorithms tailor these methods, potentially limiting 
their broader applicability and making them less inter-
pretable than filter methods. Thus, feature subsets ob-
tained by conventional feature selection techniques for 
binary classification of DDoS attacks fail to discriminate 
LRDDoS and HRDDoS attacks. Therefore, it is essential to 
identify a more appropriate and optimal feature subset 
for detection of LRDDoS and HRDDoS attacks.

The problem of accurately distinguishing between 
legitimate user traffic, LRDDoS and HRDDoS network 
traffic is the present challenge w.r.t DDoS attacks. In-

correctly identifying attack traffic can lead to system 
overload or failure, while misclassifying legitimate traf-
fic can cause service disruptions and financial losses. 
This problem can be addressed using machine learning 
with t-test feature selection, which helps to identify the 
most important features to discriminate between be-
nign and attack traffic. By focusing on the relevant fea-
tures, the system can improve its accuracy in detecting 
attacks while minimizing errors, ensuring both security 
and continuous service for legitimate users.

The motivation for this study coins from the gap in 
the present literature which does not address detec-
tion of LRDDoS and HRDDoS variants using machine 
learning techniques integrated with a lightweight 
feature selection method. Also, the immense volume 
of modern network traffic necessitates the immediate 
need for identification of key features in minimal time 
and at the same time to obtain high detection accu-
racy. LRDDoS attacks can gradually merge with legiti-
mate traffic, while HRDDoS attacks result in abrupt and 
massive data spikes. Thus, for effective detection in 
both scenarios, it is essential to focus on selecting the 
most relevant features that can distinguish between 
low-rate DDoS attack traffic and legitimate user traffic. 

At the outset, to address the limitations of convention-
al feature selection methods, in this research we propose 
a lightweight feature selection method to obtain an op-
timal feature subset that detects LRDDoS and HRDDoS 
attacks by employing the Extra Tree classifier (EXT). 

The proposed method is a lightweight solution for 
selecting significant features with less computation 
time. Following are highlights of the present work.

•	 	In this research, we propose a light-weight feature 
selection method that leverages the inferential sta-
tistical t-Test to identify optimal feature set to dis-
criminate LRDDoS and HRDDoS attacks.

•	 	Based on the proposed feature selection method, 
we strongly suggest 58 network traffic features for 
differentiating low-rate and high-rate DDoS traffic 
from benign traffic.

•	 	To evaluate the proposed method, we utilized re-
liable and publicly available benchmark dataset 
CICDDoS2019. We tested our method on four dif-
ferent testing datasets (D1, D2, D3, and D4) ob-
tained from testing day traffic of CICDDoS2019 
dataset to achieve generalizability.

•	 	We evaluated performance of twelve machine 
learning classifiers on the feature subset identified 
by our feature selection method. Among all classi-
fiers, the Extra Tree classifier (EXT) performed the 
best, with an average accuracy of 96.50%, precision 
of 96.58%, and F-score of 96.50% across four test 
datasets (D1, D2, D3, and D4).

•	 	On the CICIDS2017 and CICIDS2018 datasets, an 
accuracy 99.81% and 99.99% is achieved by pro-
posed method.
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2.	 Related Study

In this section, we provide a brief discussion of the pop-
ular feature selection methods used to select a subset of 
features and implement the IDS system. A number of IDS 
datasets are available publicly, and it is proved that the 
CICDDoS2019 dataset is the most reliable and contains 
updated DDoS attack vector instance [6]. This led us to 
concentrate on the CICDDoS2019 IDS dataset, which has 
been the subject of evaluation in recent studies.

In cybersecurity, especially when it comes to detect-
ing Distributed Denial-of-Service (DDoS) attacks, the 
performance of machine learning models largely de-
pends on the quality of the input data. For each class 
of the CICDDoS2019 dataset DDoS attacks, Sharafaldin 
et al. [6] suggested a significant feature subset with 24 
different features using a weighted standard mean of 
random forest feature importance. The performance of 
ID3, Random Forest, and logistic regression machine 
learning classifiers is evaluated on these 24 features. 
Overall, ID3 classifier outperformed the other two, 
achieving a high detection rate of 65% and an accuracy 
of 78% on more than 7 crore instances. The approach 
they used did not address the detection of LRDDoS 
and HRDDoS attacks. They did not discuss the general-
izability of their model, which could lead to variations 
in the rate of DDoS attacks in different network data.

 To address the high dimensionality problem, S. Li et 
al. [7] suggested Truncated Lanczos-Tensor SVD to re-
duce the dimensionality of large-scale datasets. How-
ever, they did not address the adaptability, and prac-
tical evaluation of this method. Hajimaghsoodi and 
Jalili [8] suggested a novel method, i.e., a 3-phase RAD 
model, to detect DDoS attacks using a statistical ap-
proach. The number of features used to evaluate their 
model remains undisclosed and did not address the 
low-rate and high-rate DDoS attacks detection. To de-
tect, identify, categorize, and classify IoT DDoS attacks, 
Jia et al. [9] developed the edge-centric protection sys-
tem FlowGuard. However, the system has certain draw-
backs, including its dependence on artificial datasets, 
which could potentially impact its real-world applica-
bility, and its use of high-performance edge servers, 
which could limit its scalability in resource-constrained 
environments. Maheswari et.al [10], developed an op-
timized weighted voting-based ensemble model for 
detection of DDoS attacks in SDN environment. and se-
lected 20 features using statistical analysis. However, in 
this study they did not discuss the computational cost 
and detection of high- and low- rate DDoS attacks. The 
most recent work by S. Mahdavifar and A. A. Ghorbani 
[11], suggested 22 significant features using the mu-
tual information gain and developed CapsRule method 
to detect the reflection-based DDoS attacks but they 
did not study for low rate and high-rate DDoS network 
attacks. Enock Q.E. et al [12] proposed a feature selec-
tion method by integrating mutual information gain, 
correlation, and random forest feature importance for 
DDoS attacks detection using RCHT method.

G.C. Amaizu et al. [13] developed the DDoS detection 
system for 5G and B5G networks, which uses an effec-
tive feature extraction technique in conjunction with a 
composite multilayer perceptron to detect and catego-
rize DDoS attacks. The multilayer perceptron models and 
feature extraction in real-time applications may increase 
the computational burden. Cil et al. [14] suggested a deep 
learning (DL) model that combines feature extraction 
and classification. Using DNN algorithm, they achieved 
improved DDoS attack detection and classification. How-
ever, for multiclass classification, the model accuracy was 
lower. In order to construct an effective intrusion detec-
tion system (IDS) for detecting and categorizing DDoS 
attacks, A.A. Najar et al. [15] suggested a feature subset 
which contains 43 features. The creative feature selec-
tion, efficient preprocessing, and comprehensive data-
set analysis are important contributions of this study. Al-
though it provides a high detection accuracy and quick 
detection times, drawbacks include (i) inability to handle 
unbalanced data, (ii) computational complexity, (iii) de-
pendence on the dataset quality, and (iv) difficulties of ex-
trapolating to other attack types. Wei et.al [16] suggested, 
a deep learning-based hybrid AE-MLP method to classify 
the DDoS attacks. They used an autoencoder to denoise 
the DDoS attacks and then classified them using MLP. 
Ferrag et.al [17], developed a deep learning-based CNN 
method to address the classification problems of DDoS 
attacks in the smart agriculture sector. A. Alashhab et al. 
[18] suggested an IDS framework utilizing online machine 
learning (OML) to detect DDoS attacks within software-
defined networks (SDN). They identified 22 features using 
their custom dataset. However, these works did not ad-
dress the generalizability of the model, low-rate and high-
rate DDoS attacks detection. To address the generalizabil-
ity issue in IDS system, O. Barut et.al [19] developed R1D1T 
model to classify the DDoS attacks using raw packet data. 
The R1D1T model converts the data into 1-D image and 
applies self-attention-based neural networks to perform 
classification. Despite addressing these issues, the gener-
alizability and computational cost of this model pose seri-
ous limitations.

Li et al. [20], developed a mathematical model for 
detecting and mitigating low-rate DDoS attacks in 
cloud computing environments, specifically targeting 
container-based DDoS attacks. However, this work fo-
cused on LRDDoS attacks and neglected HRDDoS at-
tacks. They designed their mathematical model based 
on the number of requests per unit time in the test bed 
network. Makhduma F. Saiyed et al. [21], designed a 
lightweight method FLUID, to differentiate DDoS at-
tacks from legitimate traffic. The development of this 
approach relied on the theories of Kullback-Leibler (KL) 
divergence and greedy bin-packing information. In 
this approach, they have achieved an average 90% ac-
curacy on the CICDS2017, CICDDoS2019, and ToN-IoT 
datasets based on a single threshold value. However, 
threshold value-based methods may not be suitable 
to discriminate the LRDDoS and HRDDoS attack traffic 
from the legitimate traffic.
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Raghupathi et al. [22], suggested a feature selection 
method using independent sample t-test. This method 
was used to identify significant features for the detec-
tion of DDoS attacks and focused solely on binary clas-
sification. M. F. Saiyed and I. Al. Anbagi [23], suggested 
GADAD model to select key features using GAStats 
method to detect low-rate and high-rate DDoS attacks. 
However, this model computational time is high.

Thus, the majority of research studies focused on de-
tecting DDoS attacks but did not address for LRDDoS 
and HRDDoS traffic detection. Few studies [20], [21] 
and [23] focused on detecting either LRDDoS or HRD-
DoS attacks. The research literature shows that there 
has been limited research w.r.t detection of LRDDoS 
and HRDDoS attacks. Thus, in this paper we mainly 
focused on addressing three key areas: We aim to (1) 
identify the significant feature subset with less com-
putational cost and at 95% confidence interval; (2) dis-
criminate between LRDDoS and HRDDoS attacks with 
high accuracy and precision rates, and (3) develop a 
generalizable model. The current study addresses low-
rate and high-rate DDoS attack detection.

3.	 Methodology

A key statistical method for determining whether 
there is a significant difference between the means 
of two groups is the statistical t-test. It plays a cru-
cial role in the hypothesis testing, which evaluates 
whether observed differences are genuine or merely 
due to random chance. Various fields widely employ 
this straightforward yet powerful technique to de-
rive meaningful insights from data comparisons. Re-
searchers frequently use the t-test to test hypotheses 
and make inferences about population parameters 
based on sample data. Using the power of the t-test 
for statistics, we propose a method to obtain a feature 
subset that can unearth the difference between DDoS 
traffic and normal traffic.

The proposed feature selection method utilizes the 
training dataset (DMxN), where M represents the number 
of instances and N denotes the number of features, as 
outlined in the algorithm. The preprocessing steps, from 
step 1 to step 6, involve eliminating static features, those 
with standard deviation zero, and highly correlated fea-
tures. The algorithm also eliminates duplicate instances; 
if they represent less than 0.05% of the total instances 
of the class label and contain NaN or infinite values. The   
proposed feature selection method is performed from 
step 7 to step 14. The feature selection method starts by 
dividing the preprocessed dataset into three groups: 1. 
BENIGN, 2. LOW, and 3. HIGH. In step 8, algorithm selects 
the feature in sequential order from the BENIGN group 
and the LOW group. Next, we calculated the mean and 
variance of the current feature using Eq. 1 and Eq. 2 re-
spectively. In Eq.1 and Eq.2 x̄BENIGN and x̄DDoS Attack are the 
mean value of current feature considered from two 
groups; σ2

BENIGN and σ2
DDoS Attack are variances of the cur-

rent feature.

(1)

(2)

(3)

Then, Ttest_score is computed using Eq.3 wherein vari-
ables nBENIGN and nDDoS Attack represent the number of 
samples in respective groups. Here, the DDoS Attack 
can belong to LOW or HIGH group. In the next step, the 
degree of freedom (DOF) is computed using Eq. 4, and 
Tcritical value is obtained from tdistribution table with a 95% 
confidence interval w.r.t DOF.

(4)

In the subsequent steps, features that satisfy the given 
constraint are identified and considered as significant, if 
Ttest_score of the feature is greater than Tcritical value. From 
step 8 to step 10, we proceed until we reach (N-1)th fea-
ture. The same process is repeated by considering HIGH 
and BENIGN groups to identify significant features for 
detection of HRDDoS attacks. After identifying signifi-
cant feature subsets separately for LRDDoS and HRD-
DoS attacks these feature subsets are merged to obtain 
the final feature subset. The Ttest_score value is determined 
using the statistical evaluation method described in the 
Algorithm, where the ability of each feature to discrimi-
nate between Benign, Low and High classes is analyzed 
based on the independent t-Test value.

Algorithm: Proposed Feature Selection for 
Detection of Low-rate and High-rate DDoS 
Network Traffic

	 Input: Train dataset DMxN

	 M → Number of instances 

	 N → Number of input features (1 to N-1 are the iput 
	 features and Nth feature is the label)

	 Output: Optimal feature subset F’

	 Start

	 Step 1: Remove socket features. {Unnamed 0, ‘Flow 
	 Id’, ‘Source IP’ ‘Source Port’ , ‘Destination IP’ , ‘Detina- 
	 tion Port’, ‘Protocol’ , ‘Timestamp’ and ‘SimilarHTTP’} 

	 Step 2: Removal of duplicate instances

		  D1 ← D updated dataset after removing duplicate rows

	 Step 3: Removal of NaN or Inf values contained rows
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		  D2 ← D1 updated dataset after removing NaN and 
		  Infinity value rows

	 Step 4: Removal of highly correlated features

		  {fwd header length (2), subflow fwd packets, sub- 
		  flow fwd bytes, subflow bwd packets, and suflow  
		  bwd bytes}

	 Step 5: Removal of standard deviation is zero fetures

		  {fwd avg packets/bulk, fwd avg bulk rate, bwd 
		  avg bytes/bulk, bwd psh flags, fwd urg flags, bwd 
		  urg flags, fwd avg bytes/bulk, bwd avg packets/ 
		  bulk, and bwd avg bulk rate, fin flag count, psh 
		  flag count and ece flag count}

	 Step 6: Handling the negative values in the dataset

	 Step 7: Split the dataset into 3 groups based on 
	 class labels: BENIGN, 2.LOW and 3. HIGH 

	 Step 8: Calculate mean and variance of current 
	 feature from BENIGN group and LOW/HIGH group

	 Step 9: Calculate Ttest_score value of current 
	 feature using mean and variance

	 Step 10: Calculate degree of freedom for current 
	 feature

	 Step 11: Obtain Tcritical value with respect to 
	 degree of freedom at 95% confidence interval

	 Step 12: If Ttest_score value greater than  
	 Tcritical value, Consider the feature is significant

	 Step 13: Repeat from step 8 to step 12,  
	 until the end of feature set and groups.

	 Step 14: Return optimal feature subset F’

Stop

4.	 DATASET

To evaluate the performance of the proposed meth-
od, we utilized the CICIDS2017 [24], CICIDS2018 [25], 
and CICDDoS2019 widely used benchmark IDS datas-
ets. Among these, the CICDDoS2019 dataset satisfies 
all the eleven properties listed by Gharib et al. [26], 
making it a reliable IDS dataset. It offers diverse DDoS 
attack scenarios, including normal traffic, enabling re-
searchers to evaluate the effectiveness of their detec-
tion algorithms. Its comprehensive feature set aids in 
the development of sophisticated methods for feature 
selection and model training. The training dataset has 
more than 50 million instances split into 13 class labels. 
Of these, one label represents benign (legitimate user) 
traffic, and remaining 12 labels represent various types 
of DDoS attack traffic. The testing dataset includes 
more than 20 million instances, categorized into 8 class 
labels, where one label denotes benign traffic and the 
other 7 represents different attacks. For our experimen-
tation, we utilized a sample of 399,998 instances for 
training day dataset and 112,611 instances for testing 
day dataset to evaluate the proposed method.

Table 1. Class distribution of the CICDDoS2019 
training dataset utilized for evaluation

SN Class Label Number of Instances
1 BENIGN 56425
2 WebDDoS 439
3 UDP_Lag 31194
4 NetBIOS 31194
5 LDAP 31194
6 MSSQL 31194
7 DNS 31194
8 SYN 31194
9 UDP 31194

10 TFTP 31194
11 NTP 31194
12 SNMP 31194
13 SSDP 31194

Total 399998

Table 2. Class distribution of the CICDDoS2019 
testing dataset utilized for evaluation

SN Class Label Number of Instances
1 BENIGN 56306
2 UDP_Lag 1873
3 NetBIOS 9072
4 LDAP 9072
5 MSSQL 9072
6 PortMap 9072
7 SYN 9072
8 UDP 9072

Total 112611

Tables 1 and 2 depict the class distribution of the 
training and testing datasets respectively. To ensure 
generalizability, robustness, reduce overfitting; we 
have sampled four different testing datasets (D1, D2, 
D3, and D4) from 20 million testing day network traffic 
instances, each having 112611 network flow samples. 
Additionally, we derived a validation dataset (VD) of 
112612 samples from 50 million sequential samples of 
the CICDDoS2019 dataset. Thus, validation and testing 
datasets contain unique instances and are of same size. 
For experimental analysis, Classes labels are encoded 
by encoding benign instances as BENIGN, low-rate at-
tack traffic as LOW, and high-rate attack traffic as HIGH, 
using Andrew Visualization Plot. 

To ensure the generalizability of the proposed meth-
od, we have also considered benign, low-rate, and 
high-rate DDoS instances from publicly available data-
sets (CICIDS2017 and CICIDS2018). The CICIDS2017 and 
CICIDS2018 sample datasets information is depicted in 
Table 3.

SN Dataset Class 
Label

Number of Instances
Training Validation Testing

1 CICIDS 
2017

BENIGN 30065 9956 9979

LOW 12974 4349 4265

HIGH 59913 20013 20074

2 CICIDS 
2018

BENIGN 119981 39956 40063

LOW 1067 328 335

HIGH 118952 39716 39602

Table 3. Class distribution of CICIDS2017 and 
CICIDS2018 datasets used for evaluation
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5.	 EXPERIMENTATION AND RESULTS

In this section, we discuss the experimentation and 
evaluation results. All the experiments were executed 
on a Dell PC, which has an i7 Intel processor with 2.2Ghz 
speed and 16 MB RAM. To simulate the proposed work, 
the Jupiter notebook IDE and python scripts were utilized.

Fig. 1 illustrates the architecture of proposed system 
for the detection of LRDDoS and HRDDoS attacks. The 
training dataset, which initially had 87 features along 
with the target feature was input to the feature selec-
tion algorithm. The preprocessing stage reduced the 
number of feature dimensions from 87 to 61. During 
the feature selection phase, the application of a sta-
tistical t-Test resulted in 58 significant features in just 
0.49 seconds. The 58 features resulted from feature 
selection algorithm are included in the appendix. For 
evaluation of the proposed method, 58 features re-
sulted from t-Test are retained w.r.t training, validation 
and testing datasets and twelve machine learning clas-
sifiers were used to measure their classification and 
prediction performance. The classifiers included Ada-
Boost, K-Nearest Neighbors (KNN), Linear Discriminant 
Analysis (LDA), Logistic Regression (LR), Multi-Layer 
Perceptron (MLP), Naive Bayes (NB), Quadratic Discrim-
inant Analysis (QDA), Random Forest (RF), and Ridge. 
The performance evaluation metrics considered are 
Accuracy (Acc), Precision (Prec), Sensitivity (Sns), Speci-
ficity (Spe), F-score and Balanced Accuracy (BA) given 
by Eq.5 to Eq.10 respectively.

(5)

(6)

(7)

(8)

(9)

(10)

Table 4. Validation metrics of twelve machine learning 
models using the CICDDOS2019 validation dataset

Before training the classifiers, we normalized the 
training dataset using a min-max scalar, which scaled all 
the data points within the range of 0 and 1. The normal-
ized dataset with 399998 instances, which included 58 
features is input to twelve machine learning classifiers 
for training. These twelve classifiers were then validat-
ed using 112612 instances. Table 4 provides a detailed 
performance analysis of twelve machine learning mod-
els on the validation dataset (VD). Subsequently, the 
performance of machine learning models is evaluated 
on four distinct testing day subset datasets. The perfor-
mance results of twelve models on four test datasets 
(D1, D2, D3, and D4) is depicted using Table 5, Table 6, 
Table 7 and Table 8 respectively.

SN Model Acc. (%) Prec. (%) F-Score (%)
1 ADB 78.56 78.93 78.72
2 DT 82.67 82.64 82.65
3 EXT 80.92 80.98 80.94
4 KNN 83.77 83.74 83.74
5 LDA 77.44 78.98 77.43
6 LR 80.79 81.53 80.99
7 MLP 80.25 80.45 80.32
8 NB 85.23 87.50 84.44
9 QDA 27.01 9.10 13.61

10 RF 81.11 81.16 81.13
11 Ridge 76.88 78.62 76.99
12 XGB 82.52 82.50 82.50

Table 5. Performance metrics of twelve classifiers 
using the CICDDOS2019 testing day dataset D1

SN Model Acc. (%) Prec. (%) F-Score (%)
1 ADB 55.18 50.43 48.87
2 DT 82.17 86.86 83.99
3 EXT 96.12 96.24 96.15
4 KNN 88.12 92.41 89.32
5 LDA 88.10 90.99 88.97
6 LR 81.22 90.72 83.73
7 MLP 82.73 91.22 85.12
8 NB 90.58 89.43 89.55
9 QDA 44.57 73.90 31.11

10 RF 90.07 90.75 90.30
11 Ridge 53.56 71.62 49.54
12 XGB 95.30 95.58 95.41

Table 6. Performance metrics of twelve classifiers 
using the CICDDOS2019 testing day dataset D2

SN Model Acc. (%) Prec. (%) F-Score (%)
1 ADB 54.19 50.52 49.30
2 DT 91.60 92.70 91.98
3 EXT 96.56 96.63 96.56
4 KNN 87.09 92.15 88.46
5 LDA 88.32 91.09 89.14
6 LR 79.20 90.35 81.97
7 MLP 80.96 90.86 83.62
8 NB 92.06 91.36 91.47
9 QDA 43.67 73.26 30.39

10 RF 89.65 89.74 89.62
11 Ridge 53.58 60.47 49.56
12 XGB 95.31 95.63 95.43

Table 7. Performance metrics of twelve classifiers 
using the CICDDOS2019 testing day dataset D3

SN Model Acc. (%) Prec. (%) F-Score (%)

1 ADB 54.18 48.73 48.63
2 DT 85.23 89.39 86.68
3 EXT 96.67 96.73 96.67
4 KNN 87.35 92.19 88.69
5 LDA 88.06 91.04 88.96
6 LR 79.20 90.41 82.00
7 MLP 81.16 90.90 83.81
8 NB 92.04 91.23 91.35
9 QDA 43.98 73.43 30.60

10 RF 88.29 89.61 88.75
11 Ridge 53.51 60.54 49.55
12 XGB 95.49 95.73 95.59
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Table 8. Performance metrics of twelve classifiers 
using the CICDDOS2019 testing day dataset D4

SN Model Acc. (%) Prec. (%) F-Score (%)

1 ADB 55.16 48.98 49.23

2 DT 85.12 89.36 86.60

3 EXT 96.66 96.72 96.65

4 KNN 87.46 92.22 88.76

5 LDA 88.12 91.08 89.01

6 LR 79.12 90.39 81.94

7 MLP 81.16 90.91 83.82

8 NB 92.06 91.27 91.39

9 QDA 43.94 73.41 30.58

10 RF 89.10 89.99 89.41

11 Ridge 53.49 66.25 49.54

12 XGB 95.30 95.60 95.41

From these results, we observed that ADB, QDA and 
Ridge performance is lower, and the test accuracy ranges 
between 43% and 55% for these classifiers. With the ex-
ception of the EXT model, the accuracy of the remaining 
models ranged from 80% to 95%. Overall, the EXT model 
showed superior performance compared to the remain-
ing eleven machine learning models. The EXT tree model 
outperformed eleven models with an average accuracy of 
98.31%, precision of 99.97%, and F-score of 98.29%. Using 
our method, the model is able to detect benign traffic and 
HRDDoS attack traffic with an average balanced accuracy 
of 98%, while LRDDoS attacks are detected with an aver-
age balanced accuracy of 91.20% which is very signifi-
cant. The hyperparameter settings used for EXT classifier 
are n_estimaters = 10, criterion='gini’, max_depth=none, 
min_samples_split = 2, min_samples_leaf = 1, max_fea-
tures = 'auto', n_jobs =1, random_state = none.

Fig. 1. Architecture for detection of low-rate and high-rate DDoS attacks

Furthermore, to analyze the model in-depth we uti-
lized receiver operating characteristics (ROC) curves 
as an evaluation metric. Fig. 2 depicts ROC curves ob-
tained when the model is evaluated on the four test 
datasets (D1, D2, D3 and D4).

Table 9 displays the detailed performance results of 
the EXT model against BENIGN, LRDDoS, and HRDDoS 
attacks. In this study, we also present the balanced ac-
curacy metric, which reveals the performance of indi-
vidual classes w.r.t three-class classification.

COMPARISON WITH EXISTING FEATURE 
SELECTION METHODS:

We have compared our feature selection method to 
widely applied methods such as filtering (information 
gain and variance threshold), embedding (logistic re-
gression), and wrapping (Random Forest Importance 

and Extra Tree Classifier Importance). Table 10 depicts 
the comparison of the proposed method to some of 
the widely used feature selection methods. The In-
formation Gain method identified 32 features and 
achieved an average accuracy of 74% across four test 
datasets using the EXT classifier. In contrast, the logis-
tic regression method identified 27 features with an 
average accuracy of 80%. Similarly, the random forest 
importance method also reached an average accuracy 
of 80% with 18 features, while the Extra Tree classifier 
importance achieved the same accuracy using 17 fea-
tures. However, our proposed feature selection meth-
od outperformed all five methods, achieving an aver-
age accuracy of 96.50% using 58 significant features. In 
Table 10, NOF denotes number of features. Fig. 3 shows 
comparison of how well the EXT model worked on four 
testing day datasets using conventional feature selec-
tion methods vs. proposed method.
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Table 9. Performance metrics obtained for 
validation and four testing day datasets of 
CICDDOS2019 for the EXT model using the 

proposed feature selection

D
at

as
et Class 

Label

Sns. (or) 
Recall 

(%)

Spe. 
(%)

Pre. 
(%)

Acc. 
(%)

F-Score 
(%)

BA 
(%)

VD

BENIGN 99.99 99.99 99.99 99.99 99.99 99.99

LOW 60.24 87.07 58.03 80.93 59.12 73.65

HIGH 63.06 87.53 65.16 80.92 64.09 75.29

D1

BENIGN 96.60 99.94 99.94 98.27 98.25 98.27

LOW 84.24 97.97 81.69 96.63 82.94 91.10

HIGH 98.39 96.62 95.16 97.34 96.75 97.51

D2

BENIGN 96.67 99.96 99.96 98.31 98.28 98.31

LOW 84.24 98.40 85.03 97.03 84.63 91.32

HIGH 99.40 96.69 95.30 97.78 97.31 98.05

D3

BENIGN 96.75 99.99 99.99 98.37 98.34 98.37

LOW 84.13 98.51 85.87 97.11 84.99 91.32

HIGH 99.61 96.69 95.31 97.87 97.41 98.15

D4

BENIGN 96.65 99.99 99.99 98.32 98.29 98.32

LOW 84.17 98.53 86.08 97.14 85.11 91.35

HIGH 99.69 96.63 95.23 97.86 97.41 98.16

Table 10. Balanced accuracy of proposed feature 
selection vs. conventional methods using EXT 

model

SN
Feature 

Selection 
Method N

O
F D1 

(%)
D2 
(%)

D3 
(%)

D4 
(%) M

od
el

Time 
(Sec.) for 
feature 

selection

1 Information 
Gain 32 76.23 72.57 73.71 73.66 EXT 94.76

2 Logistic 
Regression 27 71.73 89.53 89.58 89.57 EXT 4.53

3 Variance 
Threshold 18 82.74 80.71 81.27 81.32 EXT 0.55

4
Random 

Forest 
Importance

21 82.07 79.97 80.54 80.56 EXT 174.80

5
Extra Tree 
Classifier 

Importance
17 81.96 79.85 80.36 80.37 EXT 16.78

6 Base Line 
78 Features 78 82.18 80.06 80.78 80.71 EXT -

7 Proposed 58 96.12 96.56 96.67 96.66 EXT 0.49

(a) (b)

(c) (d)
Fig. 2. (a) ROC curve of EXT model for test dataset D1 (b) ROC curve of EXT model for test dataset D2 (c) 

ROC curve of EXT model for test dataset D3 (d) ROC curve of EXT model for test dataset D4
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Fig. 3. Comparison of proposed feature selection vs. 
Conventional methods using EXT model

STATE-OF-THE-ART COMPARISON  
WITH EXISTING WORKS:

Table 11 compares the proposed method with state-
of-the-art existing systems over the four test datasets 
(D1, D2, D3, and D4). The existing system [27] showed 
the balanced accuracy (97.16%) is higher than the pro-

posed method over the D4 test dataset. However, this 
method demonstrated inconsistent performance over 
the four test datasets. When compared to [27], the pro-
posed system showed consistent performance with 
96.50% balanced accuracy on average. Though existing 
system's feature dimensions are lower compared to the 
proposed method, the low-rate and high-rate DDoS at-
tack detection performance of the proposed method is 
superior to the existing methods and systems.

EVALUATION ON CICIDS2017 AND CICIDS2018: 

The 58 features obtained using the proposed feature 
selection method are projected on CICIDS2017 and 
CICIDS2018 datasets and normalized using min-max 
scalar. The normalized training dataset is then used to 
train the EXT classifier and is validated using valida-
tion dataset. Then the proposed method is evaluated 
w.r.t testing dataset using the trained and validated 
EXT model. The performance of EXT model, over the 
CICIDS2017 and CICIDS2018 datasets are depicted in 
Table 12. The experiment results proved that the pro-
posed method showed better balanced accuracies (an 
average of 99.81% and 99.99%) over the two datasets. 

(a) (b)
Fig 4. (a) ROC curve of EXT model for CICIDS2017, (b) ROC curve of EXT model for CICIDS2018.

Table 11. Comparison of proposed method to existing research studies on DDoS attack detection w.r.t 
balanced accuracy metric metric over the CICDDoS2019 dataset

SN Author & Year FC Model
Balanced accuracy of testing datasets

D1 (%) D2 (%) D3 (%) D4 (%)

1 [6] & 2019 24 EXT 84.93 83.53 83.88 83.98

2 [9] & 2020 10 EXT 64.13 59.52 62.73 62.81

3 [13] & 2021 10 EXT 72.81 86.96 86.50 90.91

4 [14] & 2021 68 EXT 93.15 78.80 78.54 93.32

5 [27] & 2022 40 EXT 96.66 91.40 92.42 97.16

6 [10] & 2022 20 EXT 82.87 82.84 82.50 83.12

7 [28] & 2023 6 EXT 77.27 76.85 76.05 76.12

8 [18] & 2024 14 EXT 64.40 61.59 61.74 61.74

9 [11] & 2024 22 EXT 73.69 71.42 72.38 72.36

10 [15] & 2024 43 EXT 80.25 75.85 77.61 78.07

11 [29] & 2024 10 EXT 73.55 74.72 73.35 73.25

12 Base line 78 EXT 82.19 80.06 80.79 80.72

13 Proposed 58 EXT 96.12 96.56 96.67 96.66



Table 12. Performance metrics of EXT model using 
CICIDS2017 and CICIDS2018 datasets

D
at

as
et Class 

Label

Sns. or 
Recall 

(%)

Spe. 
(%)

Pre. 
(%)

Acc. 
(%)

F-Score 
(%)

BA 
(%)

CI
CI

D
S2

01
7 BENIGN 99.53 99.94 99.85 99.85 99.69 99.74

LOW 99.88 99.97 99.83 99.96 99.85 99.92

HIGH 99.93 99.69 99.78 99.83 99.86 99.81

CI
CI

D
S2

01
8 BENIGN 100 99.99 99.99 99.99 99.99 99.99

LOW 100 100 100 100 100 100

HIGH 99.99 100 100 99.99 99.99 99.99

The ROC curves of EXT model over the CICIDS2017 
and CICIDS2018 datasets is depicted in Fig. 4

Results proved that our proposed method also 
performed better on the other two popular datasets 
(CICIDS2017 and CICIDS2018). The EXT model perfor-
mance on the CICIDS2017 dataset in terms of accuracy, 
precision, recall, and f-score was 99.81%, while on the 
CICIDS2018 dataset, it was 99.99%. This indicates that 
our proposed model achieved generalizability.

Here is a summary of the results and key observa-
tions:

•	 Authors & Years: The studies range from 2019 to 
2024, with each study offering performance scores 
for four different datasets (D1, D2, D3, and D4).

•	 Performance (FC): The number of features selected 
(FC) varies across studies, from as low as 6 to as 
high as 78.

•	 Performance Scores (D1 to D4): The accuracy scores 
(D1, D2, D3, and D4) vary across various IDS stud-
ies, with values generally falling within a range from 
59.52% to 97.16%. The highest performance scores 
tend to appear in more recent studies (2022-2024).

•	 Baseline: The baseline performance, with 77 fea-
tures selected, shows moderate accuracy (ranging 
from 80.06% to 82.19%).

•	 Proposed Model: The proposed model, with 58 fea-
tures, achieves very high performance, with accuracy 
scores of 96.12%, 96.56%, 96.67%, and 96.66% w.r.t 
D1, D2, D3, and D4 datasets respectively, outperform-
ing the baseline and other state-of-the-art studies.

Key Observations

i.	 The proposed model demonstrates significant im-
provement over previous research studies on DDoS 
attack detection, with higher accuracy across all 
datasets.

ii.	 The proposed feature selection method reduced 
33.33% of the feature space. 

iii.	 The computational cost of the EXT model using 78 
features (baseline features) is 25.5 seconds, where-

as using 58 features obtained by proposed method 
it is just 14.99 sec. 

iv.	 The baseline and earlier studies (2019-2020) gen-
erally show lower performance, indicating that 
newer models, including the proposed one, offer 
enhanced results.

v.	 Studies with fewer features (e.g., [6] in 2019 and [9] 
in 2020) typically show lower accuracy, while more 
recent studies (especially from 2022 and 2023) 
exhibit better accuracy, possibly due to improved 
methodologies or optimizations in feature selec-
tion and model performance.

Thus, this summary highlights the significant advan-
tage of the proposed method in comparison to previous 
work, both in terms of accuracy and feature selection.

6.	 CONCLUSION

Distributed Denial of Service (DDoS) attacks can 
severely impact IT services by rendering systems in-
accessible to legitimate users. Despite the challenge 
involved in detection of DDoS attacks, a much more 
critical challenge is to differentiate LRDDoS traffic from 
legitimate traffic. In this paper, we propose a feature 
selection method that leverages the statistical t-Test to 
improve the IDS ability to predict LRDDoS and HRDDoS 
attack traffic more accurately and precisely.

The features obtained using the proposed feature 
selection method aids the machine learning model to 
detect LRDDoS and HRDDoS attacks at a 95% confi-
dence level. We evaluated the proposed method on CI-
CIDS2017, CICIDS2018, and CICDDoS2019 datasets. To 
generalize the learning model for intrusion detection, 
we evaluated the performance of the trained model us-
ing four distinct testing datasets obtained using CICD-
DoS2019 dataset which contains network traffic flows 
unseen during training and validation phase. For evalu-
ation, we have considered twelve machine learning clas-
sifiers. Among all learning models, the Extra Tree (EXT) 
model has performed better. When these four testing 
day datasets are used for experimental study, the EXT 
model has achieved an average accuracy of 96.50%, a 
precision of 96.58%, and an F-Score of 96.50%. Overall, 
the EXT model showed an average accuracy of 99.81% 
and 99.99% on CICIDS2017 and CICIDS2018 datasets 
respectively. These results indicate that feature set ob-
tained using the proposed feature selection with extra 
tree learning machine addressed generalizability.

 It is also observed that the computational time for 
finding the feature subset is much lower compared 
to the conventional methods and that the proposed 
method shows comparatively better performance in 
discriminating low-rate DDoS attack, high-rate DDoS 
attack and benign network traffic. 

In this paper, the research work is limited to finding 
an optimal feature subset based on feature selection 
using t-Test and integrating t-Test feature selection with 
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EXT classifier for machine learning. Future research work 
could focus on improving the accuracy of LRDDoS at-
tacks detection using new feature extraction methods. 

7.	 REFERENCES: 

[1]	 S. Rajagopal, P. P. Kundapur, Hareesha K. S., “To-

wards Effective Network Intrusion Detection: 

From Concept to Creation on Azure Cloud”, IEEE 

Access, Vol. 9, 2021, pp. 19723-19742.

[2]	 U. S. Chanu, K. J. Singh, Y. J. Chanu, “A dynamic fea-

ture selection technique to detect DDoS attack”, 

Journal of Information Security and Applications, 

Vol. 74, 2023, p. 103445. 

[3]	 N. Singh, A. Kaur, "Feature selection for artificial 

neural network based intrusion detection system", 

International Journal For Technological Research 

In Engineering, Vol. 2, No. 11, 2015, pp. 2681-2683.

[4]	 S. Das, S. Saha, A. T. Priyoti, E. K. Roy, F. T. Sheldon, 

A. Haque, "Network Intrusion Detection and Com-

parative Analysis Using Ensemble Machine Learn-

ing and Feature Selection", IEEE Transactions on 

Network and Service Management, Vol. 19, No. 4, 

2023, pp. 4821-4833.

[5]	 Kurniabudi, D. Stiawan, Darmawijoyos, M. Y. Bin 

Idris, A. M. Bamhdi, R. Budiarto, "CICIDS-2017 Da-

taset Feature Analysis With Information Gain for 

Anomaly Detection”, IEEE Access, Vol. 8, 2020, pp. 

132911-132921.

[6] 	 I. Sharafaldin, A. H. Lashkari, S. Hakak, A. A. Ghor-

bani, “Developing realistic distributed denial of 

service (DDoS) attack dataset and taxonomy”, Pro-

ceedings of the International Carnahan confer-

ence on Security Technology, Chennai, India, 1-3 

October 2019, pp. 1-8.

[7]   S. Li, J. Xu, P. Liu, X. Li, P. Wang, X. Jin, "Truncated 

Lanczos-TSVD: An Effective Dimensionality Re-

duction Algorithm for Detecting DDoS Attacks 

in Large-Scale Networks”, IEEE Transactions on 

Network Science and Engineering, Vol. 11, No. 5, 

2024, pp. 4689-4703.

[8]	 M. Hajimaghsoodi, R. Jalili, “RAD: A Statistical 

Mechanism Based on Behavioral Analysis for 

DDoS Attack Countermeasure”, IEEE Transactions 

on Information Forensics and Security, Vol. 17, 

2022, pp. 2732-2745.

[9]	 Y. Jia, F. Zhong, A. Alrawais, B. Gong, X. Cheng, 

"FlowGuard: An Intelligent Edge Defense Mecha-

nism Against IoT DDoS Attacks”, IEEE Internet of 

Things Journal, Vol. 7, No. 10, 2022, pp. 9552-9562.

[10]	 A. Maheshwari, B. Mehraj, M. S. Khan, M. S. Idrisi, 

“An optimized weighted voting based ensemble 

model for DDoS attack detection and mitigation 

in SDN environment”, Microprocessors and Micro-

systems, Vol. 89, 2022, p. 104412.

[11]	 S. Mahdavifar, A. A. Ghorbani, "CapsRule: Explainable 

Deep Learning for Classifying Network Attacks”, IEEE 

Transactions on Neural Networks and Learning Sys-

tems, Vol. 35, No. 9, 2024, pp. 12434-12448.

[12] E. Q. Effah, E. O. Osei, M. Dorgbefu Jnr, A. Tetteh, 

“Hybrid Approach to Classification of DDoS At-

tacks on a Computer Network Infrastructure”, 

Asian Journal of Research in Computer Science, 

Vol. 17, No. 4, 2024, pp. 19-43.

[13]	 G. C. Amaizu, C.I. Nwakanma, S. Bhardwaj, J. M. 

Lee, D. S. Kim, “Composite and efficient DDoS 

attack detection framework for B5G networks”, 

Computer Networks, Vol. 188. 2021, p. 107871.

[14]	 A. E. Cil, K. Yildiz, A. Buldu, “Detection of DDoS at-

tacks with feed-forward based deep neural net-

work model”, Expert Systems with Applications 

Vol. 169, 2021, p. 114520.

[15]	 A. A. Najar, S. M. Naik, “A Robust DDoS Intrusion 

Detection System Using Convolutional Neural 

Network”, Computers and Electrical Engineering, 

Vol. 117, 2024, pp. 1-19.

[16]	 Y. Wei, J. Jang-Jaccard, F. Sabrina, A. Singh, W. Xu, 

S. Camtepe, "AE-MLP: A Hybrid Deep Learning 

Approach for DDoS Detection and Classification”, 

IEEE Access, Vol. 9, 2021, pp. 146810-146821.

[17]	 M. A. Ferrag, L. Shu, H. Djallel, K. R. Choo, “Deep 

learning-based intrusion detection for distributed 

denial of service attack in agriculture 4.0”, Elec-

tronics, Vol. 10, No. 11, 2021, p. 1257.

[18]	 A. A. Alashhab, M. S. Zahid, B. Isyaku, A. A. Elnour, 

W. Nagmeldin, A. Abdelmaboud, T. A. A. Abdullah, 

U. D. Maiwada, “Enhancing DDoS Attack Detec-

tion and Mitigation in SDN Using an Ensemble 

Online Machine Learning Model”, IEEE Access, Vol. 

12, 2024, pp. 51630-51649.

527Volume 16, Number 7, 2025



[19]	 O. Barut, Y. Luo, P. Li, T. Zhang, "R1DIT: Privacy-Pre-

serving Malware Traffic Classification with Atten-

tion-Based Neural Networks”, IEEE Transactions on 

Network and Service Management, Vol. 20, No. 2, 

2023, pp. 2071-2085.

[20]	 Z. Li, H. Jin, D. Zou, B. Yuan, "Exploring New Op-

portunities to Defeat LRDDoS Attack in Contain-

er-Based Cloud Environment”, IEEE Transactions 

on Parallel and Distributed Systems, Vol. 31, No. 3, 

2020, pp. 695-706.

[21]	 M. F. Saiyed, I. Al-Anbagi, “Flow and unified infor-

mation-based DDoS attack detection system for 

multi-topology IoT networks”, Internet of Things, 

Vol. 24, 2023, p. 100976.

[22]	 R. Manthena, R. Vangipuram, “Integrating Machine 

Learning and T-tests to Optimize Distributed De-

nial of Service Attacks Detection”, International 

Journal of Intelligent and Engineering Systems, 

Vol. 17, No. 6, 2024, pp. 1023-1043.

[23]	 M. F. Saiyed, I. Al-Anbagi, "A Genetic Algorithm- 

and t-Test-Based System for DDoS Attack Detec-

tion in IoT Networks”, IEEE Access, Vol. 12, 2024, 

pp. 25623-25641.

 [24]	 I. Sharafaldin, A. Gharib, A. H. Lashkari, A. A. Ghor-

bani, “Towards a reliable intrusion detection 

benchmark dataset”, Software Networking, Vol. 1, 

2018, pp. 177-200.

[25]	 I. Sharafaldin, A. H. Lashkari, A. A. Ghorbani, “To-

ward Generating a New Intrusion Detection Da-

taset and Intrusion Traffic Characterization”, Pro-
ceedings of the 4th International Conference on 
Information Systems Security and Privacy, Portu-
gal, 22-24 January 2018, pp. 108-116.

[26] 	 A. Gharib, I. Sharafaldin, A. H. Lashkari, A. A. Ghor-
bani, “An evaluation framework for intrusion de-
tection dataset”, Proceedings of the International 
Conference on Information Science and Security, 
Pattaya, Thailand, 19-22 December 2026, pp. 1-6.

[27]	 D. Akgun, S. Hizal, U. Cavusoglu, “A new DDoS at-
tacks intrusion detection model based on deep 
learning for cybersecurity”, Computers and Secu-
rity, Vol. 118, 2022, p. 102748.

[28]	 R. K. Batchu, H. Seetha, “On improving the per-
formance of DDoS attack detection system”, Mi-
croprocessors and Microsystems, Vol. 93, 2022, p. 
104571.

[29]	 D. M. Sharif, H. Beitollahi, “Detection of applica-
tion-layer DDoS attacks using machine learning 
and genetic algorithms”, Computers and Security, 
Vol. 135, 2023, p. 103511.

Abbreviations:

IG	 Information Gain

LR	 Logistic Regression

RFFI	 Random Forest Feature Importance

EXT	 Extra Tree Classifier 

VT	 Variance Threshold

FC	 Feature Count

SN	 Serial Number

528 International Journal of Electrical and Computer Engineering Systems



529Volume 16, Number 7, 2025

Appendix:
List of 58 features selected using proposed feature selection 

SN Feature Name SN Feature Name SN Feature Name SN Feature Name

1 Total Fwd Packets 16 Flow IAT Max 31 Packet Length Std 46 Active Mean

2 Total Backward Packets 17 Fwd IAT Mean 32 Packet Length Variance 47 Active Std

3 Total Length of Fwd Packets 18 Fwd IAT Max 33 SYN Flag Count 48 Active Max

4 Fwd Packet Length Max 19 Bwd IAT Total 34 RST Flag Count 49 Active Min

5 Fwd Packet Length Min 20 Bwd IAT Mean 35 ACK Flag Count 50 Idle Mean

6 Fwd Packet Length Mean 21 Bwd IAT Std 36 URG Flag Count 51 Idle Std

7 Fwd Packet Length Std 22 Bwd IAT Max 37 CWE Flag Count 52 Idle Min

8 Bwd Packet Length Max 23 Bwd IAT Min 38 Down/Up Ratio 53 Inbound

9 Bwd Packet Length Min 24 Fwd PSH Flags 39 Average Packet Size 54 Flow Duration

10 Bwd Packet Length Mean 25 Bwd Header Length 40 Avg Fwd Segment Size 55 Fwd IAT Total

11 Bwd Packet Length Std 26 Fwd Packets/s 41 Avg Bwd Segment Size 56 Fwd IAT Std

12 Flow Bytes/s 27 Bwd Packets/s 42 Init_Win_bytes_forward 57 Fwd Header Length

13 Flow Packets/s 28 Min Packet Length 43 Init_Win_bytes_backward 58 Idle Max

14 Flow IAT Mean 29 Max Packet Length 44 act_data_pkt_fwd

15 Flow IAT Std 30 Packet Length Mean 45 min_seg_size_forward





Echocardiographic Left Ventricular 
Segmentation Using Double-layer Constraints 
on Spatial Prior Information
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Abstract – Real-time segmentation of echocardiograms is of great practical significance for doctors' clinical diagnosis. This paper 
addresses the existing echocardiogram segmentation models' pursuit of high segmentation accuracy in insufficient training data, 
which leads to high model complexity and low learning efficiency. This paper fully exploits the spatial prior characteristics of the 
image itself. It proposes an echocardiographic left ventricular segmentation algorithm that utilizes double-layer constraints of prior 
information on spatial anatomical structures. The algorithm is based on the following two principles. Firstly, the segmentation 
model is initialized using a self-supervised sorting model based on the spatial anatomy to fully learn the orderly image features 
of the left ventricular spatial anatomy and achieve same-domain transfer of images, allowing the segmentation network to learn 
segmentation information more effectively; Secondly, the segmentation network is subjected to mask shape constraints, and the 
output space is limited by imposing anatomical shape priors to expand the global training goals of the CNN model. Finally, the 
algorithm proposed in this paper was verified using three classic segmentation models. The experimental results showed that on the 
public echocardiography dataset CETUS (Challenge on Endocardial Three-dimensional Ultrasound Segmentation), compared with 
the classic Resnet, Unet, and VGG segmentation models, the double-layer constrained segmentation model that introduces prior 
features has increased the segmentation accuracy (Dice index) by 5.6%, 4.9%, and 4.8%, respectively. The MIOU (Mean Intersection 
over Union) index increased by 7%, 5.5%, and 6.8%, respectively, demonstrating robustness to slice misalignment. 

Keywords:	 echocardiographic segmentation, deep learning, spatial prior, CETUS
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1.	 	INTRODUCTION

Due to the portability, cost-effectiveness, non-radia-
tion, and real-time nature of echocardiography, accu-
rate segmentation of the left ventricle from ultrasound 
images can help doctors with less clinical experience 
to analyze cardiac images conveniently and accurately 
to serve actual clinical diagnosis [1]. However, due to 
the ultrasonic imaging mechanism, echocardiography 

has characteristics such as considerable dynamic noise, 
low image contrast, and loss of edges [2]. This makes 
achieving fully automated real-time segmentation of 
the left ventricle in echocardiography a well-known 
challenge. In recent years, the most advanced deep 
learning technology has been used for cardiac image 
segmentation to automatically measure size and func-
tional assessment of the left ventricle, effectively im-
proving the diagnostic efficiency of echocardiography 
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[3, 4]. However, it also faces some limitations. For ex-
ample, deep learning networks depend on the learning 
capabilities and results of a large amount of annotated 
data and powerful storage computing units; there are 
currently very few publicly available datasets, and the 
scale is difficult to meet research needs.

To solve this problem, some researchers have pro-
posed deep network fusion algorithms to improve 
segmentation accuracy and convergence speed, espe-
cially when training datasets are limited. Literature [5-
8] combines deep learning networks with deformable 
models, and features extracted by trained deep neural 
networks are used instead of handcrafted features to 
improve accuracy and robustness. Literature [9] pro-
posed a method combining convolutional neural net-
works and ASM (Active Shape Model) to achieve auto-
matic segmentation of the left ventricle of echocardio-
grams. It uses the Nakagami distribution to integrate 
the shape prior of the image to provide preprocessing 
classification. The results show that the segmentation 
accuracy and convergence are improved at the same 
time. Literature [10-11] uses generative adversarial net-
works to make segmentation masks, and image frame 
structures correspond one-to-one, increasing the 
number of training samples and improving segmenta-
tion accuracy. Literature [12] fuses two convolutional 
neural networks, YOLOv7 and U-Net, to automatically 
segment echocardiographic images. Some researchers 
have effectively utilized unlabeled data and proposed 
semi-supervised and unsupervised deep learning 
methods to improve the segmentation performance 
of the model by combining multiple strategies  [13-16].

At this stage, deep network fusion algorithms have 
performed well in left ventricular segmentation tasks 
on ultrasound cardiac images. Algorithms that intro-
duce prior information about intensity, shape, time, 
topology, and atlas show obvious advantages in im-
proving the accuracy and efficiency of segmentation. 
However, most deep learning networks are based on 
feature classification of pixel sets, ignore the struc-
tural characteristics and related prior knowledge of 
echocardiograms, and lack the learning of global fea-
tures related to segmentation target structures, re-
sulting in limited feature learning capabilities of the 
model. Some researchers realize the importance of 
prior knowledge, such as image anatomy and imaging 
information, and try to utilize prior features better to 
optimize deep learning models. Literature [17] incor-
porates the perceptual similarity information between 
the generated and original frames into the segmenta-
tion model as prior knowledge. It uses unlabeled data 
for semi-supervised learning to improve segmentation 
performance. Literature [18] introduces a prior infor-
mation encoding module, and the results show that 
the accuracy of this method is close to the segmen-
tation result of the current optimal nnU-Net, with the 
convergence speed increased by 145%. Literature [19] 
proposes a Unet network model (MCCT-Unet) based on 

a multi-channel cross-fusion transformer. By effectively 
combining deep information with shallow information 
in the encoding stage, the segmentation performance 
of the network is improved. Literature [20] constructs 
a multi-fusion residual attention U-Net (MURAU-Net) 
automatic segmentation model by strengthening the 
connection of spatial features. Literature [21] intro-
duced spatial and temporal prior features and achieved 
excellent segmentation results through deep network 
fusion. These research results demonstrate the effec-
tiveness of introducing prior left ventricular anatomi-
cal structure features in improving the deep network 
fusion algorithm's segmentation accuracy and conver-
gence speed.

This paper proposes a segmentation algorithm for 
the left ventricle in echocardiography using double-
layer constraints on the prior information of spatial 
anatomy. The algorithm uses the orderliness of the 
anatomical position of the left ventricle to construct a 
self-supervised sorting model to initialize the segmen-
tation network. The shape prior is incorporated into 
the mask part of the segmentation network to con-
strain the output space, reduce the extraction depth 
of the feature layer of the segmentation network, and 
improve the segmentation performance. Experimental 
results show that with relatively limited training data, 
the model has achieved significant improvements in 
both the Dice and MIOU indicators of segmentation 
accuracy, fully verifying its excellent performance and 
practicality. Specifically, the model brings the following 
benefits: (1) By utilizing the strong correlation between 
different positions of the image simultaneously, effi-
cient model pre-training is achieved based on same-
domain transfer, effectively solving the problem of 
insufficient generalization ability in different domain 
transfer learning. (2) By analyzing the imaging charac-
teristics of echocardiography and the anatomical struc-
ture of the left ventricle and taking advantage of the 
natural order of the short-axis section of the left ventri-
cle in spatial position, a self-supervised sorting model 
is constructed, aiming to explore a reasonable model 
initialization method to improve the performance and 
efficiency of the model. (3) The short-axis section of the 
left ventricle presents a fixed position relationship from 
top to bottom at any time in the cardiac cycle. This spa-
tial anatomical prior knowledge is not only applicable 
to echocardiography. Still, it can also be extended to 
image segmentation of other modalities, providing a 
new way to solve the training requirements of medical 
image segmentation problems.

2.	 METHOD

The overall framework of the echocardiographic left 
ventricular segmentation algorithm using double-layer 
constraints of prior information on spatial anatomy is 
shown in Fig. 1. It mainly consists of two parts: a self-
supervised ranking model and a shape-constrained 
image segmentation model. The self-supervised rank-
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ing model aims to learn the anatomical prior features 
of the image. It uses pre-training of the self-supervised 
ranking model to initialize the segmentation network. 
It encourages the model to learn more about the 
segmentation task by obtaining anatomical position 
features when training the segmentation task. This 
information helps improve the prediction accuracy 
and convergence speed of segmentation models. The 
shape-constrained image segmentation model incor-
porates the shape prior of the label structure into the 

deep learning network. In this way, by constraining the 
training process of the neural network, the network is 
guided to make more anatomically meaningful predic-
tions. This study uses the prior spatial structure features 
and integrates high-dimensional and low-dimensional 
features into the deep learning segmentation network 
simultaneously. It is expected to achieve better seg-
mentation results, reduce the segmentation network 
learning model’s complexity, and reduce the scale of 
the training dataset.

Fig. 1. Overall algorithm framework

2.1.	 Image Description

The dataset for the pre-training model and the shape-
constrained segmentation model are both from the 
public CETUS dataset. CETUS comprises 45 3D echo-
cardiography sequences, which are evenly distributed 
in three different subgroups: healthy subjects, patients 
with muscle damage, and patients with dilated cardio-
myopathy, and has been widely verified for its superior 
algorithm [22]. First, the 3D volume data is sliced along 
the short axis to obtain 2D slices. Second, 2D slices of 
the left ventricle from the apex to the base were ob-
tained manually, and other parts were removed. 

Finally, the acquired left ventricular short-axis slice 
sequence is normalized to ensure that all data have 
the exact spatial resolution along the short axis, and 
the left ventricular short-axis slice data are sampled ac-
cording to the sorting scale, 10,658 2D short-axis slice 
images were obtained, of which 8,276 were used for 
training and 2,382 for testing. 

The self-supervised sorting pre-training model uses 
slice sequences as input data. The input sequence is 
randomly shuffled to prevent the problem of the ab-
solute position of the left ventricular 2D slice feature 
map. The shape constraint segmentation model uses a 
single 2D slice as input for subsequent segmentation 
tasks.

2.2.	 Self-supervised Ranking Model 
 	 Based on Spatial Prior

The puzzle problem trains a deep learning network 
to identify the components of the target [23]. This pa-
per analyzes echocardiography's imaging characteris-
tics and the left ventricle's short-axis structure based 
on this concept. Its spatial anatomy resembles a cone, 
with these slices appearing in a fixed order from top to 
bottom in spatial position. This paper takes advantage 
of the natural spatial ordering of short-axis slices of 
the left ventricle to build a self-supervised sorting pre-
training model, initializes the parameters of the seg-
mentation network, and effectively integrates spatial 
anatomy prior knowledge into the Segmentation net-
work for deep learning. As shown in Fig. 2, the self-su-
pervised sorting pre-training model includes four parts: 
input, backbone feature extraction, output, and loss 
module. The input is an echocardiographic left ventricu-
lar short-axis slice aerial anatomical structure sequence, 
a set of short-axis slices from the apex to the base. The 
number of slices N defines the sorting scale (20>N>2), 
based on the selected N Slices, with different sorting for 
different inputs. The backbone feature extraction mod-
ule is a general convolutional network structure. In this 
paper, three classical structures, VGG [24], Unet [25], and 
Resnet [26], are chosen for the performance comparison 
of self-supervised sorting models. The output is an N*N-
dimensional probability matrix, and the loss module is 
mainly used to evaluate the accuracy of N-slice sorting.
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Fig. 2. Self-supervised ranking pre-training model based on spatial prior

The loss module is mainly used to evaluate the sort-
ing accuracy of echocardiographic left ventricular 
short-axis section image sequences. The optimization 
goal of the spatial anatomical structure self-supervised 
sorting task is the multi-level Softmax loss function. 
The specific loss function is as follows:

(1)

Among them, the formula of pji is as follows:

(2)

N represents the number of categories, yji pji indicating 
that the j-th image belongs to the i-th category, yji=1 in-
dicating that the j-th image belongs to the i-th category, 
yji=0indicating that the j-th image does not belong to 
the i-th category, pji indicating that the input j-th image 
belongs to the i-th category Probability, Z represents the 
input of the softmax activation function.

2.3.	 Shape-constrained image 
	se gmentation model

The shape-constrained segmentation model imple-
ments the shape constraint function by adding convolu-
tional autoencoding, applying anatomical shape priors 
to the predicted images of the segmentation model to 

constrain the output space, expanding the global train-
ing goals of the CNN segmentation model, and using 
two loss functions to adjust the feedback of the seg-
mentation network. This approach improves sub-pixel 
segmentation accuracy by training an upsampling layer 
with high-resolution ground truth maps.

Fig. 3 shows the structure of the shape-constrained 
segmentation model. The convolutional autoencoding 
constraint model AE (autoencoder) [27] is integrated into 
the basic segmentation network based on deep learn-
ing and predicts image class label shape constraints. It 
fully uses the anatomical low-dimensional features of 
2D echocardiographic left ventricular images to improve 
model segmentation accuracy. 

The basic segmentation network uses a cross-entropy 
loss function to run predictions at the single-pixel level, 
since the backpropagation gradient is only parameter-
ized by the individual probability divergence term at 
the pixel level, it provides little global context. It can-
not guarantee the consistency of the overall anatomical 
shape. Class label prediction obtains the parameters and 
underlying structure of the lower-dimensional segmen-
tation by performing AE-based nonlinear low-dimen-
sional projections of the predicted image and the true 
label [28]. This paper builds a segmentation network 
with a double-constraint loss function to obtain more 
global information and local features, thereby improv-
ing the performance of the segmentation model.

Fig. 3. Shape-constrained segmentation network model
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The shape Constrained Segmentation Network via 
Cross-Entropy Loss of Basic CNN Segmentation Net-
work Lx (ϕ(x; θs), ys)and the linear combination of the 
shape loss Lm from AE to train the objective function, 
as shown in Equation 3. ω is the weight of the convolu-
tion filter of the segmentation network. The third term 
corresponds to weight decay, which limits the number 
of free parameters in the model to avoid over-fitting, 
weight decay to restrict the number of free parameters 
in the model to avoid overfitting. θs represents all train-
able parameters of the segmentation model, θf repre-
sents all trainable parameters of the AE model, which 
are updated during training. The coupling parameters 
λ1 and λ2 determine the weight of the shape loss and 
the weight decay terms used in the training. In this 
equation, the second term Lm ensures that the gener-
ated segmentations are in a similar low-dimensional 
space as the ground-truth labels.

(3)

2.4.	 Performance Evaluation

To measure the accuracy of echocardiographic left 
ventricular segmentation, this paper used three differ-
ent metrics, namely Dice, two-dimensional HD (Haus-
dorff Distance), and MIOU to evaluate the segmentation 
accuracy [29][30][31]. Let U={u1, u2,…um} be the predic-
tion area, and R={r1, r2,…rm } be the reference area.

Dice is a measure of the similarity between two sets. 
It evaluates the similarity between the network pre-
diction structure and the human annotation result. 
The segmentation task classifies the pixels in the im-
age. Set similarity evaluates the similarity between two 
contours and generally requires the index to be greater 
than 0.7 for the segmentation effect to be considered 
relatively good.

(4)

HD is the maximum distance from one set to the 
nearest point in another set. This distance is direction-
al, meaning that h(U, R) is not equal to h(R, U). H takes the 
larger of the two distances. A smaller value indicates a 
higher degree of similarity for parameters sensitive to 
differences in location information. The calculation for-
mula is as follows:

(5)

(6)

MIOU is the average intersection and union ratio, in-
cluding the heart and background areas. IOU is used 
to test the overlapping area of each category, calcu-
lated as the intersection area of a specific category 
divided by the union area of a particular category.  

The MIOU is calculated as the sum of the Io of all cat-
egories divided by the total number of categories.

(7)

Among them, nff represents the number of correctly 
classified foreground pixels, tf represents the total num-
ber of pixels belonging to the foreground, nbf repre-
sents the number of incorrectly classified background 
pixels, nbb represents the number of correctly classified 
background pixels, tb represents the total number of 
pixels belonging to the background, and nfb represents 
the number of misclassified foreground pixels.

3.	 RESULTS AND DISCUSSION

During model training, the classic CNN network struc-
tures, including VGG [24], Unet [25], and Resnet [26], 
were selected for medical image segmentation tasks. 
The echocardiographic left ventricle segmentation al-
gorithm using double-layer constraints of spatial prior 
information was verified to be effective. The model was 
implemented using the PyTorch deep learning frame-
work, with Kaggle selected as the running platform.

3.1.	 Results and Analysis of  
	 Self-supervised Sorting  
	 Pre-training Model

First, the feasibility of the self-supervised ranking mod-
el based on spatial priors for different deep-learning net-
works was verified under various input image sequence 
sizes. During the self-supervised model training process, 
the hyperparameters Epoch=20, batch size=16, and 
learning rate=1e-5 were set, with all parameter size lim-
its chosen based on tracking and error to provide higher 
accuracy. VGG [24], Unet [25], and Resnet [26] were 
used as the basic network structures for deep learning, 
and the performance of the self-supervised model was 
evaluated through average ranking accuracy. Table 1 
shows the ranking accuracy of the self-supervised rank-
ing model on the test set using different basic network 
structures and input image sequence sizes. Experimen-
tal results indicate that for sorting tasks with a sorting 
vector of less than 10, the sorting model can achieve an 
accuracy higher than 50%, which validates the results 
to a certain extent. This paper illustrates the rationale 
behind constructing a feasible sorting task for a self-
supervised sorting model based on spatial anatomical 
priors. It demonstrates that developing a self-supervised 
sorting model has significant potential for application in 
pre-training left ventricular segmentation tasks.

Table 1. Accuracy of different deep learning 
network structures

Method
Accuracy at different sorting scales

2 3 4 5 6 7 8 9 10

Unet 0.80 0.77 0.72 0.71 0.70 0.68 0.62 0.55 0.53

VGG 0.85 0.80 0.76 0.74 0.73 0.64 0.62 0.61 0.58

ResNet 0.88 0.85 0.83 0.80 0.73 0.70 0.64 0.63 0.61
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Next, the effect of self-supervised ranking based on 
spatial anatomy priors on the pre-trained segmenta-
tion model is verified. The Models used for compari-
son and verification include: Resnet, Resnet_S; Unet, 
Unet_S; VGG, VGG_S, where S represents self-super-
vised sorting based on spatial anatomy prior, which is 
used for the pre-training of segmentation models. 

Given the performance analysis results of the pre-
training model, the input scale of the ranking model 
in the experiment utilized 8 2D image slices, and the 
ranking output was an 8×8 probability matrix. After the 

training of the ranking task is completed, the model 
that performed best on the test set is selected, and the 
segmentation network is initialized. The ranking model 
and segmentation network use the same base network 
to facilitate simple and effective model parameter mi-
gration. The initial learning rate (Lr) is set to 0.01, the 
minimum learning rate is 1e-5, the optimizer used is 
AE, the batch size is 8, and the limits of all parameter 
sizes are selected based on tracking and error to im-
prove accuracy. The model is evaluated through the 
Loss_epoch curve of the training set, and the experi-
mental results are shown in Fig. 4.

(a)

(b)

Fig. 4. Loss_epoch curves at different model training stages. (a) Resnet(loss-epoch), Unet(loss-epoch) and 
VGG(loss-epoch), (b) Resnet_S(loss-epoch), Unet_S(loss-epoch) and VGG_S(loss-epoch)

Fig. 4 shows the Loss-Epoch curves of different base 
network model training stages. By comparison, it is 
found that the segmentation models Resnet_S, Unet_S, 
and VGG_S, which are based on spatial anatomy prior 
self-supervised sorting pre-training, exhibit faster con-
vergence capabilities. The reason is that during pre-
training, the model learns effective prior information 
naturally ordered in the spatial dimensions of left ven-
tricular ultrasound images. When the segmentation 
task training is completed, it will learn more task-related 
information and perform segmentation based on the 
learned prior features, which helps improve segmenta-
tion accuracy and speeds up training convergence.

3.2.	 Results and Analysis of the 
	 Double-layer Constraint 
 	 Segmentation Network Model

First, the impact of adding anatomical constraints 
on the convergence performance of the segmentation 
network was verified during the model training phase. 
Resnet was selected as the representative backbone 
network for evaluation in the experiment, and the per-

formance of the segmentation network before and after 
the introduction of anatomical constraints was com-
paratively analyzed. Here, S represents the use of pre-
training, and L represents the introduction of anatomi-
cal constraints. The Model parameter settings included 
a batch size of 10 and a learning rate of 2e-4, which was 
reduced to 1e-5 in the later stage of training. The loss 
function used was the cross-entropy loss function. Fig. 5 
shows the Loss_epoch curve of the model training stage 
represented by the Resnet base network. It was found 
that pre-training effectively improves the convergence 
speed of the model. After the anatomical constraints are 
introduced, since two losses limit the model, it increases 
the learning difficulty of the model, making the con-
vergence speed slower and consistent with the conver-
gence of the model without pre-training. 

Next, a comprehensive performance evaluation of 
the double-constraint left ventricular segmentation 
model based on self-supervised sorting pre-training 
proposed in this paper was conducted from two as-
pects: segmentation accuracy and model segmenta-
tion effect. The model's accuracy is evaluated through 
three indicators: Dice, HD, and MIOU. The experiment 
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was implemented using the PyTorch deep learning 
framework, and the running platform used was Kaggle. 
The test set comprises 2382 2D slices from 36-45 pa-
tients in the CETUS dataset. 9 segmentation models, 
including Resnet, Resnet_S, Resnet_S_L, Unet, Unet_S, 

Unet_S_L, VGG, VGG_S, and VGG_S_L were tested. The 
Segmentation effects were intuitively assessed through 
qualitative visual comparisons of different image quali-
ties, segmentation masks produced by different mod-
els, and corresponding ground truth values.

(a) (b) (c)

Fig. 5. Loss-epoch curves of Resnet, Resnet_S, and Resnet_S_L models. (a) Resnet(Loss-epoch),  
(b) Resnet_S(Loss-epoch), (c) Resnet_S_L(Loss-epoch)

Three pre-training models, Resnet_S, Unet_S, and 
VGG_S, refer to the performance analysis results of the 
pre-training models, using eight image slices as input, 
with a batch size of 16, a learning rate of 1e-5, and an 
epoch count of 10. The loss function used is multi-level 
Softmax. After completing the self-supervised sort-
ing task, the model with the best performance on the 
test set is selected as the pre-training model for the 
segmentation task. The parameters for the three basic 
network models of Resnet, Unet, and VGG are set with 
a batch size of 10 and a learning rate of 2e-4, which is 

reduced to 1e-5 in the later stage of training, with an 
epoch count of 50. The loss function used is the cross-
entropy loss function. Based on anatomical prior pre-
training, the shape-constrained segmentation models 
Resnet_S_L, Unet_S_L, and VGG_S_L proposed in this 
paper incorporate a linear combination of shape-
constrained Loss1 and Loss2. The objective function is 
trained using a linear combination of the cross-entropy 
loss of the basic CNN segmentation network and the 
AE shape loss. The experimental results are shown in 
Fig. 6, Fig. 7, Fig. 8, and Table 2.

(a) (b) (c)

Fig. 6. The performance of Resnet, Resnet_S, and Resnet_S_L models using  
(a) Dice, (b) MIOU, and (c) HD methods

(a) (b) (c)

Fig. 7. The performance of Unet, Unet_S, and Unet_S_L models using 
(a) Dice, (b) MIOU, and (c) HD methods
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(a) (b) (c)

Fig. 8. The performance of VGG, VGG_S, and VGG_S_L models using 
(a) Dice, (b) MIOU, and (c) HD methods

Fig. 6, Fig. 7, and Fig. 8 visually show the changes in 
test indicators of the model. By comparison, it is found 
that the Resnet_S, Unet_S, and VGG_S models based on 
self-supervised pre-training have significantly higher ac-
curacy than the randomly initialized Resnet, Unet, and 
VGG basic segmentation models. In the sorting task, the 
model learns many basic features, such as the spatial 
anatomical structure of the image. This effective prior 
information is suitable for migrating the weights of the 
segmentation model, allowing it to learn based on the 

acquired prior features once the segmentation model 
training is completed. More information related to seg-
mentation tasks can enhance model accuracy and speed 
up training convergence. Resnet_S_L, Unet_S_L, and 
VGG_S_L, which incorporate shape constraints, have 
further improved segmentation accuracy compared to 
Resnet_S, Unet_S, and VGG_S. The segmentation net-
work learns low-dimensional position and shape infor-
mation using sticky note shape constraints, significantly 
improving segmentation accuracy.

Table 2. Accuracy of different segmentation models

Accuracy Resnet Resnet_S Resnet_S_L Unet Unet_S Unet_S_L VGG VGG_S VGG_S_L

Dice 0.827 0.843 0.874 0.813 0.827 0.853 0.805 0.821 0.844

MIOU 0.746 0.773 0.816 0.725 0.747 0.765 0.714 0.734 0.772

HD 3.617 3.605 3.565 3.796 3.774 3.759 3.871 3.761 3.727

Table 2 shows the segmentation results of the model 
on the test set. The Dice index for Resnet_S is improved 
by 1.8% compared to Resnet, Unet_S is improved by 
1.7% compared to Unet, and VGG_S is improved by 
1.9% compared with VGG; the MIOU index for Resnet_S 
is improved by 3.6% compared with Resnet, and Unet_S 
is 3% higher than Unet, and VGG_S is 2.8% higher 
than VGG; The HD parameters have not changed sig-
nificantly. These results fully demonstrate that the self-
supervised sorting tasks can be used to pre-train deep 
learning-based segmentation tasks. A double-layer 
constrained segmentation model using spatial prior 
information, the Dice index for Resnet_S_L further im-
proved by 3.7% compared to Resnet_S, Unet_S_L fur-
ther improved by 3.9% based on Unet_S, and VGG_S_L 
improved by 2.8% based on VGG_S; the MIOU index 
for Resnet_S_L further increased by 5.6% compared to 
Resnet_S, Unet_S_L further increased by 2.4% based 
on Unet_S, and VGG_S_L further increased by 5.2% 
based on VGG_S. The model constructed in this pa-
per shows excellent segmentation performance, with 
Dice and MIOU indicators as high as 0.874 and 0.816, 
respectively, but it still has significant potential for per-
formance improvement. Future research will focus on 
optimizing the segmentation network, incorporating 
spatial prior information, introducing cutting-edge at-
tention mechanisms, integrating multi-scale feature fu-

sion technology, and deep mining contextual informa-
tion. These advancements are expected to improve the 
Dice and MIOU indicators, ensuring the model provides 
more accurate and reliable segmentation results across 
various image segmentation application scenarios.

Fig.9 shows the segmentation experimental results 
of each model under different image qualities. Com-
paring the segmentation masks produced by various 
models against the corresponding ground truth val-
ues allows for an intuitive evaluation of each model's 
segmentation performance. The results show that the 
Resnet_S, VGG_S, and Unet_S models based on self-su-
pervised sorting pre-training perform better than the 
randomly initialized Resnet, VGG, and Unet models in 
the echocardiography left ventricle segmentation task. 
The pre-trained models showed satisfactory segmen-
tation results in the face of segmentation challenges 
such as artifacts, speckle noise, and blurred anatomical 
boundaries. When evaluating the two key indicators of 
boundary accuracy and region overlap, the segmen-
tation results of these models matched the ground 
truth values very well, significantly outperforming the 
basic segmentation network models. However, the 
Resnet_S_L, VGG_S_L, and Unet_S_L models that fur-
ther incorporated the double-layer prior information 
constraints of the shape mask did not show significant 
performance improvements.
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(a) (b) (c) (d)

Fig. 9. Echocardiographic left ventricular segmentation renderings in different scenarios

The segmentation model based on self-supervised 
sorting pre-training uses a sequence of adjacent slices 
as input. During the pre-training process of the model, 
the basic structural features of the left ventricular im-

age are learned. This prior information has a high re-
use potential in the segmentation task, which helps to 
improve the segmentation accuracy and accelerate the 
convergence of the model. It is worth noting that fur-
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ther integrating shape-constrained AE on top of these 
pre-trained models did not show significant perfor-
mance improvements. The reason is that, on the one 
hand, the spatial anatomical prior of the image in the 
pre-training stage has already implied some shape in-
formation, thus weakening the gain effect brought by 
the additional shape constraint.

On the other hand, the AE model is mainly trained 
based on the left ventricle segmentation mask to cap-
ture the anatomical variation of the left ventricle ac-
curately. Considering that the shape variation of the 
heart's left ventricle is relatively limited in the public 
dataset used in this study, the shape constraint of the 
second layer improves the performance. This improve-
ment is more reflected in the subtle optimization of the 
existing performance. It fails to achieve the significant 
improvement brought by pre-training.

4.	 CONCLUSION

To solve the problem that the fully supervised seg-
mentation algorithm for the left ventricle in echo-
cardiography needs to deepen the network learning 
depth to improve segmentation accuracy due to insuf-
ficient training data, this paper constructs a segmenta-
tion model that integrates image prior information to 
achieve an effective combination of low-dimensional 
and high-dimensional features, as well as global and lo-
cal features. On the one hand, through self-supervised 
sorting pre-training of the left ventricle from apex to 
base based on the spatial anatomical structure, the 
weights of the segmentation model are initialized, so 
that the model can fully obtain more local information 
related to the segmentation when performing the seg-
mentation task, thereby improving the segmentation 
accuracy and accelerating the convergence speed. On 
the other hand, the segmentation network model is 
implemented to predict the shape constraints of image 
class labels, and the anatomical low-dimensional fea-
tures of the left ventricle image of the two-dimensional 
echocardiogram are used to capture more global infor-
mation and further improve the segmentation accu-
racy of the model. The model can extract basic features 
from related images, which are common to similar im-
age analysis tasks, and can improve the performance of 
subsequent tasks.

Future research will continue to explore the sorting 
relationships implied by other spatial anatomical prior 
knowledge and try to model these relationships into a 
self-supervised sorting framework, study the specific 
impact of different sorting modes on the performance 
of the segmentation model, and find better sorting 
strategies. In addition, by optimizing the data input 
method, the sorting model can learn richer knowledge, 
significantly shorten the model training time, and im-
prove the sorting model's learning effect and general-
ization ability, providing more solid technical support 
for applications in medical image processing.
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Abstract – This research presents an innovative approach leveraging computational intelligence for chromosomal primitive extraction 
and speaker recognition. The study emphasizes real-time digital signal processing (DSP) embedded systems integrating chromosomal-
inspired techniques to enhance auditory feature extraction and speaker identification accuracy. By applying Gamma chromosomal 
factors, Mel-Frequency Cepstral Coefficients (MFCC) are refined through convolution, emulating human cochlear functionality. 
This integration aligns well with the perceptual auditory mechanisms and computational intelligence paradigms. The proposed 
methodology incorporates feature extraction techniques like Linear Predictive Coding (LPC), Linear Predictive Cepstral Coefficients 
(LPCC), and MFCC, followed by robust classifiers such as Support Vector Machines (SVM), Artificial Neural Networks (ANN), and Recurrent 
Self-Organizing Maps (RSOM). Experimental results demonstrate superior performance of RSOM, achieving a recognition rate of up to 
99.7% with Gamma-enhanced MFCCs, compared to 98.6% for SVM and 91% for SOM. The RSOM model effectively identifies speakers 
across diverse conditions, albeit with slightly increased response times due to its dynamic recurrence loop. This work addresses challenges 
like environmental noise and variability in speech styles by introducing the Gamma chromosomal factor, a logarithmic nonlinear 
enhancement model. The experimental setup, executed on DSP boards using Python, highlights the advantages of computationally 
intelligent systems in real-world applications such as biometric authentication and decision-making systems. These findings underscore 
the potential of chromosomal-inspired computational techniques to advance speaker recognition technology, offering high accuracy 
and reliability in adverse conditions. Future research will focus on optimizing architectural and software frameworks to improve response 
times and further integrate this approach into constrained real-time systems.
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1.	 	INTRODUCTION

Speech is a natural and variable process that serves as 
the primary means of human communication, conveying 
information through acoustic signals. Speaker recogni-
tion has evolved from statistical models like HMM and 

GMM-UBM to deep learning approaches such as CNNs, 
RNNs, and wav2vec 2.0. Computational intelligence tech-
niques, including Recurrent Self-Organizing Maps (RSOM) 
and Genetic Algorithms (GA), have shown promise in 
speech processing. However, their integration remains 
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underexplored, particularly for embedded systems. This 
study considers the foundation of speaker identification, 
a subset of artificial intelligence (AI), that involves distin-
guishing individuals based on their speech [1]. It aims 
to enhance recognition accuracy and efficiency while 
benchmarking against existing methods. An evolutionary 
recurrent neural system processes these acoustic vectors 
through unsupervised learning, associating each vector 
with a speaker's identity stored in a database. During the 
control phase, it compares new inputs to its stored data 
and makes an identification decision [2]. This process is 
implemented in embedded systems, such as digital sig-
nal processors (DSPs), under real-time constraints. Speech 
and speaker recognition, alongside facial recognition, are 
critical fields in Industry 4.0, IoT, blockchain, and cloud 
computing. These technologies are vital for security and 
decision-making applications [3]. 

Approaches such as Cochlear coefficients and its de-
rivatives are widely employed, with the selection guided 
by the specific demands and limitations of the system. 
This paper introduces, as second contribution, a novel ap-
proach to extracting speech signal features and examines 

the most accurate classification algorithms for speaker 
identification. The aim is to enhance robotic safety, voice 
control, and decision-making, targeting zero-error perfor-
mance, even in challenging environments.

This work is structured as follows: Section 1 contex-
tualizes speaker recognition, tracing key models to the 
adopted computational intelligence approach. Section 
2 s speech feature extraction methods and classifiers, 
highlighting accuracy, decision speed, and compara-
tive analysis. Finally, sections 3 and 4 focus, respective-
ly, on experimental results and discussion.

2.	 APPLIED METHODS

2.1.	 Main techniques for extracting 
	primiti ves

ASR transcribes speech into text, while speaker iden-
tification determines identity using vocal features. De-
spite differing goals, they share techniques and can be 
integrated for more robust, personalized systems. [4]. 
Fig. 1 illustrates the global architecture of the voice rec-
ognition system.

Fig. 1. Global architecture of a voice recognition system

Speaker recognition captures speech, digitizes it via 
DSP, extracts features (e.g., LPC, MFCC), and matches 
them to a database. It identifies speakers by balancing 
feature detail with reduced dimensionality. The pri-
mary techniques for extracting speech primitives are 
as follows:

a. Linear predictive coding ( LPC)  

Since the 1960s, LPC models speech as a filter with 
poles, representing the vocal tract, using filter coeffi-
cients to describe its transfer function [5].

(1)

Linear Prediction (LPC) computes coefficients ak to 
minimize the error e(n), commonly using autocorrela-
tion or covariance, with autocorrelation preferred for 
its efficiency and stability. The LPC technique's block 
diagram is shown in Fig. 2.

Fig. 2. Schematic representation of the LPC method

Consider x(t) as the speech signal; the temporal auto-
correlation function is expressed as: (2)

Linear prediction (LP) is a key tool in speech analysis, 
modeling the signal s(n) at time n based on p previous 
samples. The weighted sum of these samples produces 
a prediction error, e(n), as shown in equation 1.
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This represents the average over time of the signal mul-
tiplied by its own version shifted by a time delay τ. For a 
digital signal xk, sampled with a period Te, the discrete 
autocorrelation function is calculated using the equation:

(3)

Here, M represents the number of points considered 
in computing the average, where the total duration 
is T=M.Te. The Levinson-Durbin algorithm [6] is used to 
determine signal coefficients by applying it to the filter 
signal for linear prediction. It calculates the linear predic-
tion coefficients that minimize the mean squared error, as 

(4)

The autocorrelation method computes LPC coeffi-
cients from windowed frames, precisely modeling the 
vocal tract's spectral envelope.

b. Linear Predictive Cepstral Coefficients ( LPCC) 

LPCC smooths the speech signal's spectral envelope 
while extracting speaker characteristics. Based on LPC 
analysis, it derives coefficients from the prediction pro-
cess. Fig. 3 shows the LPCC extraction block diagram.

Fig. 3. Schematic illustrating the process of LPCC feature extraction.

The parameters are determined using the following 
equation:

(5)

Cn : the nth coefficient of cepstrum
An : the nth linear predictor coefficient LPC

c. Mel Frequency Cepstral Coefficient (MFCC)

In 1980, Davis and Mermelstein introduced Mel-
Frequency Cepstral Coefficients (MFCC) analysis [7], a 
robust parameter extraction method based on the Mel 
scale. It uses FFT and DCT to derive decorrelated coef-
ficients that closely simulate human auditory percep-
tion. The Mel scale, reflecting the human ear's sensitiv-
ity, is linear at low frequencies and logarithmic at high 
frequencies, as defined by the following equation [8]:

(6)

MFCC extraction involves pre-emphasis, segmenta-
tion with a Hamming window, FFT, and Mel-scaled filter 
banks. The first 12 coefficients from 20-30 ms overlap-
ping windows are used for analysis.

(7)

The Fast Fourier Transform (FFT) is an efficient algo-
rithm for calculating the Discrete Fourier Transform 
(DFT) of a discrete signal x(n).

(8)

We write in this case:

(9)

The discrete Fourier transform (DFT) for N frequency 
points of a discrete signal is expressed as:

(10)

Where, X(k) is the DFT output.

N is the sample count per frame, enabling time-to-
frequency conversion. The Mel scale (1937) models 
auditory spectra using triangular filters, crucial for 
cepstral coefficient calculation. [9 -10]. Fig. 4 shows the 
general shape of the Mel-scale filter bank.

Proceed to the discretization of the frequency on N 
points among [-Fe/2 ,Fe/2] by putting:

defined by:
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Fig. 5. Representative of ANN structure

ANN is widely used in speech and speaker recogni-
tion under artificial intelligence applications (Deep 
learning and Q-learning). The self-organizing map 
(SOM), as a static tool, achieves 85-90% speaker recog-
nition, while the recurrent dynamic neural map (RSOM) 
improves this to 97-100% under optimal conditions. 
See Fig. 6.

The layer consists of neurons functioning as inter-
connected, fundamental processing units, operating 
through the following sequence of steps:

Unsupervised Learning: The neurons are trained by 
processing MFCC vectors that represent the speech 
signals of known individuals.

Neuron Count Estimation: The total number of neu-

Where, ck : is the MFCC vector of the kth frame

∆ck=ck+2 - ck-2 : first derivative of the MFCCs calculated 
from the MFCC vectors of the kth+2 frame and kth-2 
frame;

∆∆ck=∆ck+1 - ∆ck-1: second derivative of MFCC.

d. 	Comparative study between primitives’  
	 extraction techniques 

A comparative study of MFCC, PCA, and ARMA for 
voice feature extraction assesses their effectiveness, 
efficiency, and suitability in speech processing. Addi-
tional methods like spectral subtraction, LPC, Wiener 
filtering, and independent component analysis ICA aid 
in noise separation. Key comparison factors include 
computational complexity, noise robustness, and 
speech quality [13].

To ensure a smooth, stable spectrum, the energy log-
arithm (amplitude spectrum logarithm) is computed as 
follows:

(11)

Here, m represents the number of Mel scale filters, 
ranging from 20 to 40.

X(k) denotes the FFT of the frame, while H(k) refers to 
the transfer function of the Mel filter.

The Discrete Cosine Transform (DCT) is applied to filter 
coefficients, enhancing discriminative power and noise 
robustness for speech recognition. The coefficients c(n) 
are calculated using the following equation [11]:

(12)

In this context c(n) represents the MFCC coefficients. 
s(m) denotes the logarithmic spectrum. N indicates the 
number of samples within each frame. M refers to the 
number of filter banks.

MFCC dynamic features are captured by delta and 
acceleration coefficients, reflecting temporal changes, 
with typical speech systems sampling at 16 kHz. and 
extracts these features [12].

Fig. 4. Mel Scale Filter Bank

Each method has its strengths depending on the ap-
plication. For speech recognition, MFCC and LPCC are 
commonly used. PCA is mainly for dimensionality re-
duction. LPC and ARMA are more relevant for speech 
synthesis and modeling. [14 -15]. 

2.2.	 Classification models

Classification identifies speakers by matching fea-
tures with a database using classifiers like HMM, SVM, 
k-means, PCA, and ANN [16].

a. Artificial Neural Networks ANN 

An artificial neural network (ANN), inspired by the 
human brain, processes and produces information. 
Multi-layer perceptron (MLP) networks have three lay-
ers: input, hidden (for non-linear processing), and out-
put (for results). See Fig. 5 [17 - 18].

Input layer Hidden layer Output layer
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Fig. 6. Representation of Recurrent Self-Organizing 
Map RSOM

(13)

Each signal vector is sent to all neurons of the RSOM 
map. The neuron whose weight vector has the smallest 
Euclidean distance to the input vector is activated, de-
termining whether the input corresponds to a known 
or unknown individual. The Euclidean distance be-
tween the input x(t) and the weight wi is calculated as 
follows:

(14)

The winning neuron is the one that minimizes this 
Euclidean distance.

b. Support Vector Machine (SVM) 

In the early 1990s, Vladimir Vapnik introduced the 
support vector machine (SVM), which projects data 
into a higher-dimensional space to find the best hy-
perplane for classification or regression. SVM solves the 
discrimination problem by constructing a function f 
that maps an input vector x to an output vector y [20].

(15)

The linear discriminant function is derived as a linear 
combination of the input vector x=(x1, x2., xN) and the 
weight vector w : f(x)=wx+b, b∈R a scalar referred to as 
the bias.

If f(x)>0, it is decided that x is of class 1, otherwise, if  
f(x)<0, we decide x of class -1.

For classifying speech primitives using SVM, the fol-
lowing criteria are taken into account:

(16)

The margin of a hyperplane is defined as the shortest 
distance between the hyperplane and the closest data 
points. Let dis (x, w, b) denote the distance between a 
point x located on the plane H1 and the hyperplane 
defined by f(x) = 0. The margin M can be expressed as:

M = min {dis (w ⋅x + b )} (17)

This distance is calculated as: (f(x))/‖w‖ =1/‖w‖, re-
sulting in the distance between the two planes H1 and 
H2 being 2/‖w‖.

The vectors w and b define the separating hyper-
plane, also known as the optimal hyperplane. Optimiz-
ing this hyperplane involves minimizing the squared 
norm ‖w‖2, leading to the objective: min( 1/2 ‖w‖2).

This problem is typically solved using the Lagrange 
multipliers method. The classification function is repre-
sented as: class(x) = sign(w ⋅ x + b). The indicator func-
tion can also be reformulated based on the following 
expression [21].

(18)

In practical classification scenarios, data frequently 
necessitates separation via a nonlinear decision bound-
ary. This is accomplished by applying a kernel-based 
transformation K(x, y), which optimizes the input data 
and is represented in the following form:

(19)

Among the kernels used are:

c. Comparative study of main classifier models

A comparative study of classifiers like HMM, RSOM, 
CSOM, SVM, and DNN assesses their effectiveness in 
speech recognition. HMMs achieve around 90% accu-
racy, while RSOMs capture temporal speech dynamics 
and CSOMs handle classification. CNNs excel in visual 
data analysis, and DNNs surpass 95% recognition rates. 

rons, Nn, in the RSOM map is calculated using the for-
mula Nn = 2.5 × C, where C is the number of individuals 
(or vectors) involved in training. For example, recogniz-
ing 40 speakers typically requires around 100 neurons.

Neuron Specialization: After multiple training itera-
tions, each neuron becomes fine-tuned to a specific 
input vector. In our case, the stop criterion is set at 100 
iterations.

Testing and Identification: Once trained, the RSOM 
map can process any speech samples, analyze them, 
and visualize potential identification outcomes.

Weight Vector Representation: The weight vector 
associated with a specific neuron, indexed as iii, is de-
scribed using the expression provided below [19]:
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Fig. 7. Algorithm of experimented SVM Function

Table 1. Compared performances over existing 
models

Model Recognition 
Accuracy (%)

Computational 
Cost (ms)

Dataset 
Used

HMM 81 100 TIMIT

SVM 87 200 TIMIT

CNN 92 350 TIMIT

DNN 92.5 500 TIMIT

i-vector 89 275 TIMIT

Deep RSOM Embeddings 96 850 TIMIT

2.3.	adopted  method

Speaker recognition on embedded systems uses ma-
chine learning tailored to resources, speed, and accura-
cy. Lightweight models like SVM suit low-resource sys-
tems, while complex algorithms work on high-resource 
systems. This work employs Python-programmed DSP 
cards for a comparative study of SVM and RSOM, with 
Fig. 7 illustrating the SVM algorithm.

This approach introduces Gamma Chromosomal 
Factors, a novel technique convolved with MFCC primi-

SVMs, effective with non-linear boundaries, achieve 
85-95% accuracy. X-vector and i-vector methods, com-
bined with DNNs, exceed 98%, while Deep Speaker 
Embeddings (DES) can achieve over 99%, though envi-
ronmental conditions can reduce performance to 92%. 
Each method's choice depends on application require-
ments and data quality. 

Various performance parameters are used to evalu-
ate the suggested model. The RSOM in its evolutionary 
form (hybridized with GA) demonstrates a strong bal-
ance between recognition accuracy and computation-
al efficiency in speaker recognition tasks. It achieves 
high precision (93-99%), recall (89-97%), and F1-score 
(92-96%), making it competitive with deep learning 
models while maintaining a lower computational cost. 
Compared to traditional models like HMM (Precision: 
75-82%, Recall: 72-80%, F1-score: 73-81%) and SVM 
(Precision: 78-85%, Recall: 75-83%, F1-score: 76-84%), 
RSOM outperforms in handling dynamic speech varia-
tions. However, modern deep learning approaches 
such as CNN (Precision: 88-94%, Recall: 86-93%, F1-
score: 87-93%), LSTM (Precision: 90-96%, Recall: 89-
95%, F1-score: 89-95%), and wav2vec 2.0 (Precision: 93-
97%, Recall: 92-96%, F1-score: 92-96%) achieve higher 
recognition accuracy but at the expense of increased 
computational complexity. In terms of time efficiency, 
RSOM outperforms deep learning models, with pro-
cessing times comparable to HMM and SVM, making 
it a viable choice for embedded systems and real-time 
speaker recognition applications. 

The Table 1 below highlights some parameter scores 
supported by TIMIT database.

tives to enhance speech feature extraction, especially 
in adverse environments. The resulting convolutional 
output is then fed into an evolutionary RSOM model 
embedded on a DSP. A comparative analysis with an 
embedded SVM model, known for its lightweight na-
ture, underscores the advantages of our approach.

The experimental setup includes:

•	 a PC running the Code Composer Studio CCS soft-
ware environment for programming a DSP board.

•	 a Texas Instruments TMS 320 DSP.

•	 a USB cable for downloading the program describ-
ing the model to be implemented to the DSP.

•	 a screen interface for viewing results and curves
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Gamma Day Night

Men 0.9 1.0

Women 0.6 0.78

Children 0.4 0.55

Table 2. Chromosomal Gamma scores over 
conditions

Fig. 8. Algorithm of adopted RSOM Function

Our contributed chromosomal factor Gamma is cal-
culated using a logarithmic, non-linear model devel-
oped through experiments and validations.

Gamma (γ)= α*log(β+λ) (19)

Alpha (α) represents a membership factor that char-
acterizes the state of an individual speaker. Its value 
ranges between 0 and 1.

Beta (β) serves as an indicator of geographic condi-
tions and atmospheric pressure, varying within the in-
terval [0, 10].

Lambda (λ) denotes a coefficient associated with 
neighborhood noise. This coefficient is typically negli-
gible, ensuring that (β+λ) ≤ 10.

Gamma chromosome, derived from deoxyribonucle-
ic acid (DNA) composition, influences human biologi-
cal traits. Its variation with day-night cycles can impact 
pronunciation.

Speaker recognition results on a DSP using Python 
depend on speech quality, feature extraction, classifi-
cation algorithms, and system parameters. Accuracy 
ranges from 70% to 99%, and performance is assessed 
through metrics like precision, recall, and F1-score. Ex-
perimentation results for the sentence "I am Happy" 
spoken by five public people, using SOM, SVM, and 
RSOM without MFCC filtering, are presented in Table 3. 
Results may slightly vary with databases like TIMIT or 
VoxCeleb, but the performance gap between models 
remains consistent.

Table 3. Comparison of recognition rates across 
models using MFCC, excluding chromosomal Gamma

Models/
speakers SOM rates in % SVM rates in % RSOM rates 

in %

Person 1 81.5 86.9 92

Person 2 83.2 88 94.5

Person 3 90.1 89.9 97.4

Person 4 87.6 95 99.2

Person 5 89 96.8 98

The algorithm assumes pre-processed, labeled 
speech signals split into training and testing sets. MFCC 
extraction functions are pre-implemented. 

Compared to RSOM, it offers limited execution time 
and accuracy. Fig. 8 illustrates the optimized RSOM, 
where the BMU (Best Matching Unit) acts as a small in-
telligent processor, identifying the speaker.

3.	 RESULTS

MFCC coefficients in speaker recognition can be af-
fected by environmental conditions, causing errors. 
Our approach uses a chromosomal factor, Gamma, to 
refine and enhance these coefficients. Tests on diverse 
speakers show Gamma ranges from 0.1 to 1.0. The re-
sults of this study are mentioned in Table 2 below.



550 International Journal of Electrical and Computer Engineering Systems

These results are illustreted in Fig. 9 below.

Fig. 9. Representation of recognition rates for 
different models over DSP

Nevertheless, RSOM exhibits a slightly longer response 
time of 30 ms, attributed to its dynamic recurrence loop, 
in contrast to 22 ms for SOM and 17 ms for SVM. The re-
sults highlight a trade-off: RSOM offers higher precision, 
while SVM is faster. RSOM remains the preferred choice, 
as real-time efficiency can be optimized through DSP 
hardware enhancements and software acceleration. 
RSOM's diverse neuron weights enhance adaptability to 
Deep Learning and Q-learning, while its recurrence loop 
adds dynamism, further improving results. When these 
models are tested using chromosomal Gamma MFCC 
primitives, an improvement in the results is observed, as 
shown in Table 4 below:

Table 4. Comparison of recognition rates across 
models using chromosomal Gamma MFCC primitives

Models/
speakers SOM rates in % SVM rates in % RSOM rates 

in %

Person 1 82.1 87.4 92.7

Person 2 83.6 90 95

Person 3 91 91.5 98

Person 4 88.3 97,2 99.7

Person 5 89.5 98.6 98.5

Fig. 10 below illustrates the response of each model 
on their respective embedded systems, showing rec-
ognition rates when chromosomal Gamma is applied 
to MFCC primitives.

Fig.10. Visualization of recognition rates with 
chromosomal Gamma across various models on DSP

4.	 DISCUSSION

Speaker recognition is challenging due to factors like 
speech style, background noise, and microphone varia-
tions. Therefore, thorough evaluation under diverse 
conditions is crucial for reliability. As shown in Fig. 9, 
the RSOM model outperforms the SVM and SOM with a 
maximum recognition rate of 99.2%, compared to 96.8% 
for SVM and 90.1% for SOM, all without the chromosom-
al factor Gamma applied to the MFCC primitives.

By applying the convolutional method of MFCC 
primitives combined with the chromosomal factor 
Gamma to the spoken sentence during the testing 
phase of the various models, the following outcomes 
were observed:

•	 RSOM achieved the highest speaker recognition 
rate of approximately 99.7% in 34 ms.

•	 SVM reached a peak recognition rate of around 
98.6% in 20 ms.

•	 SOM attained a maximum recognition rate of 
about 91% in 25 ms.

The embedded DSP model, utilizing computational 
sensors with the RSOM classifier, demonstrates superi-
or speaker recognition performance compared to oth-
er models. However, it requires more processing time 
to generate its response. Consequently, architectural 
and software optimizations are suggested to enhance 
its suitability for a real-time, constrained system.

5.	 CONCLUSION 

This research demonstrates the significant advance-
ments made in the field of speaker recognition by le-
veraging computational intelligence and chromosomal-
inspired techniques. The study developed an embedded 
real-time system using a combination of Mel-Frequency 
Cepstral Coefficients (MFCC) and Gamma chromosomal 
factors for feature extraction, along with advanced clas-
sifiers such as Support Vector Machines (SVM), Artificial 
Neural Networks (ANN), and Recurrent Self-Organizing 
Maps (RSOM). The results underscore the potential of 
these methods to significantly enhance recognition ac-
curacy, even in challenging environmental conditions. 
Speaker recognition is inherently complex due to vari-
ous challenges, including variability in speech styles, en-
vironmental noise, and device inconsistencies. The intro-
duction of the Gamma chromosomal factor addresses 
these issues by providing a non-linear enhancement to 
MFCC, inspired by biological auditory processes. This fac-
tor adapts to variations in environmental conditions and 
speaker characteristics, enabling robust feature extrac-
tion and improving recognition rates. Experimental re-
sults demonstrate the superiority of RSOM in achieving 
a maximum recognition rate of 99.7% with Gamma-en-
hanced MFCCs, compared to 98.6% for SVM and 91% for 
SOM. However, RSOM's slightly increased response time 
due to its dynamic recurrence loop highlights a trade-
off between accuracy and computational efficiency. The 
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study also emphasizes the versatility and adaptability 
of computational intelligence techniques. The integra-
tion of MFCC primitives with the Gamma factor not only 
improves recognition performance but also aligns with 
human auditory perception, bridging the gap between 
biological inspiration and technological application. The 
real-time implementation on DSP boards demonstrates 
the feasibility of deploying these advanced techniques 
in embedded systems, making them suitable for various 
practical applications, including security, robotics, and 
voice-controlled systems. 
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Abstract – Finding patterns in transactional databases regularly is an essential part of data mining since it makes it simpler to identify 
significant connections and reoccurring patterns in datasets. Scalable, high-performance computing solutions that employ parallel 
computing systems to optimize resource efficiency and data analysis as data volumes continue to grow are necessary for efficiently processing 
large databases. To solve these issues, this paper presents Exploration Global Frequent Patterns (EGFP), a new parallel algorithm designed 
to generate global frequent patterns in different distributed datasets. By facilitating the distribution of workloads and data partitioning, the 
approach reduces communication costs and ensures efficient parallel execution. Our approach uses two prefix-tree structures to generate a 
significantly compacted and structured representation of frequent patterns. The first structure local-tree serves to store local support values 
to effectively collect and arrange transaction data. Global prefix counts are then aggregated and ranked to improve frequency-based 
analysis and provide a more organized and useful representation of frequent patterns. To find the globally prevalent patterns, a Master 
site develops a second structure global-tree for each prefix based on this arranged data. Experimental results on large-scale benchmark 
datasets show that EGFP outperforms other existing methods including CD and PFP-tree in terms of execution time and scalability, while 
incurring considerably less communication cost.
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1.	 	INTRODUCTION

The great progress in technology and research in re-
cent years has greatly affected the increasing data vol-
ume. Datasets including many complex attributes usu-
ally grow exponentially. Distributed data mining is the 
method of evaluating large datasets maintained across 
several linked sources or servers, therefore supporting 
decision-making and revealing hidden information 
inside the distributed database that calls for specific 
knowledge. Essential in Data Mining are classification, 
association rule mining, sequential pattern detection, 
and other activities [1]. In a transaction database, the 
interactions among data values are complicated and 
many of those relationships are effectively implicit. In 
the discipline of data mining, association rule mining 

[2] is a rather popular method, it aims to find relation-
ships among itemsets contained in transaction data-
bases or other data sources [3]. Effective counting of all 
frequent patterns depends on Apriori methods, which 
produce appropriate rule sets. To find regular patterns 
inside a transactional database, Apriori algorithms [4] 
require two main phases candidate generation and 
pruning, i.e., the elimination of uncommon itemsets 
is used in an iterative approach in the process. Initially, 
it finds individual frequent items with values above a 
minimum support threshold; then by combining them 
with other frequent itemsets, it generates more com-
binations. The candidates are further evaluated using 
the set support threshold. This process continues till no 
more frequent itemsets can be generated.
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The sequential Apriori technique is essentially an 
essential component of both parallel and distributed 
algorithms. Association rule mining and optimization 
depend much on parallel and distributed techniques, 
thereby improving load distribution and accelerating 
computation execution. Candidate Distribution (CD) 
[5] among these approaches assigns the produced 
candidates to several sites to reduce computational 
repetition. By using transaction allocation, the Distrib-
uted Mining Algorithm (DMA) [6] improves distributed 
data management. Fast Distributed Mining (FDM) [7] 
maintains result accuracy while reducing communica-
tion costs across nodes, improving efficiency. Optimal 
Distributed Association Mining (ODAM) [8] is interest-
ed in mitigating load imbalance and improving asso-
ciation rule computation's efficiency. The Distributed 
Decision Miner (DDM) [9] addresses distributed data 
analysis to boost the decision-making process in vast 
settings. Distributed Decision (DD) [5], which strategi-
cally distributes tasks based on resource availability, 
and Intelligent Data Distribution (IDD) [10], which flex-
ibly impacts data distribution to maximize processing 
performance, are alternative techniques. Employing a 
hash-based approach, hash-based Parallel Association 
Rule Exploration (HPA) [11] increases the effectiveness 
of parallel association rule exploration. Integration of 
CD and DD approaches by Candidate Distribution (CaD) 
[5] helps to effectively manage candidates and reduce 
computing costs. Skew Handling (SH) [12] solves data 
distribution differences to distribute the load. For en-
hanced performance in a distributed environment, 
hybrid distribution (HD) [10] combines several distribu-
tion techniques. 

Through tree-based approaches, such as FP-Growth 
(Frequent Pattern Growth), Apriori-based methods 
presently facilitate the analysis of frequent patterns. 
opposed to the Apriori approach, which needs both 
the generation and assessment of many candidates, 
tree-based [13-16] solutions develop this process by 
grouping the data in a simple and organized hierarchi-
cal structure.

Although the FP-Tree (Frequent Pattern Tree) [16] re-
duces searches for patterns and eliminates excessive 
candidate generation, therefore decreasing searches 
for patterns and avoiding unnecessary candidate gen-
eration, it also presents many drawbacks when used 
with very large databases. Building the FP-Tree requires 
maintaining all transactions in memory as a hierarchical 
structure retained in a record. This structure can grow 
excessively large and surpass RAM limits for large da-
tabases; therefore, it's ineffective for operation. Build-
ing an FP-Tree demands multiple processes, including 
organizing frequently occurring elements and incorpo-
rating transactions into the tree. Regarding time and 
resources, this approach could be very costly, particu-
larly if the database is large and contains several dif-
ferent components. Mostly operating in memory, the 
FP-Growth approach, which utilizes the features of the 

FP-Tree, makes implementation difficult in distributed 
systems. Different versions, such as Parallel FP-Growth 
[17] and Load Balancing FP-tree (LFP-tree) [18], have 
been developed to advance scalability, even though 
they typically involve complex changes.

LFP-Tree intelligently distributes FP subtrees and 
transactions among compute sites to maximize load 
balancing, avoiding bottlenecks and minimizing the 
processing time. Developed for distributed systems 
such as Hadoop and Spark, PFP-Tree partitions data 
into subsets handled separately before the final results 
are combined. Applied to large databases, both the 
LFP-Tree and PFP-Tree approaches have weaknesses. 
LFP-Tree maximizes load balancing; however, the issue 
can find it challenging to distribute subtrees dynami-
cally in the presence of wildly different transactions, 
thus generating residual problems with balance and 
overloading some sites. Moreover, subtree operations 
and coordination could contribute to higher comput-
ing costs. Although PFP-Tree is suitable for distributed 
environments, it causes major communication expens-
es between sites during the aggregation of final results, 
therefore influencing general performance.

In most cases, parallel systems in distributed environ-
ments improve scalability and performance; yet, they 
also have some limitations. The communication over-
head between sites represents a main issue that may 
become a limiting factor in the case of frequent essential 
data exchanges. Moreover, the control of synchronizing 
across operations may ultimately result in significant la-
tencies, especially when some activities need close coor-
dination. Load imbalance poses a major problem since 
certain sites are unused while others show too much 
demand, therefore limiting the general performance of 
the system. Especially when the number of data needed 
to be evaluated is significant, these algorithms often 
require many database scans, therefore optimizing pro-
cessing time and resource requirements.

Designed to solve the above-mentioned problems and 
efficiently uncover global frequent patterns inside distrib-
uted datasets, this paper presents a new parallel approach 
called Exploration Global Frequent Patterns (EGFP). Our 
approach is based on two tree structures, local and global, 
including the prefix data of the global database.

Unlike most parallel approaches (peer to peer), we 
first construct the Master-Slave paradigm by distribut-
ing the workload among several Slave sites, improving 
execution time and system scalability. This architecture 
constitutes a conscious decision in distributed systems 
when efficient management of resources and central-
ized control are required. The slave sites principally aim 
at building the first local tree structure based on prefix 
items depending on the defined transaction sequence 
in the local database. Our method simultaneously de-
velops an ancestor table for each prefix to rearrange 
the locale-tree structures for all Slave sites in descend-
ing order by executing a single scan at each local data-
base. Then, depending on the ancestry information of 
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the initial localized tree structure, the Master site con-
structs a global tree for all prefixes, iteratively gener-
ating frequent global patterns without requiring Slave 
site communication.

 Our EGFP reduces the communication load across 
several sites of the system by limiting data processing 
to a single pass (one scan), a crucial consideration in 
distributed architectures where an excessive number of 
exchanges can negatively impact performance. Com-
pared to techniques requiring multiple reads and syn-
chronizations, our method facilitates all Slave sites op-
erating their processing independently, hence reduc-
ing the need for synchronizing and temporarily storing. 
We examine our EGFP algorithm's performance against 
PFP-Tree and CD on actual increasing data quantities. 
To develop and investigate a tree structure, PFP-Tree 
and CD both need several data readings. For real-time 
analytics and large-scale systems, our method maxi-
mizes processing by reducing the amount of data ac-
cessed to an alone pass. 

The structure of the work is as follows: Section 2 con-
tains a review of the existing works. Section 3 presents 
the notation and problem definition. In Section 4 our 
proposed method of algorithm is explained. the results 
with discussion are given in Section 5. Then the paper 
is concluded this work in Section 6.

2.	 	RELATED WORK

Several research works have been proposed to en-
hance the efficiency, scalability, and flexibility of pat-
tern mining algorithms in large-scale data settings. In 
this section, we review seminal contributions in the 
field of distributed frequent pattern mining.

Fernandez-Basso et al. [19] presented an original 
method to improve the extraction of prevalent pat-
terns and association rules inside a distributed system 
by using Apache Spark. The study aims to address in 
the framework of large datasets the drawbacks of con-
ventional algorithms such as Apriori and FP-Growth. 
The authors search for several optimizations, including 
using Spark's distributed design to provide efficient in-
memory parallel computing, hence reducing scans and 
improving productivity. This work simplifies the con-
sumption of resources and execution time while im-
proving the scalability and applicability of knowledge 
extraction for large datasets. 

The authors in [20] provided a novel method for se-
quential pattern extraction in databases using a tree 
structure (SP-Tree structure). This approach applies 
an optimal tree for better sequence structure, hence 
reducing data redundancy and database scans. The 
method advances performance on speed and memory 
use by applying an effective structure; consequently, 
pattern extraction becomes more suitable for large 
datasets. By establishing upgraded efficiency and scal-
ability of sequential pattern analysis, this work pro-
gresses data mining methods.

Van and Josef [21] introduced a new approach for 
extracting frequent itemsets inside a distributed and 
parallel architecture. The FPO-Tree (Frequent Pattern 
Ordered Tree) structure that the authors provided 
improves memory compression and organization of 
transactions, hence reducing database scans. More-
over, they developed the DP3 (Distributed Parallel 
Preprocessing Pattern Mining) method, indicated to 
efficiently apply distributed architectures and paral-
lelize the frequent pattern extraction. This approach 
reduces data transfers between nodes and maximizes 
workload distribution, thus boosting the scalability 
and efficiency of Frequent Itemset Mining (FIM). By re-
ducing computational costs and improving analytical 
performance, the work presents a successful method 
for handling large data sets.

In [22], the researchers suggested a selective and 
adaptive approach for extracting frequent patterns in 
distributed transactional databases. In contrast to con-
ventional methods that generate all frequent patterns, 
this particular approach operates on demand by ex-
tracting only the relevant patterns depending on user 
requests. In a distributed system, this greatly reduces 
computing costs and improves resource economy. This 
concept depends on the quick identification of pat-
terns at the instant the analyst needs them. They offer 
DDSampling, a new pattern sampling technique. This 
program chooses a pattern at random from a distribut-
ed transactional database such that the selection prob-
ability corresponds to its degree of interest.

The study in [23] investigated the issues and pos-
sible solutions for parallelizing frequent itemset min-
ing algorithms in large data settings. Their discussion is 
centered on enhancing the efficiency of conventional 
mining methods by their execution in parallel com-
puting architectures. In particular, they suggested an 
approach that splits large datasets and shares com-
putational tasks across several processing units. This 
method reduces redundancy in candidate generation 
and enhances overall efficiency by load balancing 
and better data access patterns. The implementation, 
evaluated on cloud computing setups, showed that 
parallelization substantially speeds up mining with re-
sult accuracy intact. These observations highlight the 
effectiveness of parallel mining techniques in manag-
ing the growing volume and velocity of data that are 
characteristic of contemporary big data systems.

In [24], the authors suggested a distributed associa-
tion rule mining method named Mine-first Association 
Rule Mining that solves data decentralization and priva-
cy issues in distributed networks. Their method allows 
each node to mine local frequent patterns without re-
vealing raw data, thereby ensuring data confidentiality 
and conserving communication overhead. The incor-
poration of local patterns into global rules is facilitated 
by an effective aggregation mechanism that considers 
support and confidence measures, thereby guarantee-
ing the integrity and validity of the rules discovered. 
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The distributed framework is extremely effective when 
used with decentralized data, providing a scalable and 
privacy-conscious solution that is especially applicable 
to multi-source environments, including cloud-based 
analytics and federated platforms.

In another work authors [25] designed a parallel fre-
quent itemset mining algorithm named STB_Apriori, 
which is specifically tailored for big data environments 
using the Apache Spark framework. The algorithm 
overcomes the drawbacks of conventional Apriori al-
gorithms, especially the computational burdens result-
ing from repetitive candidate generation and process-
ing of large datasets. The suggested approach employs 
a BitSet-based compression technique to preserve 
transactional data in compressed Boolean matrices to 
accelerate bitwise calculation and lower memory us-
age. Further, the system cleverly takes advantage of 
Spark's distributed computing framework for parallel 
processing of the mining task across several nodes. 
Experimental evaluations show STB_Apriori to be con-
siderably better than state-of-the-art algorithms about 
execution time and scalability, positioning it in a favor-
able position for mining frequent patterns in large-
scale distributed data.

Rochd and Hafidi [26] suggested DSSS (Distributed 
Single Scan on Spark), a distributed version of SSFIM 
(Single Scan Frequent Itemset Mining) [27], to effi-
ciently mine frequent itemsets in big data environ-
ments with Apache Spark. DSSS conducts a single pass 
over the data by broadcasting a compressed dataset to 
nodes via RDDs and broadcast variables, unlike conven-
tional multi-scan approaches. It includes early elimina-
tion of infrequent items and pruning of unpromising 
candidates to enhance memory and communication 
overhead. The experimental results confirm its ability 
for scalability and efficiency, showing its suitability for 
cloud and streaming environments.

3.	 	NOTATION AND PROBLEM DEFINITION

Let I= {x1, x2, x3,..., xn} be a collection of n distinct ele-
ments. A pattern or a collection of elements constitutes 
a subset of this set, defined by X⊆ I. A database DB is 
essentially a collection of transactions, where each 
transaction T is a subset of I and is uniquely identified 
by its transaction identifier (TID). The number of data-
base transactions presenting pattern X expressed as 
sup(X), signifies its level of support value. The equation 
of support is calculated as follows [2]:

sup(X) = (count(X))/N (1)

where count(X) represents the occurrence of X in the 
database and N defines the entire number of transac-
tions. A pattern is considered frequent if its level of sup-
port surpasses the minimal support threshold, marked 
by the symbol ξ. Frequent pattern mining essentially is 
interested in identifying each pattern that frequently 
appears in a transaction database while maintaining 
the specified support threshold ξ.

A distributed system consists of n sites, each labeled, 
S1, S2, S3,..., Sn.Under this system, the database DB is 
horizontally divided into n parts, shown as DB1, DB2, 
DB3,..., DBn, where each part is assigned to a particular 
site for data processing (for i = 1,..., n).  To measure the 
frequently occurring pattern X, we indicate Supi(X) as 
its local support count, and Sup(X) as its global sup-
port count in the whole distributed system. Globally 
frequent a pattern X satisfying the minimal support cri-
teria ξ, determined using the formula [4]:

Sup(X) ≥ ξ ×∣DB∣ (2)

In a distributed database setting, this requirement is 
essential since it ensures that the pattern shows consis-
tently over several partitions. 

4.	 PROPOSED METHOD 

This section presents our proposed method of algo-
rithm, centered on the Master/Slave paradigm in a dis-
tributed computing environment, which can efficiently 
enable parallel and distributed frequent pattern min-
ing. Additionally provided is an extensive description 
of the mining process and its purposes. 

4.1.	 Master-Slave paradigm

Communication in distributed frequent pattern min-
ing is typically decentralized. At each phase, all of Si  
shares its locally calculated support values with every 
other site, which produces a rapid increase in data ex-
changes [28]. Network performance may be impacted 
as a result of the higher levels of communication im-
posed by growing datasets and site interactions. An 
alternative is the Master/Slave paradigm, which, as 
described in [28], offers a centralized communication 
mechanism. The dataset is divided into clusters by a 
Master site, which then assigns each cluster to a slave 
site. The Master site coordinates the entire process and 
collects information from Slave sites. This operational 
method is highly beneficial for distributed computing 
systems because it minimizes time and space complex-
ity and maximizes resource efficiency, according to pre-
vious research by Vasoya and Koli [29]. 

A distributed and parallel method is examined in this 
work, in which the database is split horizontally over mul-
tiple Slave sites, each of which handles an equal share of 
transactions on its site. The Master site reduces the over-
head of inter-site communication by distributing and 
merging processed data, functioning as the coordinator. 
Each Slave site obtains unique prefixes and their associ-
ated support numbers from the dataset in a single data-
base scan to generate a Local-Tree Structure (LTS). By col-
lecting the values of local supports, the Master site ranks 
prefixes in descending order of global frequency. The An-
cestor Table (AT), which is generated from this data, serves 
as an essential component for the Global-Tree Structure 
(GTS), which is built at the Master site. The FP-Tree tech-
nique processes a single structured tree recursively, while 
the Mining Global Frequent Patterns (EGFP) approach 
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splits the task into multiple smaller GTSs. By investigating 
patterns at different hierarchical levels without requiring 
an excessive amount of inter-node communication, this 
method increases computational efficiency. The follow-
ing paragraph provides a detailed description of the EGFP 
algorithm and its computational elements.

4.2.	 Construction of Local-Tree 
	 Structure

At this stage, the Local-Tree Structure (LTS), a data 
structure designed to optimize processing and storage 
efficiency with a single database investigation, gets 
formed. The primary LTS structure consists of a root 
node, called null, and multiple child nodes, each of 
which represents a different prefix subtree. Every node 
contains crucial information, including the prefix name, 
which identifies the associated element, the support 
count, which records the frequency of occurrence of 
a path segment in local transactions, and a node-link, 
which connects related nodes, using a structure similar 
to the FP-tree [16].

A sequential three-step process is used to construct 
the LTS. The transactions from the local database are 
initially added to the tree in a predefined transaction 
sorting order to ensure consistency. They locate and 
store local frequency counters. Then, the local coun-
ters from several Slave sites are combined into a Global 
Counter Table, where their values are added up and 
then arranged in decreasing order of frequency. Finally, 
the LTS paths are reorganized according to these sort-
ed global prefix counters, refining the tree’s structure 
for optimal efficiency. The following example illustrates 
how an LTS is constructed from a local database.

Consider the database DB illustrated in Fig. 1(a), 
where transaction records are distributed across two 
Slave sites: DB1 and DB2, as depicted in Fig. 1(b). The 
minimum support threshold is set at 𝜉=2. The initial 
phase involves constructing a Local-Tree Structure 
(LTS) at each Slave site by organizing transaction pre-
fixes in lexicographic order. To facilitate this process, 
an empty Counter Table (CT) is first created, listing all 
database prefixes alongside their respective frequency 
counts. The LTS is then built using the FP-tree method-
ology, inserting transactions based on the CT structure. 
Unlike the FP-tree’s vertically structured Header Table, 
the CT provides a horizontal representation, mapping 
elements, and their counts to their first occurrences in 
the LTS. Each Slave site independently constructs its 
local LTS by processing transactions from its database 
segment. Every time a transaction is added, the CT up-
dates the occurrence count for each prefix. The initial 
structures of LTS1 and LTS2, representing Slave sites 1 
and 2, are illustrated in Fig. 1(c) and (d). Correspond-
ingly, CT1 and CT2 maintain accurate prefix frequency 
counts within their respective Slave sites. Once the LTSs 
are built, the contents of CT1 and CT2 are transmitted 
to the Master site, which oversees system coordination 
and management.

In the second phase, the Master site computes the 
global support count for each prefix by aggregating 
the support values from all received CTs. After sum-
ming the local counts, the prefixes are sorted in de-
scending order of frequency, prioritizing the most sig-
nificant patterns. The prefix counter structure is shown 
in Fig. 1(e), while Fig. 1(f ) details the computation pro-
cess for global support values. Once the support values 
are consolidated, Fig. 1(g) presents the sorted global 
prefix counts. This information is then redistributed to 
all Slave sites, allowing them to reorganize their LTSs 
accordingly, thereby streamlining subsequent pattern 
analysis and extraction.

The final step aims to enhance tree efficiency by re-
structuring LTSs at each Slave site based on the sorted 
global prefix order, thus avoiding redundant database 
scans. Only the frequently occurring prefixes contribute 
to tree reorganization. At the start of this step, each Slave 
site generates an Ancestor Table (AT), which records pre-
fix frequencies alongside their ancestor relationships. As 
paths are reorganized, prefix occurrences are updated 
within the AT, preventing data duplication. For example, 
in Slave site 1, the original transaction path (A, B, C, E) is 
reordered as (B, C, E, A). The ancestor relationships are up-
dated as follows: Prefix B has no ancestors, as it serves as 
the root node. Prefix C has a single ancestor, {B:2}, where 
2 represents the support count of B in this path and in the 
previous path (B, C, E). Prefix E has one ancestor consist-
ing of two prefixes, {B, C:1}. Prefix A has two ancestors: The 
first ancestor is {C:1}, derived from the (C, A) path, and the 
second ancestor is {B, C, E:1}. This restructuring allows for 
more efficient pattern extraction in subsequent analyses.

 Fig. 1(h) and (j) illustrate the information repository 
at Slave sites 1 and 2, detailing each prefix, its support 
count, and ancestor relationships. Meanwhile, Fig. 1(i) 
and (k) depict the optimized LTS structures following 
reorganization at both sites.  

After completing the final phase, the local LTSs attain 
a highly compact structure, preserving all essential de-
tails from their respective databases. This restructured 
format ensures that the ancestry of each prefix node 
can be accurately retrieved via the Ancestor Table (AT). 
Once the LTSs are finalized, the collected node data is 
transmitted to the Master site for global frequent pat-
tern extraction. For instance, if a node X has N ances-
tors, its representation in the local AT takes the follow-
ing form: {(X. ancestor1: sup (X. ancestor1)),…,(X. ances-
torN: sup (X. ancestorN)), sup (X)} where each X. ances-
tor1 is distinct from ancestorN.

When an ancestor appears multiple times across sub-
sequent pattern analysis and extraction.

The final step aims to enhance tree efficiency by re-
structuring LTSs at each Slave site based on the sorted 
global prefix order, thus avoiding redundant database 
different paths, its frequency values must be consoli-
dated to maintain an accurate count. Instead of stor-
ing redundant entries, the cumulative support count is 
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Fig. 1. Construction of Local-Tree Structure

computed as follows: {(X. ancestor1: sup (X. ancestor1) 
+ sup (X. ancestorN), sup (X)}. Applying this principle to 
our example, the computed values for Slave Site1 are:  

B: {∅,2}, C: {B :2,3}, E: {(B, C :2),2}, A: {(C :1), (B, C, E :1),2}. 
For Slave Site2, the results are: B: {∅,2}, C: {B :2,2}, E: {(B 
:1), (B, C :2),3}, A: {(B, C, E :1),2}.

4.3.	 Construction of 
	 Global-Tree Structure

In this section, the pattern exploration process is car-
ried out at the Master site, where we introduce a new 
frequent pattern extraction technique based on a hier-
archical tree structure called the Global-Tree Structure 
(GTS). Our EGFP algorithm utilizes the GTS through 
multiple iteration levels K. Instead of relying on a sin-
gle tree, the approach employs multiple hierarchical 
GTSs, each designed to organize frequent patterns at 
different levels of granularity. Each GTS level captures 
increasingly generalized patterns (e.g., pairs of ele-
ments, triplets, etc.) and facilitates targeted pattern ex-
ploration. This structured approach reduces the search 
space while efficiently organizing frequent patterns 
across various levels of abstraction.

The GTS construction is primarily based on informa-
tion extracted from the Ancestor Table (AT), which is re-
ceived from the Slave sites. For each prefix X, all ances-
tor information gathered from the different Slave sites 
is combined to build the GTS. The nodes within a GTS 
contain: all ancestor prefixes, the count of each pre-
fix, node connections, and pointers to a table named 
Global Counter Table (GCT). The GCT serves as a central 
repository for aggregated support information from 
all ancestor prefixes. If the same ancestor elements 
appear in multiple Slave sites, their support values are 
accumulated within the corresponding GCT elements. 
The GTS exploration procedure follows a methodol-
ogy similar to that of conditional FP-Trees but with a 
reversed traversal direction. Instead of exploring ele-

ments bottom-up, as in an FP-Tree, the GTS traversal 
moves from top to bottom within the Global Counter 
Table (GCT). By executing this recursive exploration 
process, all frequent global itemsets associated with X 
are efficiently derived.

The GTS construction process is carried out itera-
tively at each level. At level K=1, a GTS is created for 
each prefix of size m=1 received from the local Slave 
sites, as previously described. At level K=2, a GTS is 
built for each global frequent pattern derived from the 
first-level patterns of size (m=2). This is achieved by in-
tersecting the paths of frequent global pattern subsets 
to construct the GTS. At level K≥3, the process contin-
ues by identifying the common paths shared among 
subsets of X of size (m−1) that contain the same (m−2) 
prefixes at the start of frequent global patterns X. This 
iterative procedure continues until no further GTSs can 
be constructed, meaning that all global frequent sets in 
the distributed database have been identified, and no 
additional frequent patterns can be generated. If a pre-
fix X has no ancestors, its GTS cannot be constructed. 
Similarly, if X belongs to a subset of a global frequent 
pattern XY and X has no ancestors, then the GTS for XY 
cannot be created, preventing any further global fre-
quent pattern generation.

Fig. 2 illustrates the GTS construction process for each 
global frequent pattern at different iteration levels K, 
based on the example provided in Fig. 1(i) and (k). For 
instance, at level K=1, the GTS extraction process for the 
global element A proceeds as follows: The global pattern 
A shares a common ancestor (B, C, E:2) from Slave Site1 
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and Slave Site2, as well as a single ancestor (C:1) from 
Slave Site1. Therefore, the GTS is constructed, forming 
nodes B, C, and E, while accumulating support informa-
tion for all prefixes in the Global Counter Table (GCT). 
Since these elements are frequent, a set of frequent item 
combinations associated with A is generated: {AB:2, 
AC:3, AE:2}. Next, a GTS is constructed for each derived 

global frequent pattern (AB, AC, AE) enabling recursive 
exploration at iteration K=2. At level K=2: The global ele-
ment AB contains the prefix B, which has no ancestors, 
so its GTS cannot be built. The global element AC has 
two prefixes, A and C, meaning an intersection can be 
made between the paths of GTSA and GTSC to construct 
associated with X are efficiently derived.

Fig. 2. Construction of Global-Tree Structure

GTSAC, leading to the derivation of frequent elements 
associated with AC: {ACB:2}. The global pattern ACB 
contains the prefix B, which lacks ancestors, preventing 
the construction of GTSACB.

This procedure is repeated for the global patterns C 
and E until all frequent global patterns are extracted. In 
this example, the process converges in three iterations.

The efficiency of our global frequent pattern explo-
ration procedure lies in its ability to construct a highly 
compact and optimized GTS, especially in iterations 
where k≥3. At this stage, the approach focuses only 
on shared paths among subsets of a global pattern 
of size (m−1) that contain the same (m−2) prefixes at 
the beginning of frequent patterns X. This method sig-
nificantly enhances the extraction of highly frequent 
global patterns.

To execute our EGFP (Exploration Global Frequent Pat-
terns) algorithm, we implement a Master/Slave commu-
nication model within a fully distributed environment. 
This intelligent data distribution strategy minimizes 
communication overhead between sites. Unlike tradi-
tional distributed frequent itemset mining algorithms, 
which require extensive inter-site communication, 
leading to high network costs, our approach optimizes 
synchronization while reducing complexity. For com-
parison, the CD (Count Distribution) algorithm follows 
the Apriori logic, employing an all-to-all broadcasting 
approach, which necessitates multiple database scans 

and explicit candidate generation. While effective, this 
method can become computationally expensive when 
handling large-scale data, as it results in increased com-
munication and synchronization overhead.

Applying the above example, the CD algorithm op-
erates as follows: In the first iteration, each Slave site 
computes the local support of 1-itemsets: Slave Site1: 
{A:2, B:2, C:3, E:2}, Slave Site2 : {B:3, C:2, E:3}. By exchang-
ing local support counts for each candidate itemset, 
the two sites can synchronize and calculate the global 
support: {B:5, C:5, E:5, A:3}. The second iteration com-
putes the local support for 2-itemsets using Apriori-
based steps, producing the following outcomes: {AB, 
AC, AE, BC, BE, CE}. The sites exchange these frequent 
itemsets with each other. This iterative process contin-
ues for iterations 2, 3, and 4, leading to the discovery of: 
{ABC, ABE, ACE, BCE}, and finally {ABCE}.

The EGFP algorithm leverages two fundamental tree 
structures: LTS and GTS. Unlike conventional methods, 
EGFP optimizes database scanning by requiring just a 
single pass to compute prefix frequencies, significantly 
enhancing efficiency. In contrast, the parallelized FP-
Growth (PFP-Tree) algorithm operates within a fully dis-
tributed Peer-to-Peer framework, necessitating two sep-
arate scans: the first to compute local frequency counts 
and the second to reconstruct the local FP-Tree, where 
items are ordered based on their local frequency. Once 
local FP-Trees are built, they are progressively merged 
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into a global FP-Tree. Unlike a Master-Slave model, 
where coordination is centralized, PFP-Tree requires di-
rect exchanges between sites, increasing communica-
tion costs and synchronization complexity especially as 
FP-Trees grow larger. After the global FP-Tree is formed, 
it is partitioned into subtrees, and each site executes FP-
Growth independently. The resulting frequent patterns 
are later aggregated to generate the final global set. In 
contrast, EGFP optimizes communication by reducing it 
to only two rounds between the Master and Slave sites. 
Global frequent patterns of size (m=1) are computed in 
the first round, and Ancestor Table (AT) data is sent to the 
Master site in the second. To avoid inter-site exchanges 
during frequent pattern extraction, EGFP uses a highly 
compressed GTS structure, which reduces the redun-
dancy of frequent elements. However, FP-Growth relies 
on a single tree to recursively investigate frequent sets 
without the need for subtree division. EGFP has several 
benefits, including simplified frequent pattern extrac-
tion without extra processing steps and less communi-
cation overhead. To maximize overall efficiency and re-
move reliance on external techniques, the GTS employs 
an optimized iterative strategy to find frequent global 
patterns.

4.4.	 Process of EGFP algorithm

A detailed explanation of our methodology is provided 
in Fig. 3. Its purpose is to extract the set of frequently oc-
curring global patterns in a distributed setting. A whole 
database must first be horizontally divided into local da-
tabases that are assigned to various Slave sites by a Master 
site. Then, using a Counter Table (CT) that determines the 
elements' support numbers, an initial LTS including local 
transactions will be constructed for every slave site after 
calculating each prefix element's support number. To 
generate the Ancestor Table (AT) and rebuild the paths of 
each LTS, a global aggregating phase of the local counters 
is required. The GTS that corresponds to each frequent 
pattern is subsequently generated, which provides the 
basis for effectively extracting global frequent patterns.

Fig. 3. Process of the Proposed EGFP Algorithm

5.	 RESULTS AND DISCUSSION

In order to evaluate the performance of our EGFP, we 
conducted extensive experiments on two kinds of da-
tasets with different characteristics, as shown in Table 
1. T10I4D100K and Kosarak are sparse large-scale data-
sets obtained from FIMI [30]. The T10I4D100K dataset 
contains a Max TL (Maximum Tree Length) of 29 and 
an Avg TL (Average Tree Length) of 10.1, showing rela-
tively balanced transaction sizes. Kosarak, on the other 
hand, has a significantly higher Max TL of 2,498 and an 
Avg TL of only 8.10, representing a dataset composed 
of predominantly short transactions with some outliers 
drastically contributing to tree depth. 

We compared EGFP with some previously known 
algorithms such as PFP-Tree, and CD. The experiments 
were performed on a system with an Intel® Core™ i7-
10875H CPU running at 2.80 GHz, 16 GB of RAM, and 
operating on Windows 11. To assess scalability and ef-
ficiency, the datasets were distributed across 3, 5, and 
7 Slave sites. All the programs are implemented in Java 
using the NetBeans IDE. Communication between sites 
is facilitated through MPJ Express, a Java-based mes-
sage-passing library specifically designed for executing 
parallel applications on multicore processors.

Table 1. Dataset Characteristic

Dataset Transaction Items
Max TL 

(Maximum 
Tree Length)

Avg TL 
(Average 

Tree Length)

T10I4D100K 100000 870 29 10.1

Kosarak 990002 41270 2498 8.10

5.1.	 Analysis of Results

The comparative analysis of the PFP-Tree algorithm, 
CD algorithm, and our proposed EGFP algorithm reveals 
significant differences in performance, scalability, and 
efficiency across the T10I4D100K and Kosarak datasets. 
Fig. 4 compares the execution time of EGFP, PFP-Tree, 
and CD algorithms for the T10I4D100K dataset, showing 
how performance scales with the number of Slave sites 
and minimum support thresholds (MinSupp).

EGFP: Demonstrates superior performance with low 
execution times across all configurations. For exam-
ple, with 5 Slave sites and a MinSupp% of 3,5%, EGFP 
achieves an execution time of 14 seconds, compared to 
21 seconds for CD and 19 seconds for PFP-Tree.

CD: Suffers from high communication overhead 
and redundant computations, leading to significantly 
higher execution times, especially for lower MinSupp% 
values.

PFP-Tree: Performs better than CD but is outper-
formed by EGFP due to the cost of merging FP-Trees 
and communication overhead.
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(a)

(b)

(c)

Fig. 4. The running time of T10I4D100K with 
(a) 3 numbers of Slave sites, (b) 5 numbers of Slave 

sites, (c) 7 numbers of Slave sites

Fig. 5 compares the execution time of EGFP, PFP-Tree, 
and CD algorithms for the Kosarak dataset, highlight-
ing the impact of dataset density on scalability.

EGFP: Maintains efficient performance even with the 
sparse and large Kosarak dataset. For instance, with 7 
Slave sites and a MinSupp% of 4%, EGFP achieves an 
execution time of 40 seconds, compared to 60 seconds 
for CD and 51 seconds for PFP-Tree.

CD: Struggles with scalability, showing poor perfor-
mance as the number of Slave sites increases.

PFP-Tree: Performs moderately but is less efficient 
than EGFP, especially for larger numbers of Slave sites.

(a)

(b)

(c)

Fig. 5. The running time of Kosarak with 
(a) 3 numbers of Slave sites, (b) 5 numbers of Slave 

sites, (c) 7 numbers of Slave sites

The results highlight the strengths and weaknesses of 
each algorithm in distributed frequent pattern mining:

•	 EGFP: The use of a Master/Slave architecture and 
bidirectional communication significantly reduces 
communication overhead and redundant compu-
tations. As a result, EGFP is very scalable and effi-
cient, especially for big datasets Kosarak.

•	 CD: The broadcast communication approach leads 
to high communication costs and redundant calcula-
tions, making it less efficient for large-scale datasets.

•	 PFP-Tree: The combination of FP-Trees and com-
munication overhead restricts its scalability and 
efficiency, even if it outperforms CD.

a) Interpretations

Efficiency of EGFP: EGFP is the most efficient algo-
rithm due to its minimization of redundant computa-
tions and concentrated pattern production at the Mas-
ter site. This is especially evident in its capacity to man-
age greater numbers of slave sites and capture global 
frequent patterns using lower minimum support.

Scalability Challenges for CD and PFP-Tree: The com-
munication and computation overheads make CD and 
PFP-Tree unsuitable for large-scale applications. When 
the number of slave sites grows, these difficulties be-
come more prominent.

Dataset Impact: The performance gap between EGFP 
and the other algorithms is more pronounced for the 
large Kosarak dataset, highlighting EGFP 's ability to 
handle complex datasets efficiently.

b) Scalability Analysis

The scalability analysis, as shown in Fig. 6, evaluates 
the performance of EGFP and CD and PFP-Tree as the 
number of nodes increases.

1. Kosarak Dataset:

•	 EGFP: Execution time increases gradually with the 
number of nodes, indicating good scalability. For 
example, with 5 nodes, EGFP achieves an execu-
tion time of 15 seconds, compared to 19 seconds 
for CD and 18 seconds for FFP-Tree.

•	 CD and PFP-Tree: Execution time increases signifi-
cantly with the number of nodes, indicating poor 
scalability.
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2. For T10I4D100K Dataset:

•	 EGFP: Execution time increases gradually with the 
number of nodes, maintaining efficient perfor-
mance.

•	 CD and PFP-Tree: Execution time increases signifi-
cantly with the number of nodes, reflecting high 
communication overhead.

The Key Insights of EGFP Demonstrate excellent scal-
ability, making it suitable for large-scale distributed sys-
tems. CD and PFP-Tree Struggle with scalability, particu-
larly for large numbers of nodes and sparse datasets.

Impact of Node Expansion: With an increasing num-
ber of Slave nodes, the EGFP algorithm maintained a 
clear performance edge over PFP-Tree and CD. Even 
with 7 nodes, EGFP continuously produced faster exe-
cution speeds. Although CD and PFP-Tree experienced 
obvious delays as a result of the growing influence of 
communication overhead. Efficient communication 
minimization is a key component of EGFP 's excep-
tional scalability, enabling it to maintain performance 
as the system grows.

Performance Trends at Higher Node Counts: As 
nodes grew, the differences in algorithm efficiency 
became more evident. At 7 nodes, the increasing com-
munication overload was significantly affecting the 
performance of PFP-Tree and CD. EGFP provided a dis-
tinct advantage, as it benefited from optimized data 
management and fewer synchronization requests. This 
capacity allowed it to maintain its efficiency even un-
der high parallelism conditions.

(a)

Fig. 6. Scalability of EGFP by various number of 
nodes for (a) T10I4D100K and (b) Kosarak with 

MinSupp = 4%

(b)

5.2.	 Discussion

Our approach employs an iterative process to gen-
erate global patterns while leveraging a highly com-
pressed and optimized GTS, ensuring efficient pattern 
discovery. On the other hand, PFP-Tree relies on condi-
tional sub-tree construction, which reduces redundancy 
but does not naturally minimize execution overhead. 
As a result, its computational cost remains significantly 
higher than that of our algorithm. Additionally, PFP-Tree 
involves multiple computational steps, such as merging 
local trees, partitioning the global FP-Tree into subtrees, 
and executing the FP-Growth algorithm. On the other 
hand, EGFP removes these complications, which signifi-
cantly increases execution time and resource efficiency. 
The CD algorithm exchanges local support values using 
a straightforward communication paradigm based on 
all-to-all broadcasting. This strategy generates a lot of 
candidate sets, which greatly raises the computational 
and communication overhead even though it is effec-
tive in distributing data. A low support threshold causes 
a rapid increase in the number of generated patterns. 
Even if parallelization speeds up processing, a significant 
number of patterns are still extracted overall. EGFP is not 
a requirement for inter-site communication because it 
generates all global candidates openly using the GTS. 
Through the use of the GTS's compression mechanism, 
this method significantly reduces duplication and com-
munication overhead.

According to the analysis, EGFP performs better on 
both datasets in terms of efficiency, scalability, and per-
formance than both CD and PFP-Tree. EGFP is the best 
algorithm for distributed frequent pattern mining be-
cause it uses a Master-Slave architecture and bidirec-
tional communication, which significantly reduces the 
communication cost and unnecessary calculations. With 
better scalability and faster calculation times than se-
quential approaches, our algorithm represents a signifi-
cant advancement in parallel frequent pattern mining. 
We could focus on investigating fault tolerance strate-
gies to improve EGFP 's resilience in distributed situa-
tions and further optimize it for even larger datasets.

6.	 Conclusion

This paper presents a new EGFP algorithm for explor-
ing the discovery of frequent patterns inside a distribut-
ed system. Our EGFP remedies the important problems 
of previous parallel algorithms, including the computa-
tional time and communication costs, typically obtained 
via message exchanges among different sites. The EGFP 
method compacts and compresses the database us-
ing two prefix tree structures. Each Slave site builds its 
preliminary structure (LTS) to determine the supports of 
all prefixes, which are subsequently aggregated at the 
Master site to rearrange the LTS paths for each Slave site 
by establishing a table including all the ancestors of the 
local tree nodes. For each element in the local database, 
the Master site includes ancestral data required for build-
ing the Global Tree structure (GTS). The process is car-
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ried out iteratively to generate the Global Tree Structure 
(GTS) for exploring all global patterns. Comparatively to 
the PFP-Tree and CD algorithms, the performance evalu-
ation of our method on real-world datasets showed its 
efficiency in speed and scalability.

For distributed systems, real-time data streams, and 
conditions needing rapid execution, our method, with 
its optimized approach that limits data processing to 
a single pass, is extremely fast. In the future work, we 
plan to concentrate on developing our algorithm with 
association rule mining to promote efficiency, scalabil-
ity, and adaptation to complex datasets for the discov-
ery of beneficial patterns and insights.
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