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Abstract – Wireless communication is becoming essential due to the dramatic increase in the usage of mobile devices. The high 
demand for real-time or instant services requires wireless Internet networks which can support different Quality of Service (QoS) 
guarantees and different traffic characteristics. All Internet network mobile device services are supported by mobility management 
protocols. In this paper, we compare the performance of the MIPv6 and PMIPv6 mobility management protocols in the Wireless Mesh 
Network (WMN) environment. We identify and analyze the MIPv6 and PMIPv6 mobility management protocols' characteristics by 
using performance indicators. The performance comparison of MIPv6 and PMIPv6 mobility management protocols was conducted 
in terms of throughput, latency, and packet loss ratio. Based on the conducted experimental results, we summarize the performances 
for MIPv6 and PMIPv6 mobility management protocols in the Wireless Mesh Network environment. The results obtained indicate that 
PMIPv6 generally outperforms MIPv6. In future work, the evaluation of HMPIv6, FMIPv6, and FHMIPv6 is proposed.

Keywords: PMIPv6, MIPv6, Network-Based & Host-Based Mobility Management Protocol, Wireless Mesh Network

1. INTRODUCTION

In recent years, the number of Internet users in wire-
less environments has grown tremendously, causing 
network distortion issues. A pressing issue is that mobile 
wireless ecosystems have proliferated rapidly in the wire-
less environment [1]. These wireless ecosystems play an 
important role in mobility management protocols. This 
has led to various mobility management protocols for 
enabling mobility services. Mobility support protocols 
can be divided into two main categories: host-based 
and network-based. Mobile Internet Protocol version 6 
(MIPv6) [2], and its enhancements, such as Fast Handover 
Mobile Internet Protocol version 6 (FMIPv6) [3], Hierarchi-
cal Mobile Internet Protocol version 6 (HMIPv6) [4] and 
Fast Handover for Hierarchical Mobile Internet Protocol 
version 6 (FHMIPv6), are categorized as host-based. Net-
work-based mobility management protocols have been 
designed and introduced to address the shortcomings of 
host-based mobility management protocols [5]. 

Network-based protocols include Fast Proxy Mobile 
Internet Protocol version 6 (FPMIPv6) and Proxy Mobile 
Internet Protocol version 6 (PMIPv6) [6].

In MIPv6, the Mobile Node (MN) plays an important 
role in the mobile scenario. MN allows the alteration 
of its network attachment points without disturbing IP 
packet delivery to or from the node. Access Network Pro-
cedures are introduced to maintain the current location 
of all the MNs in the network. PMIPv6 allows an MN to 
alter its point of attachment without requiring mobility 
signaling to be processed at MN [5]. Hence, IP packet de-
livery is not interrupted, and the MN remains reachable 
in the topology. There are two types of mobility service 
provisioning entities: Local Mobility Anchor (LMA) and 
Mobility Access Gateway (MAG). Fast Proxy Mobile IPv6 
(FPMIPv6) [6] was designed and introduced to increase 
the handover performance by preventing the loss of 
packets and reducing latency during the handover. Fig. 1 
depicts the design structure of network-based and host-
based mobility systems.
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Fig. 1. Network-based vs. Host-based mobility

In this research paper, the characteristics and per-
formance profiles of PMIPv6 and MIPv6 are analyzed 
in the WMN topology environment. These two mobil-
ity management protocols have been designed, de-
veloped, and analyzed. The performance parameters 
include Packet Delivery Ratio (PDR), throughput, and 
latency. The paper content is organized as follows: re-
lated works, terminology, simulation design, results, 
and finally the conclusion.

2. RELATED WORKS

M. Skořepa et al. [7] investigated “Analytical Method 
for L3 handover Latency Evaluation”. The researchers 
conducted an analytical comparison based on MIPv6 
handover schemes. They completed the comparison 
for the four most common handover schemes, includ-
ing the cost of packet delivery of FHMIPv6, FMIPv6, 
HMIPv6, and MIPv6. The research access network fo-
cused on the IEEE 802.11b family. The transport of 
the core network was focused on Ethernet (IEEE 802.3 
100BaseT). The researchers implemented the analytical 
methods to obtain the comparison results. Handover 
cost and handover latency were taken into account by 
the researchers in the main performance matrices. 

A. Ahmad and D. Sasidharan [8] investigated “Hando-
ver efficiency improvement in Proxy Mobile IPv6 
(PMIPv6) networks”. The researchers aimed to reduce 
the handover delay for PMIPv6 through a communi-
cation state-dependent chaining scheme.  Chaining 
based PMIPv6 (CBPMIPv6) was introduced, in which the 
Mobility Access Gateways (MAGs) were chained to sup-
port movements within the PMIPv6 domain. The ana-
lytical simulation was conducted using NS2. The results 
demonstrated that using buffering schemes was able 
to reduce the packet loss and that handover latency 
can be reduced through a triggering scheme. 

Yan Zhang, et al. [9] investigated “The Simulation 
of Hierarchical Mobile Ipv6 with Fast Handover using 
NS2”. The researchers performed simulation in the Net-
work Simulator version 2 (NS2) software. Four types of 
mobile routing protocols were compared to determine 
which offered the  best performance for the mobile 
network. These included FHMIPv6, HMIPv6, FMIPv6, 

and MIPv6. Ultimately, FHMIPv6 performed the best 
against other MIPs in terms of jitter and handover de-
lay. However, this research did not present or discuss 
any potential reason for the low performances of the 
other MIPs.

W.K. Jia [10] investigated “A unified MIPv6 and PMIPv6 
route optimization scheme for heterogeneous mobil-
ity management domains”. The researchers designed a 
unified approach to Route Optimization (RO) scheme. 
This scheme is based on a simplified MIPv6 Return 
Routability Procedure (RRP) protocol. It is called Traffic 
Driven Pseudo Binding Update (TDPBU). The analytical 
framework of TDPBU for performance analysis included 
signaling cost, end-to-end latency, throughput, and 
other performance metrics. The proposed scheme en-
sured immediate route optimization without consider-
ing the residing location of MNs in the heterogeneous 
MIPv6/PMIPv6 environment. In conclusion, the TDPBU 
was able to significantly enhance the overall perfor-
mance of mobility management schemes.

S. Muthut et al. [11] investigated the performance 
of MIPv6, HMIPv6, and FMIPv6 with WMN. The perfor-
mance matrix included end-to-end delay, through-
put, and packet delivery ratio. The MIPv6, FMIPv6, 
and HMIPv6 all perform inter-handover to measure 
the performances under the same network condition. 
The result showed that HMIPv6 performed better than 
FMIPv6 and MIPv6 in terms of throughput and pack-
et delivery ratio. In terms of end-to-end delay, MIPv6 
outperformed FMIPv6 and HMIPv6 when the network 
only performed inter-handover. The low end-to-end 
delay attained by MIPv6 with WMN contributed to low 
throughput and PDR. However, the authors focused 
only on performance evaluation. There were no pro-
posed improvements or enhancement schemes to 
overcome the problems found in their research.

A. Yadav and A. Singh [12] performed performance 
analysis and optimization of FMIPv6 and HMIPv6 hando-
ver. The researchers proposed a new analytical model for 
the MIPv6 optimization protocol. The researchers used 
MATLAB 7 software to complete the simulation by col-
lecting a sample size of 100, for both FMIPv6 and HMIPv6. 
According to the researchers, the new analytical model 
could reduce the handover by 50% of the original MIP 
working mechanism. In conclusion, the proposed ana-
lytical method is able to significantly reduce handover 
latency in HMIPv6 and FMIPv6. However, the research-
ers were only concerned with handover latency as the 
sole performance metric. The results obtained from this 
research may have been affected by the mobile node 
moving with random motion.

3. TERMINOLOGY

In this section, all the general terms are discussed in 
detail. MIPv6 and PMIPv6 protocols, WMN characteris-
tics and behaviors, and handover management are also 
discussed in detail.
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3.1. MOBILItY MANAgEMENt 
CLASSIFICAtION

Mobility management enables a mobile device on a 
data network to change the attachment point. At the 
same time, the mobile device will have an IP address, 
which is also known as Mobile Host (MH). A change 
in IP address can be a big challenge to maintain un-
interrupted data flow, ensure security, minimize loss 

of packets, and identify the newer location. Mobility 
management can be classified into four types, which 
are cross layer, upper layer, network layer, and lastly link 
layer mobility management [13]. In the network layer 
mobility management, it is further subclassified into 
2 main groups, which are micro & macro mobility and 
host-based & network-based mobility. Fig. 2 below rep-
resents the classification of mobility management [14].

Fig. 2. Mobility Management [14]

3.2. MOBILE INtERNEt PROtOCOL vERSION-6 
  (MIPv6)

The Internet Engineering Task Force (IEFT) estab-
lished the use of Mobile Internet Protocol version 6 
(MIPv6). The mechanism of MIPv6 allows MN to be 
reachable and to maintain an ongoing connection, 
even though its position keeps on changing within 
the topology. During the entire process, MN is still able 
to maintain the same allocated IP address [15]. Once 
the operation is started, the MN will be searching for 
Foreign Agent (FA) and detecting its movement. It 
will autoconfigure and set up itself with a New Care of 
Address (NCoA) through either a stateless or stateful 
mechanism. Binding Update (BU) is sent by MN and it 
will forward to its Home Agent (HA) to notify its new 
address which is available. The HA returns Binding Ac-
knowledgment (BAck). With the help of HA, all packets 
are tunneled to MN’s NCoA. Route Optimization (RO) 
is another mode for MIPv6. The RO will search for the 
shortest path and start to transfer the packets. This pro-
cess requires MN to register its current Binding to Cor-
responding Node (CN). The CN allows the delivery of 
the triangulate packets to MN without getting permis-
sion from HA. In conclusion, it is able to decrease the 
congestion at MN’s HA and Home Link [16]. Fig. 3 below 
represents the messages flow of MIPv6.

3.3. PROxY MOBILE INtERNEt PROtOCOL  

 vERSION-6 (PMIPv6)
PMIPv6 was developed based on MIPv6’s [RFC3775] 

design. It avoids tunneling over head over the air, 

Fig. 3. MIPv6 Flow Diagram
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which may cause latency to increase dramatically. Such 
latency can be seen in MIPv6 [17]. The operation be-
gins when Mobile Node (MN) moves and attaches to 
an access router which is called Mobile Access Gateway 
(MAG). Once the authentication is completed, MAG 
identifies the MN. The MAG obtains the MN’s profile, 
which contains the Home Address and sends the Proxy 
Binding Update (PBU) to the Localized Mobility Agent 

(LMA) on behalf of MN. If MAG receives the Proxy Bind-
ing Acknowledgment (ACK) from LMA, then it sends 
Router Advertisements that contain MN's home net-
work prefix. If MAG does not receive Proxy Binding Ac-
knowledgment (ACK) from LMA, it waits and resends 
the Proxy binding Update to LMA. Fig. 4 below pro-
vides an overview of PMIPv6.

Fig. 4. PMIPv6 Protocols [18

This concludes the discussion of the classification 
of mobility management, mobility management pro-
tocols, MIPv6, and PMIPv6. Table 1 shows the summa-
rized characteristics of MIPv6 and PMIPv6. In this paper, 
MIPv6, and PMIPv6 are analysed in terms of packet de-
livery ratio, latency, and throughput.

table 1. The summarized characteristic of MIPv6 
and PMIPv6 in each protocols criteria

Protocol Criteria MIPv6 PMIPv6

Mobility Scope Global Mobility Local Mobility

Location Management Yes No

Required Infrastructure Home Agent (HA) LMA, MAG

MN Modification Yes No

Handover Latency Poor Good

Localized Routing Yes No

Tunneling Over Wireless Link Required Not Required

Route Advertisement Type Broadcast Unicast

Return Routability Required Not Required

Wireless Mesh Network (WMN) is defined as an infra-
structure-based network. A WMN is a communications 
network which has various wireless nodes which are 
sorted in a mesh topology. WMN consists of gateways, 
mesh routers, and mesh clients. Mobile phones, lap-
tops, tablets, intelligent machines, and other wireless 
devices are the examples of mesh clients. Mesh rout-
ers forward traffic to and from the gateway, but are not 
connected to the Internet.

The total coverage area of the radio nodes function-
ing as a single network is defined as a mesh cloud. The 
mesh cloud is dependent on the radio nodes, which 
operate in harmony with each other to create a radio 
network. WMN offers trust and provides good redun-
dancy. When one single node cannot operate or is 
damaged, the rest of the nodes are still connected and 
the communication is maintained[19].

Fig. 5 shows how a WMN can self-organize and self-
configure without any command from the network op-
erator. WMN can be implemented with various wireless 
technologies, such as IEEE 802.11s WiFi Mesh and IEEE 
802.16 WiMAX. A telecommunication company can ex-
pand, replace, and adapt their network based on the 
requests of the end users [20].
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A WMN can provide a more planned and systematic 
configuration. The deployment of WMN can provide 
cost-effective and dynamic connectivity over forested 
or mountainous areas. The network architecture con-
sists of a mesh router that is able to support large ar-
eas at a low cost compared to single-hop routers. An 
alternate routing or dynamic connectivity allows traffic 
loads to be balanced and minimizes bottlenecks. This 
may also be able to significantly increase network reli-
ability in WMN. Table 2 shows the difference between 
WMN and Wireless Ad Hoc Network (WANET). 

Fig. 5. Wireless Mesh Network Architecture [20]

Issues WANEt WMN

Infrastructure 
requirement Infrastructure-less Partial or Fully Fixed 

Infrastructure

Network Topology Highly Dynamic Relatively Static

Energy Constraint High Low

Application 
Characteristic Temporary Semi-permanent or 

Permanent

Routing Performance Fully Distributed Fully or Partially 
Distributed

Geographical Do Not Consider Well Perform

table 2. Difference between WMN and WANET

3.5. MOBILItY MANAgEMENt IN WMN

As mentioned above, WMN serves as an access net-
work that implements multi-hop wireless forwarding. 
Hence, the nonmobile nodes relay data to and from the 
Internet. IETF has also announced that WMN can provide 
a data transmission rate up to 134.4 Mbps. Hence, it is ca-
pable of satisfying the requirements of next generation 
wireless networks with high speed and low latency. The 
commercialization of WMN is inevitable. Several work-
ing groups focus on the WMN technologies and corre-
sponding specifications (e.g., IEEE 802.16a and 802.11) 
are being standardized. However, mobility management 
for mobile users in WMN is not specified clearly.

3.6. HANdOvER MANAgEMENt

A handoff or handover is one of the essential parts of 
mobility management. These terms refer to the same 
process of changing the point of the connection while 
a call is in progress. The objective of a handover is to 
provide seamless handover between mobile terminal 
and BS. A smooth handover can minimize the loss of 
data, while a fast handover can decrease the delay to 
and provide seamless handover service. A handover 
is needed to meet user preferences. Handover can be 
classified into two main categories, namely horizontal 
handover (intracell) and vertical handover (intercell). 
The main differences between horizontal handover 
and vertical handover are complexity and symmetry. 
Due to the different access technologies and their di-
verse characteristics, a vertical handover is asymmetric 
and more complex than a horizontal handover.

4. SIMULATION DESIGN

In this research paper, the MIPv6 and PMIPv6 proto-
cols were designed, developed, and simulated in Net-
work Simulator version 2 (NS2). Both mobility manage-
ment protocols are set up in the same WMN environ-
ment for comparison and analysis.

4.1. tHE PARAMEtER OF tHE NEtWORK  
 tOPOLOgY dESIgN

In order to compare the two different types of mo-
bility management protocols, a few configurations and 
parameters need to be in constant value to obtain the 
optimum results for both mobility management proto-
cols. The network environment for both mobility man-
agement protocols is set up to Mac 802.11. The data 
rate is fixed to 10 Mb. The interface queue type is drop 
tail mode.

After setting up the wireless environment, the num-
ber of nodes of MIPv6 and PMIPv6 needs to be built up. 
For MIPv6, the number of nodes is 5 nodes and these 
consist of one Home Agent (HA) and one Client Node 
(CN). For PMIPv6, it consists of one Home Agent (HA), 
one Client Node (CN), one LMA and two MAGs. Table 
3 represents the detail of the parameter and its values 
for setting up the MIPv6 and PMIPv6 mobility manage-
ment protocols.

Link Delay 2 ms

Data Rate for Mac 802.11 10 Mb

Window Size (Byte) 32

Duration 100 s

Transport Protocol TCP

table 3. Type of parameters and value
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4.2. PERFORMANCE MEtRICS

The characteristics and behavior of the network 
topology of PMIPv6 and MIPv6 can be understood 
through few performance metrics. The metrics are:

1. Latency mean, which represents the delay when 
the packet sent from the source passes through 
the router and base station to the destination; and

2. Throughput, which represents the total data transmit-
ted from one source to receiver in time duration and 
is normally measured in kilobits per second (Kbps).

3. Packet Delivery Ratio (PDR) represents the ratio of 
received packets with sent packets between the re-
ceiver and source. 

5. RESULTS & DISCUSSION

Simulation results are presented with detailed dis-
cussion. Based on Table 4, each performance metrics 
result for MIPv6 and PMIPv6 are presented in detail. The 
packet size starts from 256 bytes, and increases to 512 
bytes, 1024 bytes, 2048 bytes, and ends at 4096 bytes.

Mobile Internet Protocols version 6 (MIPv6)

Packet Size (Bytes) 256 512 1024 2048 4096

Latency Mean (ms) 90 92 93 103 104

Throughput (Kbps) 1.080 2.212 4.444 10.609 21.381

Packet Delivery Ratio (PDR) 75.90 76.87 76.68 82.48 82.86

Proxy Mobile Internet Protocols version 6 (PMIPv6)

Packet Size (Bytes) 256 512 1024 2048 4096

Latency Mean (ms) 2 2 2 2 3

Throughput (Kbps) 129.823 234.322 390.124 592.323 799.130

Packet Delivery Ratio (PDR) 99.83 99.82 99.86 99.75 99.75

table 4. Results of MIPv6 and PMIPv6 for different performance metrics

Based on the observation of Table 4, when packet size 
increases from 256 bytes to 4096 bytes, the through-
put increases gradually. The throughput for 256 bytes 
packet size is 1.080 kbps and reaches 21.381 kbps when 
the packet size increases to 4096 bytes. For PMIPv6, the 
throughput for packet size 256 bytes is 129.823 kbps, 
increasing gradually to 799.13 kbps when the packet 
size reaches 4096 bytes.

Based on Fig. 6, the throughput between MIPv6 and 
PMIPv6 has a huge difference. The reason is in the basic 
MIPv6 protocol. In this protocol, during switching be-
tween different subnets, the MN needs to go through 
mobile testing, setting, getting the new address con-
figuration, duplicating address detection, and finally 
binding the registration process. These processes 
cause a lot of switching delay, high rate of packet loss, 
and overload signaling. Throughput is very low due to 
these reasons. For PMIPv6, since it is completely trans-
parent to mobile nodes, the MAG becomes the proxy 
and communicates with the Mobile Node. This can low-
er the probability of signaling overload and decrease 
the packet loss rate. The throughput of PMIPv6 is very 
high and it is completely utilized the bandwidth.

Fig. 6. A comparison of MIPv6 and PMIPv6 in terms 
of throughput (kbps)

Fig. 7 showed the packet delivery ratio of MIPv6 and 
PMIPv6 for various packet sizes. For MIPv6, the packet 
delivery ratio increases from 75.90% to 76.87% when 
the packet size is increased from 256 bytes to 512 bytes. 
When the packet size reaches 1024 bytes, the packet 
delivery ratio is slightly decreased to 76.68%. This may 
be caused by the signaling overload. When packet size 
increases to 2048 bytes and 4096 bytes, the packet 
delivery ratio is 82.48% and 82.86% respectively. As 
compared to PMIPv6, the packet delivery ratio for ev-
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ery packet size is higher than MIPv6. When packet size 
is 256 bytes, the packet delivery ratio is 99.85% and it 
decreases to 99.82% when the packet size is 512 bytes. 
The packet delivery ratio slightly increases to 99.86% 
when the packet size is 1024 bytes. When packet size 
increases to 2048 bytes and 4096 bytes, the packet de-
livery ratio is constant at 99.75%. In conclusion, PMIPv6 
performed better than MIPv6 in terms of packet deliv-
ery ratio. 

This is the reason why MIPv6 is used in global net-
works while PMIPv6 is used in localized networks. In 
global networks, the handoff procedure is not efficient 
and causes large latency. The packet drops when it 
reaches its timeout in TCP transmission. In localized 
networks where PMIPv6 is  implemented, the limited 
topology contributes to minimal handoff signaling de-
lays, low latency, and lower probability for packet drop 
due to the timeout. Hence, this explains the packet de-
livery ratio of MIPv6 is lower compared with PMIPv6.

Fig. 7. A comparison of MIPv6 and PMIPv6 in terms 
of aspect packet delivery ratio (%)

Figure 8 shows that the latency of the MIPv6 is very 
high compared with PMIPv6. For MIPv6, the latency 
reaches 90 ms when the packet size is 256 bytes; this 
increases to 92 ms, 93 ms, 103 ms, and a peak of 104 ms 
when the packet size increases from 512 bytes, 1024 
bytes, 2048 bytes, and 4096 bytes respectively. As for 
PMIPv6, the latency stays constant at 2 ms when the 
packet size increases from 256 bytes, 512 bytes, 1024 

Fig. 8. A comparison of MIPv6 and PMIPv6 in terms 
of aspect latency mean (ms)

bytes, and 2048 bytes. The highest latency for PMIPv6 is 
3 ms when the packet size reaches 4096 bytes.

The high latency of MIPv6 is caused by the handoff 
procedure. The handoff latency of MIPv6 mainly comes 
from the process of localized routing, modification of 
Mobile Node (MN), and return routing. These steps or 
processes in MIPv6 are excluded from PMIPv6. Thus, 
the latency of PMIPv6 is lower as compared to MIPv6.

6. CONCLUSION

In this research, a comparison between MIPv6 and 
PMIPv6 was made, and PMIPv6 has been shown to out-
perform MIPv6. The evaluation shows that PMIPv6 of-
fers better throughput, lower latency, and higher PDR. 
The basic MIPv6 has various problems which are not 
able to fulfill the huge demand of mobile users. Hence, 
PMIPv6 is developed and implemented to overcome 
the drawback of MIPv6. For future works, the researcher 
suggests various modified handover methods to over-
come this bottleneck. In future, the HMIPv6, FMIPv6, 
and FHMIPv6 with route optimization schemes should 
be compared with each other. The proposed methods 
are believed to outperform MIPv6, and are able to be 
used in preparation for the wireless network to 5G net-
work technologies.
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Abstract – One major problem faced by network users is an attack on the security of the network especially if the network 
is vulnerable due to poor security policies. Network security is largely an exercise to protect not only the network itself but most 
importantly, the data. This exercise involves hardware and software technology. Secure and effective access management falls under 
the purview of network security. It focuses on threats both internally and externally, intending to protect and stop the threats from 
entering or spreading into the network. A specialized collection of physical devices, such as routers, firewalls, and anti-malware tools, 
is required to address and ensure a secure network. Almost all agencies and businesses employ highly qualified information security 
analysts to execute security policies and validate the policies’ effectiveness on regular basis. This research paper presents a significant 
and flexible way of providing centralized log analysis between network devices. Moreover, this paper proposes a novel method 
for compiling and displaying all potential threats and alert information in a single dashboard using a deep learning approach for 
campus network infrastructure.

Keywords: SIEM, Network Behaviour Monitoring, Campus Network Infrastructure

1. INTRODUCTION

Network security plays a critical part in Information 
Technology. It is still difficult for organizations to meet 
security standards. Identity attacks, intrusions, and 
hacking have been the most common security threats 
to the public and have also highlighted the importance 
of information security [6]. By focusing on threats of 
both internal and external of the network, network se-
curity can secure and stop the threat from entering and 
spreading on the network. A secure network involves a 
complex connection of hardware devices such as fire-
walls, routers, and anti-malware tools.

In the campus network, all system and server equip-
ment depends on the admin to collect logs of network 
equipment and servers, and also to monitor and notify 
the system status to users. Therefore, it is important to 
have comprehensive centralized log management in a 
campus network. It uses to analyze events that occur 
from thousands of nodes to several dedicated servers 
where central analysis is carried out. When the analyses 
are obtained in a real-time process, the safety events 
can be identified from future events through event cor-
relation and other advanced surveillance techniques. 
Moreover, it also can be an offline forensic activity, 
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where the past events are investigated to understand 
the occurrence of security that has taken place. 

Aggregate the data generated from multiple sources, 
identify specific threats and take appropriate action are 
the basic principles of each analysis of network and se-
curity reporting system. For instance, the system can 
take additional log information, generate alerts and 
ensure that all security controls can be monitored and 
prevented when such issues are detected. The net-
working, software, hardware, and media used to pro-
duce, distribute, store, analyze, and erase log data are 
referred to as log management infrastructure. Almost 
every organizations have one or more log manage-
ment infrastructures.

Most organizations or businesses use SIEM (Security 
Information and Event Management) tool. This tool is 
designed to simplify company compliance reporting 
through the usage of a centralized logging solution. 
Each host that is in use must have a log security record 
included in the report and can pass log data to the SIEM 
server. Single SIEM servers can collect log data from as 
many devices as they need and can produce a detailed 
report and manage all security events of each log they 
receive. In the current situation, each system needs 
to be able to manually retrieve data from each device 
regularly and to ensure that a central configuration of 
configuration can be generated to produce a report.

The SIEM system server is a tool for detecting uniden-
tified events. Almost most of the equipment used does 
not comply with safety regulations and cannot track 
events or logs more deeply. Although such tools can 
identify and monitor events and produce audit log en-
tries, they cannot analyze logins to detect unacceptable 
activities. Best of all, tools such as personal computers 
and laptops can alarm users when an event occurs. 
SIEM equipment can also perform higher detection by 
linking the events or logs of the equipment used. By 
collecting the events or logs of the linked equipment, 
the SIEM system can see attacks that have different an-
gles on each of the different devices and can therefore 
record events or logs to decide if the attack is of nature 
and if it works.

SIEM equipment is used to improve the ability to 
manage any future accidents that can save time and 
money for incident handlers. The ability to deal with ac-
cidents rapidly and effectively will speed up the delay 
of occurrence, thus reducing the safety risk that cannot 
be followed by security events. SIEM equipment can 
also increase performance, mainly by offering a single 
report and review to display all security log data from 
many of the devices connected to it.

This research will provide a significant and flexible way 
of providing centralized log analysis between the secu-
rity and network devices and how to display all threats 
alert information in a single dashboard. The system 
can assist the IT administrator in collecting, analyzing, 
storing, investigating, and reporting on the logs and 

other data for forensics, incident response, and regula-
tory compliance purposes and as well as analyzing real-
time event data to aid the early detection of advanced 
threats, data breaches, and targeted attacks. Hence, the 
proposed framework could provide an effective way of 
presenting the log file to the management.

This research paper is divided into four sections and 
begins with the introduction. The second section is on 
the literature review on SIEM concepts as well as the cur-
rent research relevant to this research paper. It is then 
followed by the third section on the proposed network 
behavior monitoring framework based on SIEM con-
cepts using deep learning analysis. In the fifth section, 
the case study evaluation is presented. The sixth and last 
section is on the conclusion and future works.

2. LITERATURE REVIEW

2.1 CuRRENt Log MANAgEMENt ISSuES

2.1.1 Logs are scattered

It is very hard to compile and view each event in the 
campus network and therefore, all logs in the campus 
network have been stored individually on their system. 
Few tools for log management, rather than perfor-
mance and capabilities, are listed in a random order [1]. 
Although threat detection platforms such as SIEM are 
significantly effective based on the recent reports that 
Sayed [5] found.

2.1.2 High number of false positive

Based on Filkins [4], the network administrator and 
the company network infrastructure monitoring are 
facing numerous tools which are not integrated. Open 
standards are developed and maintained through a 
collaborative process that consensus-driven to facili-
tate interoperability and exchange of information be-
tween different products and services.

2.1.3 Logs are scattered

For analysts, a solution needs to be created. It will not 
be meaningful if Syslog only pulls from various data 
sources. While it is not difficult to preserve the data col-
lected with traditional methods such as hacking, it is an 
enormous challenge in an IoT environment to preserve 
the scene [2].

2.1.4 Lack of support & expertise

Some logs sometimes are a massive difficulty. As a 
result, the agency needs to recruit dedicated staff to 
support the collection, analysis, correlation, and nor-
malization of all the logs collected, or to retain time 
for the current team. The rapid growth of the campus 
network and several IT staff help with the challenging 
size of data. Monitoring, maintaining, and expanding 
IT budgets 24/7.  This means that the campus network 
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must recruit professional staff or reserve the time of 
the current team to support the collection of data to 
detect, analyze, correlate and normalize all the logs col-
lected. Crowley and Pescatore [3] discovered that the 
most often reported reasons for existing SOC failures to 
reach excellence are a lack of competent employees, a 
lack of resources, and effective automation.

2.2  SECuRIty AND EvENt MANAgEMENt  
 INFoRMAtIoN (SIEM) 

2.2.1 SIEM Components

Organizations need to protect themselves regularly 
from the daily growing number of cyber-attacks. Se-
curity and Event Management Information (SIEM) is a 
security system that is widely used by various organi-
zations to protect their networks from cyber-attacks. A 
SIEM solution consists of several components to assist 
security teams to identify data violations and malicious 
activities through constant monitoring and analyzing 
network devices and events. According to Chikonga [7], 
the SIEM component includes a collection from various 
systems, network devices, and applications collected, 
filtering, aggregation, normalization, and correlation 
of event messages. These features are a significant im-
provement from SIEM event log collection and storage.

Sayed [5] reports that SIEM operates hierarchically by 
deploying different agents. SIEM also gathers security 
data for specific safety equipment and tools including 
intrusion detection systems, firewalls, and antivirus, as 
well as event information from end-user devices, net-
work equipment, and systems servers. The gathered 
data is sent to the centralized control and administra-
tion console. On the central console, additional logs and 
anomalies analysis are performed. SIEM product roles 
are collected, consolidated, correlated, communicated, 
and controlled generally. Initially, log data from various 
devices and applications are collected. The data is then 
added and standardized, as a process called consolida-
tion. Afterward, the log data is analyzed and linked. This 
step enhances the usefulness of contextual network in-
formation and common threats. The data is initially kept 
locally in an organization’s network until being trans-
ferred for analysis and archiving to a central area.

2.2.2 SIEM Architecture

Based on Figure 1, the SIEM architecture is explained 
as below:

•	 Server: It represents the core part of the entire 
deployment that collects and processes for the 
correlation engine of the logs from the external 
world.

•	 DataBase: It stores all the data to analyze the 
SIEM itself and to set the runtime (asset tables, 
taxonomies, basic modules configuration, etc.).

•	 FrontEnd: A console that offers a server's user 

interface. It provides a visual panel for the secu-
rity administrator to both controls the individual 
component configuration and analyzes the sys-
tem security under control with specific dash-
boards.

•	 Probes: A collection of sensors used within the 
infrastructure monitored. Probes typical exam-
ples include firewall and intrusion prevention, 
perimeter protection, host sensors, and security 
applications, for example like host IDSs.

•	 Agents: probes that are integrated into a server 
and can convert heterogeneous logs generated 
by various samples into logs with a syntax and a 
semantic.

The probe can be used to retrieve the information 
from IT components like routers, firewalls, web serv-
ers, anti-virus systems, and intrusion detectors so that 
it can generate analyzable logs. Probes usually work in 
two modes: active and passive. The controlled IT com-
ponent cannot generate logs in the active mode, thus 
the sample must retrieve information actively through 
specific queries. For the passive mode, the component 
monitored is capable of generating and sending logs to 
the sensor in order not to require ad-hoc queries. Upon 
retrieval of logs, each probe may carry out preliminary 
security analysis by using such information. When a se-
curity issue arises, a probe alert will be generated and 
an information log will be sent to the respective agent 
representing the entry point of the SIEM architecture.

Fig. 1. A classical architecture of a SIEM system [9]
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2.2.3 Benefits of SIEM

The advantage of using a SIEM tool is it serves to 
streamline a centralized logging solution for reporting 
business conformity. The host used must contain a log 
security record and can transfer log data to the SIEM 
server. Single SIEM servers can receive log data from as 
many devices as needed, can generate a comprehensive 
report, and handle every log security event it receives. It 
is unlikely that the efficient central logging capacity of 



12 International Journal of Electrical and Computer Engineering Systems

Fig. 2. Data mining architecture [12]

agencies or companies without SIEM can generate fast 
and concise reports, as required for their reports to com-
ply. In the current environment, the reporting of each 
device is essential to periodically recover data manually 
from each device and to ensure a central configuration 
for the generation of a report can be created.

The unknown events can be detected by the SIEM 
system server. SIEM tool can also perform better detec-
tion by connecting used equipment events or logs. The 
SIEM system can see attacks from various angles to each 
of the various equipment by collecting the events or 
logs of the connected equipment, and can thus record 
events or record logs to determine whether the attack 
works and its nature. SIEM tool is used to increase the 
ability to handle events that can save incident handlers 
time and resources. The ability to manage incidents 
fast and efficiently can accelerate the delay, thereby 
reducing the security risk that security events cannot 
be followed. The SIEM tool can also enhance efficiency 
mainly by reporting and analyzing each security log 
dataset from many connected devices. 

2.2.4 SIEM Security Analysis techniques 

2.2.4.1 Event Normalization

Collecting data in the scope of SIEM is almost impos-
sible for any person to process the data in its raw state.  
Through a process called event normalization, it can be 
performed by peculiar parsers and requires a method 
to modify logs and alerts delivered by probes to pres-
ent homogeneous data formats to the server [9]. The 
process involves splitting each field of a raw event into 
variables and then combining them into views that 
are important to security administrators. This process 
is very important for seeking significance in often iso-
lated and heterogeneous events.

SIEM systems can normalize logs to allow efficient 
analysis of data from various sources and event corre-
lation. This normalization method includes processing 
logs in a readable and standardized format, extracting 
important data from them, and mapping the various 
fields that they contain.

2.2.4.2 Event Correlation

SIEM system using correlation rules to detect any po-
tential suspicious events in the presence of encrypted 
real-time traffic [9]. The amount of recorded data is 
huge in environments. Even small to medium-sized 
companies are likely to send tens of GB of data every 
day. Sorting one-by-one authentication logs is a com-
plicated task. Thus, using correlation rules a SIEM solu-
tion can solve the problem.

This allows administrators to see anomalies like login 
attempts from suspicious locations, network scans, 
and simultaneous user authentication attempts from 
various locations. The SIEM also monitors network traf-
fic using this rule for better detection of threats and 

unusual activity [11]. It also can automatically extract 
this important information into a report or diagram 
that allows us to visualize activities from many sourc-
es. Events are generated using raw data to search for 
patterns, map them to known expressions, and assign 
unique identifiers. If the SIEM meets an unknown log 
or data type, it can define an event by the editor and 
allocate variables, such as name, severity, and facility.

The correlation rule is being a specific sequence of 
events that could be indicative of a branch in security. 
It combines multiple normalized events from different 
sources into a single correlated event [8].

2.2.4.3 Mining Process

There are millions of data and database need to be pro-
cessed for useful information. In IT infrastructure, event 
logs provide an input of all the activities for any organiza-
tion. The raw data acts as a SIEM input, providing security 
alerts and output reports. All raw data can be processed 
through a data mining technique. According to Zope et 
al., [12], this technique can quickly be implemented on 
existing software platforms and hardware platforms for 
enhancing the value of existing information resources. 
It is the process of examining data from several angles 
and synthesizing it into meaningful knowledge. The 
procedure allows people to comprehend the content of 
data relations. It identifies hidden patterns and trends in 
the data. As the data mining scope is applied to all event 
logs created by various networking devices, systems, 
and application servers, the performance of corporate 
security may be improved.

Based on Figure 2, the data layer might be either a da-
tabase or a data storage system. An interface is a layer 
that connects all data sources. The findings of data min-
ing are saved in a data layer so that they may be dis-
played to the user as reports or another type of visual-
ization. To obtain database data, the application layer of 
the data mining is employed. There is a transformation 
code here that will turn the data into the necessary for-
mat. The data is subsequently processed using various 
data mining methods. This layer provides an easy-to-use 
user interface that allows end-users to engage with the 
data mining technology. The findings are displayed to 
the user via a visualization form on the front end layer.

2.2.4.4 Attack graphs

Attack graphs represent a system's exposure. This 
section aims to view the approach used for calculat-
ing security measurements almost in real time. This 
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approach should enable new security information and 
events in the network operating process to be taken 
into account and security metrics to be recalculated 
appropriately. To do that, it needs to develop a charac-
terization of metrics that takes into account the follow-
ing aspects. In a recent survey in the area of security 
metrics, modeling of attacker steps is as attack graphs. 
It uses known and adopted techniques to calculate se-
curity metrics. Based on these metrics, it identifies the 
current security situation, including attack existence, 
skill and position of attackers, potential previous at-
tackers, and future attack targets.

2.2.5 How SIEM work 

2.2.5.1 Collection

SIEM system collects event and logs data generated 
throughout a company's infrastructure from host sys-
tems, applications, and security devices such as antivi-
rus filters and firewalls. The information that is gathered 
is sent to a centralized platform. The SIEM identifies and 
classifies data into successful and failed logins, the ac-
tivity of malware, and other possibly malicious activi-
ties. So the threats can be detected and security alerts 
can be created. The customized dashboards and event 
management system of SIEM enhance investigative 
efficiency and reduces waste of time on false-positive 
elements. Real-time monitoring and incident manage-
ment can be performed by SIEM for security-related 
events which are collected from the network, security 
devices, system, and applications.

2.2.5.2 Consolidation or Normalisation 
 and Aggregation

Consolidation happens when all the collected log 
data from various devices and applications are then ag-
gregated and normalized. The SIEM consolidates logs, 
parsers every log, and classifies them into event types, 
including successful and unsuccessful logins, exploits 
attempts, malware activities and, port scans. Peculiar 
parsers are used to normalize and involve in a process 
for manipulating logs and alerts provided by probes, 
to represent homogenous data formats to the server. 
These types of events are then run with the outline 
rules to decide whether illegal traffic exists. If a rule is 
triggered, an alert will be created. This step enhances 
the usefulness of contextual information concerning a 
network and common threats. The collected data will 
be stored locally in the organization’s network first be-
fore it is transferred to the analysis and archiving central 
area. With this step, the data security violations can be 
studied as closely as necessary with the data classified.

Aggregation is described as a collection of large 
amounts of data in one place from different applica-
tions and databases. SIEM aggregates device data and 
interprets key attributes related to the identification of 
security incidents or problems. Devices generate event 
logs that are submitted for analysis to the SIEM. SIEM 

tools form an important part of the ecosystem for data 
security. It aggregates data from several systems and 
analyzes data to capture abnormal behavior or poten-
tial cyber-attacks. SIEM tools play an important role in 
the collection of events and alerts.

2.2.5.3 Correlation and Contextual Information

The core of SIEM architecture for correlation com-
bines several normalized events from various sources 
into one correlated event. The log storage is used to 
store log volumes for retention purposes and historical 
queries. This correlation is done when the presence of 
relevant patterns of events is detected. The correlation 
method is used as a means for performing detection 
at multiple layers. The analysis of the data collected 
through the introduction of a set of correlation rules 
that detect potential suspicious events as encrypted 
real-time traffic. To add additional data and filter dupli-
cate events, the correlation between data and external 
services is preferred. If there is a feedback mechanism, 
a consumer of data should use the mechanism to pro-
vide providers with information to improve the quality 
of their service.

Every correlation was shown to gain greater insight, 
eliminate false-positive effects, or detect replicates for 
even simple cyber incidents. The process of comparing 
incidents is the identification of patterns and relation-
ships to determine events from multiple sensors and 
data sources that are the result of an attack or a general 
indicator of malicious activities. It enables an improved 
understanding of the nature of an event, reduces the 
workload required to deal with incidents, and auto-
mates the classification and forwarding of incidents that 
are only relevant to a specific constituency. Correlation 
is useful both for the processing of data on a monitored 
network from multiple tools and for the use of multiple 
external services which supply incident data.

This step is decided to make more helpful by contex-
tual information on a network and common threats. In 
the network organization, the data is first stored locally 
before they are transferred for analysis and archiving to 
a central area.

2.2.5.4 Communication or Alerting/Reporting

An evaluation of three elements for the basic assess-
ment parts of the SIEM system. Firstly, the central con-
sole, secondly, the monitoring entity, and, lastly, the pro-
cess of communication between the control entity and 
the central console. For a SIEM to operate successfully, its 
design and development shall provide complete, inte-
grated information to the central console for the super-
visory entity and the communication process. The core 
role of the SIEM solution involving the analysis and de-
tection of system-related incidents can be compromised 
through attacks on communication channels.

A proper evaluation of the SIEM solution aids in pre-
venting an attacker from evading the system. A proper 
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Fig. 3. Flowchart of working of log 
management tools [1]

SIEM evaluation should consist of three major steps. 
Firstly, to guarantee that the SIEM solution identifies the 
greatest number of threats while producing the fewest 
false events and alerts, it should first assess the entities 
that gather, aggregate, correlate and analyze audit log 
data from the monitoring entity. Secondly, the audit 
data collector or the Agent should be assessed inde-
pendently to guarantee that all information and data 
acquired by the Agent is valid and truthful. Finally, all 
communication between SIEM entities must be evalu-
ated and ensured that no attacks such as packet injec-
tions and packet alterations occur in the channels.

2.2.5.5 Control or Storage

The usage of SIEM in IT security has been shown to 
improve security professional’s capacity to monitor 
security risks. When monitoring the threat of outgo-
ing traffic, it may be used to examine traffic going for 
external locations with a high-risk rating based on 
their IP addresses. While this traffic was created manu-
ally and only from a few log sources, the availability 
of this type of event data would be useful for secu-
rity data in monitoring network security risks using a 
centralized SIEM integrated with threat intelligence 
services such as IP.

In a study of botnet detection, the researchers simi-
larly describe methods for botnet detection based on 
output traffic monitors to potential botnet control and 
control centers. The monitoring of outbound traffic to 
enrich threats and linked to user-related event data, for 
example, would allow the security professionals to see 
more clearly both the internal source of suspect traf-
fic and the destination of the traffic. Insider threats are 
more and more recognized by the need to monitor 
user activity as just as damaging as external security 
threats. The correlation of events that might be part of 
a composite security threat, while reducing false posi-
tives that were an issue in security systems such as IDs, 
can improve threat detection in an environment with a 
large number of log sources [7].

As with log management solutions, SIEM technology 
guarantees that gathered event logs from the applica-
tion, network, and system components distributed in-
side an IT infrastructure are consolidated. SIEM, on the 
other hand, offers more sophisticated features. These 
capabilities include advanced filtering, aggregation, 
normalization and correlation, alerting, and reporting. 
The SIEM should allow an analysis of events in real or 
close to real-time. This research paper focuses on the 
use of the SIEM framework to enhance IT security man-
agement.

2.2.6 Current Research on SIEM

Here are a few examples of SIEM research conducted 
by other authors that are related to this research pa-
per. In their study, K. Agrawal and H. Makwana [1] ex-
amined a few log management tools based on criteria 

such as data input type, primary application area, SDK 
accessible for languages, dashboard design capabili-
ties, pricing, real-time supportability, online interface, 
etc. On the other hand, Sayed [5], discussed on SIEMs 
and advanced evasion techniques. The paper exam-
ined the most frequent AETs as well as the tools used 
to carry out such attacks. An Adaptive learning system 
based on an Artificial Immune System (AIS) has been 
proposed by A. Majeed et al. [11]. The authors use the 
near-miss situation based on visual analysis for the 
SIEM rules. L. Coppolino, et al [8] in their research pa-
per discussed the comparison study between OSSIM 
and GET Data. They concluded that data collecting is 
the primary role of SIEM design, Indeed, by combin-
ing information from several data sources, SIEMs may 
provide diverse viewpoints on security incidents that 
occur throughout the system.

3. THE PROPOSED FRAMEWORK

According to Agrawal and Makwana [1], the best 
functional log management tools must consist of the 
following components; Log management, Log analy-
sis, and Event Management (Figure 3). The Campus 
network environment required a SIEM solution which 
provides all in one feature to identify, analyze, corre-
late, normalize and security logs from multiple data 
source in the campus network. The complete security 
features must provide essential security capabilities in 
a collectible platform controlled by a single manage-
ment console.
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Based on [1] framework, we proposed our network be-
havior monitoring framework to suited the campus net-
work environment (see Figure 4). The proposed frame-
work is divided into three components namely i. Log 
management, ii. Log analysis and iii Event management.

Fig. 4. The proposed framework of network 
behavior for campus network

3.1 CoMPoNENt 1 – Log MANAgEMENt

Comprehensive centralized log management is a 
must to simplify the campus network. Centralized event 
log management is the most important component of 
monitoring network security and forensics, as it can ana-
lyze events that occur from thousands of nodes to sev-
eral dedicated servers where central analysis is carried 
out. The analyses obtained can be a real-time process, 
where safety events can be identified from future events 
through event correlation and other advanced surveil-
lance techniques; it can also be an offline forensic activ-
ity, where past events are investigated to investigate the 
occurrence of security that has taken place.

The underlying principles of every analysis of net-
work & security reporting system is to aggregate data 
generated from different sources, identifying relevant 
threats, and taking appropriate action. For example, 
when certain problems are identified, the system will 
take additional log information, generate warnings 
and ensure other security controls can be controlled 
and stop them.

Log management infrastructure is a component 
covering networking, software, hardware, and media 
used to store, transmit, generate, analyze and delete 
log data. Almost all organizations have one or more log 
management infrastructure.

The main functions of a log management tool are:
•	 Identify and collect all logs of events involving 

involved software such as operating system, Sys-
log, flat file, database, or application

•	 Ensure all logs are stored integrally, scalable and 
secure

•	 All logs can be obtained quickly, fast and flexible

•	 Logs can be retrieved and stored for a long time

•	 Systems, databases, applications, databases, and 
devices are available in real-time.

•	 Normalization, aggregation, log classification, 
and correlation can be automated more effi-
ciently.

3.2 CoMPoNENt 2 – Log ANALySIS

The log analysis describes how the security and traf-
fic threats, the complete security log analysis obtained 
provides critical network intelligence for attempts to 
violate security and attacks such as viruses, trojans, ser-
vice denials, and others. From the log report analysis 
obtained from the NGFW and WAF, security adminis-
trators and networks will be able to interpret network 
threatening activities and plan their strategies to pro-
tect and address threats that occur.

For servers (Eduroam and Sybase) include operating 
systems involving Windows, Linux, and Unix systems 
and other Syslog support devices, and applications 
such as IIS, MS SQL event log analysis is recorded for 
secure security. Important logs and security events 
are recorded and generated on equipment within the 
network, this SIEM system can collect important infor-
mation, perform log analysis, and display all logs and 
events on SIEM Dashboard, in real-time and concise 
real-time.

Internet Access Management (IAM) is used to analyze 
traffic logs that provide detailed and valuable informa-
tion about bandwidth usage, employee internet usage, 
web page confusion broadband, and smart interface 
traffic. From the firewall analysis report, network/secu-
rity administrators will monitor the fair use of broad-
band to reduce existing traffic safety and data security 
to plan for future broadband capacity requirements.

This framework was proposed using the deep learn-
ing approach for log evaluation. Deep learning is a 
complex element of machine learning inspired by the 
function of interconnecting neurons in the human 
brain. The evolution of Machine Learning and an ele-
ment of AI teaches itself to make more accurate and 
faster predictions by observing, processing and analyz-
ing massive amounts of data. Over time, Deep Learning 
teaches itself every time it is executed, resulting in the 
identification of many previously undetected malicious 
domain names.

3.3 CoMPoNENt 3 – EvENt MANAgEMENt

In the Security Assessment System, the part that 
implements the proposed security assessment tech-
nique is based on attack graphs. Figure 5 shows the 
architecture of the component. The main component 
is the suite of vulnerability assessment algorithms for 
the computation of metrics. Mapper, another impor-
tant subcomponent, allows an attacker to detect lo-
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A firewall is a key module that makes up the pro-
posed framework. The information from the firewall 
constitutes the basic source of the log and event data of 
the system. Currently, vendors are producing and pro-
viding very sophisticated firewalls that can detect and 
prevent malicious activities from attackers. The firewall 
filter and inspect the traffic. Monitor the process by al-
lowing all devices to collect audit data such as system 
logs and firewall alerts. Such data will be sent to the 
central console in the proposed system, where it will 
be aggregated, correlated, analyzed, and reported to 
prevent abnormalities. Based on [16] the study found 
two potential sources of error in the information en-
richment process. The first is the unstructured original 
data and the other is the accuracy of the methods used 
for machine learning to obtain data and information 
extraction. All the logs that are related to this NGFW 
firewall in the network will go through the outbound 
and inbound of the firewall. 

The process of association analysis can usually be di-
vided into three parts that are,

•	 filter redundant information and format safety 
information,

•	 match association rules, and

•	 generate security incidents.

The first two techniques can be used in the proposed 
system to detect anomalies. It is also known as an ab-
normal association rule. This rule is valid only when de-
fining the threshold. By comparing the rules of the nor-
mal category data set with the rules of the actual traf-
fic category data set based on the similarity measure, 
anomaly detection can be calculated. If the similarity 
result is higher than the user threshold, it means that 
the data set is not intrusive and vice versa. The general 
category data set is reference data and should not con-
tain intrusions. To apply this technique, the data must 
first be converted into a data set.

Fig. 6. Proposed Methodology

cation and attack structure based on security events. 
The security assessment component receives data 
from several sources, including an attack graph gen-
erator which creates reports from network analysis. 
Dependency graphs showing graphical dependencies 
between network services are also given. Output data 
has several security parameters, according to the pro-
posed categorization. Additional output data would be 
received from the visualization system.

4. THE PROPOSED METHODOLOGY

Figure 6 shows the methodology which is split into 
four main steps:

1. Data Acquisition, 
2. Data Extraction and Enrichment, 
3. Reporting, Alerting, and Monitoring, and 
4. Dashboard, Forms, and Integration.

4.1 DAtA ACquISItIoN (StEP 1)

In the log management, all log sources can be found. 
The log sources include application logs, audit logs, de-
vice logs, system logs, and database logs. In [5] article 
said that the logging process should be automated, 
precise, and visible to have a secure custody chain. 
These logs collected using several tools. Examples 
of tools used are External Domain Name Servers (Ext 
DNS), Intelligent Management Center (IMC). Dynamic 
Host Configuration Protocol (DHCP) server and fire-
walls like Web Application Firewall (WAF) and Next-
Generation Firewall (NGFW). 

There are also fewer standard data sources includ-
ing Internet Access Management (IAM) systems and 
all other tools that can provide relevant information 
to better identify organizational safety cases. The pro-
posed system collects data from different security and 
network devices in the form of original logs and con-
verts the collected logs into events through normaliza-
tion and parsers. As a data exchange format for event 

data between different hardware and equipment and 
regulation engines became standard format is needed. 
It should differentiate between formats for content 
and formats for series. The structure of the data to be 
transferred (e.g. Event data includes two fields as “event 
timestamp” and “information about acknowledged at-
tacks”) is descriptive to content format [14]. 

4.2 DAtA ExtRACtIoN AND ENRICHMENt 
 (StEP 2)

In the proposed framework, data extraction is the 
method of taking raw data input and extracting only 
related fields, which is known as normalization. The 
standard event format can be created from all sources 
of data that allow the consistent comparison and col-
lection of information across the network [15]. Accord-
ing to [7], the context allows a more comprehensive 
analysis by providing further information related to the 
relevant event.
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Fig. 5. Security evaluation component architecture [10]

4.3 REPoRtINg, ALERtINg,  
 AND MoNItoRINg (StEP 3)

In the actual SIEM deployment environment, the 
monitoring requirements determined are usually 
mapped from specific business monitoring require-
ments. Monitoring requirements can be seen as busi-
ness or IT security requirements for active tracking, 
alerting, and reporting. It is recommended to be as 
specific as possible when specifying monitoring re-
quirements [7]. The proposed system will present the 
results and findings in a way that depends on the user's 
role after analyzing the log data. For all log sources, this 
information is displayed in a user-readable and under-
standable format. The reporting function allows users 
to configure log information files and only capture rel-
evant information about their tasks. In addition to real-
time tracking, log data analysis, and interactive reports 
for visual records, the proposed solution also provides 
compliance reporting functions, which can provide de-
tailed and achievable audit logs.

In addition, the proposed solution has compliance 
reporting features, which generate a detailed and op-
erational audit log record, in addition to real-time mon-
itoring, log analysis, and interactive visual information 
reporting. During the audit of the organization, the au-
ditor may review the records, the information reports, 
and other regulatory-specific content, to ensure com-
pliance with the regulations. In short, the data will give 
in statistical format, such as reports, graphs. 

4.3.1 Alerting threats

Network and system protections have developed as 
the threats grow over the years. Distributed denial of 
services (DDoS) and other types of attacks affect orga-
nizations worldwide. Another major network threat is 
unauthorized access. It occurs when a malicious user 
invades an account and uses it to change permissions, 
gain access to resources or information, and other mali-
cious activities. This is the route for hackers to execute 
APT and is a common problem in large organizations, 
which usually keep confidential information and other 
data with high business value. To secure the network, 
AlienVault generated alerts that provide response pro-
cedures. Of course, the data itself will be passed on 
when received for real-time analysis and monitoring. 
Analysis of the data from the devices used can show 
patterns and how conducive activities are to the finger-
prints of individuals or groups of threats, they are de-
tected throughout the sensor network through a trace 
of scattered data [17].

4.3.2 Monitoring logs

The proposed systems will identify and warn a net-
work in real-time if an incident and an important pro-
tection problem are detected. SIEM's key functions 
within the network of an organization are to track, cap-
ture and archive log data in a central console. The log 
data must be analyzed, warnings filtered and correla-
tion rules developed. Both file origins are included in 
the log management. The log sources include network-
based applications, systems, and computers. Based on 
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[18], effective log monitoring requires active data log 
analysis due to the size and quantity of the log file.

4.4  DASHBoARD, FoRMS,  
 AND INtEgRAtIoN (StEP 4)

The infographic of network security provides for the 
visual depiction of security data, which may help us-
ers understand complicated technical information and 
security aspects [19]. The visual representation also 
enables users to search for specific types of graphical 
chart methods, appropriate visualization methods, 
classification of security data visualizations, etc., allow-
ing us to meet the growing demand for network secu-
rity monitoring. 

5. CASE STUDY INVESTIGATION – EVALUATION OF 
THE PROPOSED FRAMEWORK

Unauthorized access introduces serious security 
problems. The SIEM system is of great significance in 
dealing with the security issues of critical infrastruc-
ture. The proposed solution based on the SIEM frame-
work can monitor the network at any time to detect 
and issue alerts when incidents and serious security 
issues are discovered. Figure 7 shows the experimental 
setup for this study.

5.1 uNAutHoRIzED ACCESS – AN ExtERNAL 
  DNS SERvER (HACKED)

Figure 8 and Figure 9 shows an example for unauthor-
ized access from an external DNS server from NGFW 
where it can detect the security operations found three 
IP that threatened the external DNS Server and the 
graph and other analysis.

Fig. 7. Experimental Setup for this project

Fig. 8. The security operations found three IP that 
threatened the external DNS Server (Ext DNS server)

Fig. 9. The graph and other analysis

Fig. 10. The detail of the threat

Fig. 11. The summary of the attacks
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Fig. 12. APT logs 1

Fig. 13. APT logs 2

While, Figure 10, Figure 11, Figure 12, and Figure 13 
show an example of unauthorized access from an ex-
ternal DNS Server from NGFW where it can detect the 
detail of the threat, the summary of the attacks come 
from, APT logs 1 and logs 2 actions.

Lastly, Figure 14 and Figure 15 shows the sample at-
tack and map event of the attacker location.
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6. CONCLUSION AND FUTURE WORKS

Nowadays, High Education Institution (HEI) is work-
ing towards the deployment of SIEM as a solution to 
provide control across the whole network by gather-
ing logs from both security and network equipment. 
Throughout the framework, logs may be correlated to 
include reliable and appropriate threat warnings. As a 
result, this research paper outlines the proposed net-
work behavior monitoring architecture based on SIEM 
principles using a deep learning analysis. The case 
study to evaluate the proposed framework is also pre-
sented. Future studies will concentrate on evaluating a 
deep learning approach to DDOS attacks to determine 
the detection accuracy rate.
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Abstract – Pixel value access control (PVAC) was introduced to deliver a secure and simple graphical password method where it requires 
users to load their image as their password. PVAC extracts the image to obtain a three-octet 8-bits Red-Green-Blue (RGB) value as its 
password to authenticate a user. The pixel value must be matched with the record stored in the database or otherwise, the user is failed 
to authenticate. However, users which prefer to store images on cloud storage would unintentionally alter and as well as the pixel value 
due to media compression and caused faulty pixels. Thus, the K-Means clustering algorithm is adapted to fix the issue where the faulty 
pixel value would be recognized as having the same pixel value cluster as the original. However, most of K-Means algorithm works were 
mainly developed for content-based image retrieval (CBIR) which having opposite characteristics from PVAC. Thus, this study was aimed 
to investigate the crucial criteria of PVAC and its compatibility with the K-Means algorithm for the problem. The theoretical analysis is 
used for this study where the suitable characteristics of K-Means are analyze based on PVAC requirements. The compliance analysis 
might become a referencing work for digital image clustering techniques adaptation on security system such as image filtering, image 
recognition, and object detection since most of image clustering works was focused on less sensitive image retrieval.

Keywords: Cybersecurity, PVAC, Pixel Value, Graphical Password, Clustering, K-Means
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1. INTRODUCTION

The pixel value access control (PVAC) is a graphical 
password method that utilizing pixel value extracted 
from a digital image, referred to as Password Pixel or 
PassPix, to authenticate a username. PVAC was pro-
duced through the design and development of Pixel 
Value Graphical Password [1] idea in 2014 was motivat-
ed to solve the human memory burden on memorizing 
a strong and challenging password. PVAC is suited to 
be implemented as the guardian mechanism for server 
access which would operate in a cloud-based environ-
ment which is demanding nowadays especially dur-
ing the current pandemic outbreak. This trend would 
bring the same way as the way PVAC users storing their 
PassPix where unfortunately would altering the pixel 
value unintentionally and caused users failed to au-
thenticate and depict the concept of cloud facility. 

As a study conducted in 2019 [2], an image that is trans-
ferred and accessible through WhatsApp [3] application 
would change an image attribute where the dimension 
is reduced and caused pixel value is transformed. There-
fore, theoretically by adapting the K-Means [4] clustering 
algorithm would solve this issue theoretically by allow-
ing PVAC to identify the faulty pixel value was residing 
in the same cluster as the pixel value it’s supposed to be 
[5]. The idea is, when PVAC encounters a fail pixel value 
query during the authentication process, the Query By 
Example [6-7] or QBE method will be activated to query 
the specific similarity index (SI) range using the K-Means 
clustering algorithm.

However, most of K-Means-related works were based 
on how efficient the algorithm performed on content-
based image retrieval system (CBIRS) [8] rather than 
access control system such as PVAC where both kinds 
of systems were having contrast criteria. Thus the ad-
aptation of the K-Means clustering algorithm for PVAC 
must be involving a comparison analysis and algorithm 
fitting works.

2. THE PVAC

The current PVAC model [9] described that a user re-
quires enrolling to the server first to create an access re-
cord with a unique username and upload an image as 
PassPix. As the provided username does not exist in the 
database, the PVAC will extract the pixel value from the 
fed PassPix as the password for the username and store 
them in the database. As for the authentication (Log-in) 
process, a registered user must repeat the same proce-
dure as the enrolment (sign-up) process where the user-
name and the PassPix are being fed again to the PVAC. 
PVAC will extract the newly fed PassPix for its pixel value 
again and perform the record query from the database. 
As the fed data and the database record are a match, 
PVAC will grant access to the user to the server. The pro-
cess shows likelihood as the common log-in process as 
well as the user interface for PVAC by replacing the alpha-
numeric password with the PassPix as shown in (Fig. 1).

Fig. 1. The user interface for PVAC log-in

The pixel value extraction module plays a vital role in 
PVAC where it computes the RGB value that is present-
ed as three octet 8-bits numbers (0,0,0 to 255,255,255). 
In general, a digital image is constructed by number of 
pixels that arranged in two-dimension resolution with 
X-axis and Y-axis which presented as an image attribute 
as Sum of X-axis pixel by Sum of Y-axis pixel (example: 
200px * 200px, 1080px * 750px, or 2400px * 1030px). 
For example, the attribute resolution is 850px * 480px 
means the image is constructed 850 pixels on X-axis 
and 480 pixels on Y-axis that make 408,000 pixels in 
total (∑px). Every single pixel is holding the RGB color 
combination that made up the color of the pixel. The 
RGB color presentation is the standard color presenta-
tion as it widely applies for digital images, web colors, 
OS settings, and others where it is commonly referred 
to as RGB color-wheel [10]. The color of a pixel is built 
up by combining the hue and saturation (also referred 
to as strength for each color) of red, green, and blue 
that also create other colors as well such as yellow, vio-
let, cyan, and others.

2.1. ThE PIxEl VAluE

In a digital image, the colored pixel is arranged in 
two-dimension based where the combination of all 
colored pixels creates a region area and as well as to 
object visible on screen. The pixel value of a digital im-
age is calculated by total up the strength value of red, 
green, and blue from each value and divide it with to-
tal pixels to get the average strength of red, green, and 
blue color (referred to as a color histogram) which can 
be calculated as:

(1)

In PVAC, before the extraction module perform-
ing the pixel value extraction process, the PassPix fed 
by users is divided into the logical grid where the di-
mension of the logical grids is a variable that the value 
could be modified by the system provider. As in a study 
on fake PassPix attempts [11], the logical grid is a fea-
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ture for PVAC to extending the password space where 
it enables a PassPix could produce a single pixel value 
to an extremely long pixel value. The study also shows 
that it requires tremendous works to reconstructing 
the PassPix as the fake PassPix (as in case the pixel value 
is sniffed or leak from the server), compared to utilizing 
a single pixel value as the password. Currently, the fake 
PassPix reconstruction is a failed attempt that proved 
that the logical grid is a proven method. For example, 
if a developer decided to apply for 8 grids on the X-axis 
and 3 grids on the Y-axis, the total dimension (d) is 24. 
The pixel value on every grid is extracted which makes 
the total pixel value utilize on the PVAC is 24-pixel val-
ues. By using the same equation (1), the pixel value is 
calculated within the grid size which the ∑px is the sum 
of pixels in the respective grid as well as the ∑(R, G, B) 
value. The pixel value is arranged into a single string 
object through the array process as the password is 
kept in the database. In other words, the extraction 
module on PVAC is performing three processes: 

i. Logical grid process, 
ii. Grid pixel value extraction process and
iii. Password array process. 

The size of the logical grid (Gpx) is computed as:

Where, 
Xpx is image dimension on x axis
Ypx is image dimension on y axis
xn is number of grids determined on x axis
yn is number of grids determined on y axis

(2)

Then, PVAC is computing the pixel value as:

Where, 
∑g is the sum of RGB value in a grid
xn is the last grid column on x axis
yn is the last grid row on y axis

(3)

2.2. FAulTY PAssPix PRoblEM

As reported by Widjaja et al. [12] in 2018, almost 2 bil-
lion cloud storage active users recorded globally with 
a countless amount of file size stored, and this trend is 
forecast to increase over the next few years. Since the 
world is having a global COVID19 pandemic outbreak, 
the trend is not just extremely increasing, but also de-
manding. In addition, Wu et al. [13] mentioned, with 
cloud storage practices, users do not have to worry 
about data losses due to the failure of physical stor-
age, data breach, or even Ransomware where all of 
the risks were mitigated to the service provider. This 
trend makes no exception for the PVAC users where 

the PassPix is stored cloudily for the above-mentioned 
reasons.

However, the cloud storage conditions and settings 
are cloudy where the effect on files is uncertain as 
found by Li et al. [14] where service providers might 
apply some compression to prevent certain deficien-
cies such as data processing consumption, storage in-
sufficiency, and service delays. Such conditions would 
alter the file 8-bit attribution, especially multimedia 
files (digital images, digital sound, and digital video) as 
well as PassPix files. That will cause the PVAC to simply 
discarded the damaged PassPix and the affected users 
unable to authenticate.

Conceptually, a digital image clustering algorithm 
is an admissible method to integrate with PVAC since 
both methods are processing the digital image compu-
tation that involving the process of pixel value extrac-
tion. Despite those promising conceptual ideas, as digi-
tal image clustering was commonly designed for CBIR, 
the adaptation of digital image clustering is necessarily 
compliant with PVAC rules and regulations.

2.3. CRITERIA FoR PVAC

As the PVAC is meant to apply for client-server access 
control (user authentication security), there are a few 
requirements and rules that the digital image cluster-
ing method is strictly needed to comply with. Based on 
that, PVAC security-sensitive requirements are the major 
factor that regulated the digital image clustering algo-
rithm selection. PVAC requires a digital image clustering 
algorithm that can compute the pixel value differently as 
specific as possible to prevent the PVAC could be tolera-
ble to the fake PassPix authentication. In other words, the 
recognition ranges between the faulty PassPix and the 
original PassPix are subject to limit from the fake PassPix. 
By concept, during the query process, only PassPix that 
resides within the tolerable range is recognized as au-
thentic PassPix. All of the PVAC criteria needed as fault 
tolerance mechanism are concluded in Table 1.

Table 1. The required PVAC rules and regulation

Requirements Descriptions

Security Tolerable 
Range

To reduce the vulnerability risk 
coming from fake PassPix

Features

Feature 
Extraction

PVAC is employing the pixel-based 
extraction method.

Color-Space PVAC is working on RGB colour-space.

Logical-Grids 
Extractions

To preserve the password space 
strength, the clustering data is 

analyzed in two-dimension data.

3. KMEANS CLUSTERING ALGORITHM

In Partition-Based DIC strategy, there a variety of algo-
rithms that performed the clustering process in many 
ways. Among them, the K-Means algorithm gains the 
most attention among researchers [15-17]. Nayini et 
al. [18] stated that K-Means is the most interesting DIC 
algorithm because of its capability to clustering large 
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datasets with low computational complexity. Slamet et 
al. [15] suggested that the K-Means algorithm is a great 
help for efficiently understanding a complex dataset. 
In other words, most researchers are interested in K-
Means due to their computational simplicity.

Basic K-Means at first was introduced by Macqueen 
[4] to classify a set of objects into predetermined 
groups. When the dataset receives a new object, he 
suggests the iteration process predetermine the group 
properties such as partition and centroid position. K-
Means was equipped with the pixel value extraction 
function that translates a digital image into a string 
of pixel values which is similar to the PVAC pixel value 
extraction function as presented in equation (1). Then, 
the extracted object in the form of pixel value data is 
assigned to a cluster through the original K-Means al-
gorithm.

Number (n) of the object (P) is the number of data (x) 
extracted using equation (1) and the Centroid seed (S) 
is the initial user to determine the centroid (μ) point for 
placing the centroids. The S value is randomly picked 
by a user could be any number and normally not great-
er than the n value.

(4)

A partition or cluster border is built perpendicular to 
the mean point of Euclidean distance between centroids 
and objects that reside between centroid and cluster 
border is converged into a cluster. The next step is the 
iteration process where the centroid in every cluster is 
repositioned to the mean point of every object. When 
the centroid moved, the convergence process as in step 
2 is performed again until no object is transferring to a 
different cluster. The iteration is a repetition process that 
happens every object transition in the object matrix. 
This 3-steps K-means object matrix is exemplified in (Fig. 
2) for 76 objects that need to divide into 3 groups.

4. COMPLIANCE ANALYSIS OF K-MEANS ON PVAC

Referring to equation (3), PVAC is extracting the pixel 
value in the two-dimension logical grid to extend the 
password space and password strength as well. The mul-
tigrid pixel value is arranged into a string object through 
an array function. The efficiency of clustering for such 
data has been performed by Kumari et al. [19] on net-
work packets using the K-Means algorithm where each 
packet is encapsulating the 8-bit data and multiple pack-
ets are forming informative data. The authors referring 
the technique as multiset clustering which every object 
is referred to as a subset in which every subset is holding 
series of packets. The term multiset clustering is applied 
as two-dimensional data as extracted from default PVAC 
pixel value extraction. The password derived from the ar-
ray process on PVAC pixel value password creation is fit 
as the multiset structure object is an advantage. PVAC is 
avoiding the risk of adopting a harsh and complex multi-
dimension algorithm that excessively consume compu-
tational resource. 

In this study, the analysis is based on the result pro-
duced by the prototype of K-Means patch PVAC which 
was set up as an exhibit in (Fig.3).

For example, if a dataset containing 2,000 objects (n) 
to group into 20 clusters (k), the 20 S value is picked from 
1 to 2,000. The number of seed must be equal to num-
ber or cluster (k), also a value that determined by users. 
However, as emphasized by Jin & Han [17] there is no ab-
solute fail-proof framework to handpick the seed value.

The second step is assigning membership where 
each object (x) is assigned to the nearest centroid (μ) 
using the Euclidean distance (∈) that formulate as:

Fig. 2. 3 steps K-Means as in object matrix Fig. 3. Clustering experiment setup
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There are 1,000 images use in this study which is ran-
domly picked from various research dataset and gath-
ered as one uncategorized dataset. To investigate the 
K-Means algorithm compliance to the PVAC feature re-
quirement, the modified PVAC prototype is a challenge 
to perform clustering on the 1,000 images. The Cluster-
ing.exe is developed with the multiset clustering func-
tion which is required as the simulation of PVAC style 
data as discussed theoretically. Technically, the multiset 
clustering that is set on Clustering.exe is a set of Euclid-
ean distance for every pixel value in each grid where 
every object is returning the set of Euclidean distance 
of every pixel value. The pixel value from every grid is 
locked to the object centroid or mean point for all grids 
to avoid the grid is scattered over the dataset. Then the 
RGB value in every grid is calculated to get the RGB dis-
tance different from the cluster centroid (μc) and the 
Euclidean distance of every grid pixel value becomes 
the attribute for the object.

4.1. FEATuRE REquIREMENT FoR PVAC

The desired observation for this study is the multiset 
clustering functionality that determined the feature 
requirement compliance and the accuracy of cluster-
ing result which determined the security requirement 
for PVAC. The data used for clustering is produced by 
the original or default PVAC PassPix extraction module 
without any additional coding. The PassPix extracted 
by PVAC in multiset clustering work as a subset and 
containing series of Euclidean distance of every grids 
pixel value that refers as Euclidean of a subset (∈⊂) 
where the whole object becomes one cluster. The ∈⊂  
calculation for every object is derived from equation 
(4) that the k value is removed from the equation since 
the object’s grids are not segmented and the object is 
calculated as in a matrix form. The ∈⊂ is calculated as:

Where, 
n is the sum of grids extracted by PVAC
G1 is the first grid
Gn is the last grid
⊂ is the subset or object in 1kD
μc is the centroid of the object cluster

(5)

The multiset clustering is working as every grid is cal-
culated as an object. Then, all of the grid is arranged 
in a dimensional sequence to form a set of grids to 
become an object before being calculated with de-
fault Euclidean distance (∈). By using equation (5), the 
K-Means algorithm can perform the clustering for 2 
dimension data as extracted by default PVAC PassPix 
extraction module.

As a result, by functionality, the modeled K-Means 
clustering algorithm is accepted to perform the clus-
tering process as required by PVAC as listed in table 1 
previously. The ability of the K-Means clustering algo-

rithm to calculate multiset object and cluster assign-
ment task resulting K-Means clustering algorithm is ful-
filling the all feature requirement of PVAC as concluded 
in table 2.

Table 2. The PVAC features requirement complied 
with K-Means multiset clustering

Feature 
Requirements K-Means multiset clustering

Feature 
Extraction

K-Means process the data extracted by the default 
PVAC PassPix extraction mechanism using pixel-

based extraction

Color-Space

Same as feature extraction, K-Means process 
the data extracted by the default PVAC PassPix 
extraction mechanism that produced the RGB 

color-space

logical-Grids 
Extractions

Clustering.exe is patched with multiset clustering 
that worked on 2 Dimension data extracted by 

PVAC

4.2. SECuRITY REquIREMENT FoR PVAC

The second element is the query accuracy experi-
ment; the result from the experiment is the key factor 
to determine the security requirements for the PVAC 
pixel fault tolerance mechanism. The query-based ex-
periment is a way to investigate whether the K-Means 
algorithm would be able to query for similarity of faulty 
pixel PassPix with the clustered original PassPix data.

By default, when the query is performed, it will group 
all objects that are similar to the queried image as in 
CBIR. However, for this study, the desired query output 
was the closest distance between the queried image 
and the clustered database. The accuracy would pre-
vent the fake PassPix is unable to bypass the fault toler-
ance mechanism and create the PVAC vulnerability.

As a simulation for the unintentionally images pixel 
value altering, all original PassPix dataset is transferred 
to WhatsApp repository and download it to local stor-
age media as a compressed dataset. K-Means were 
challenged to query all of the compressed images with 
the clustered database produced from the previous ex-
periment. This experiment is aimed to obtain the accu-
racies rate of all tested DIC algorithms where the accu-
racy is determined by the ability to return the queried 
compressed object with the rightful clustered object.

Observation from the result shows that K-Means with 
a higher number of clusters produce a higher accuracy 
rate as concluded in table 3.

Number of k Accuracy rate

k = 10 78.2 %

k = 20 78.3 %

Table 3. Query accuracy result
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The K-Means with the k parameter set to 20 is produc-
ing a 0.1% higher accuracy rate than 10 clusters. This 
can be concluded that the number of k’s is affected the 
accuracy rates where more ks produce more accurate 
query result. To estimate the effect of more k settings, a 
line graph is plotted as shown in (Fig. 4).

The k vs Accuracy rates graph shows that, estimated 
about 79.1% accuracy rate scored if the K-Means was 
set with 100 ks based on 10 ks and 20 ks accuracy rates. 
That proves that, for the 1,000 objects dataset, more ks 
are required to be set to increase the accuracy rate.

However, the number of k also affected the time 
taken by K-Means to perform the clustering process 
for such a dataset. K-Means with 10 ks setting taking 10 
seconds to complete while K-Means with 20 ks taking 
22 seconds. To gain more accurate results, more ks are 
required which would cause more time consumption 
as projected in (Fig. 5).

Fig. 4. k VS Accuracy rates

Fig. 4. k VS Time Taken

From the graph that forecasts based on k = 10 and k = 
20 data, it can be concluded that the accuracy rate and 
the time consumption are both have to trade-off where 
to more time is needed to get a higher accuracy rate. It 
required about 2 minutes to complete the 100 ks cluster-
ing. Further works and effort on this issue might solve 
the issue as there is still more room for improvement.

5. CONCLUSION

Through this study, we can conclude that the K-Means 
clustering algorithm is a suitable algorithm to be adapt-
ed as a fault tolerance mechanism for PVAC where the 
multiset clustering enhancement and PVAC feature ex-
traction can accomplish the clustering process. 

This study also shows that, by applying more k, the 
accuracy of querying clustered databases is increased. 
This finding will reduce the possibility of depending 
on the similarity range module that would cause the 
range to exploit and be vulnerable. Besides, since the 
K-Means clustering algorithm is the most interesting al-
gorithm among researchers, there are several variants 
derived from the K-Means algorithm which would en-
hance the performance and accuracy of the PVAC fault 
tolerance mechanism as well.
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Abstract – The most important factor to ensure forest regrowth strongly relies on minimizing damage as well as maintaining an 
adequate quantity and quality of residual stands. Currently, most of the Malaysian concessions are applying the Selective Management 
System (SMS). The SMS had been introduced about 40 years ago and various studies discovered that it contributes a negative impact on 
the forest. Thus, revision and adoption of an appropriate harvesting method are required. The main objective of this study is to propose 
a new method that promotes forest regrowth and reduces damages due to logging activities for Sustainable Forest Management (SFM). 
The two primary elements introduce in this new method are 1) to determine the minimum damage cost/value to the residual trees 
according to tree felling direction and 2) on the division of logging area into clusters where only certain clusters will be affected in a logging 
operation and the rest are conserved. The overall results of this study proven that the analysis of potential logged value, productions, 
damage value, and damage volume by dividing forest into clusters able to minimize damage and maintain forest regeneration.

Keywords: damage cost/value, tree felling direction, forest clustering algorithm

1. INTRODUCTION

Forests are crucial in terms of biodiversity and eco-
system, it gives numerous benefits to humans as well 
as timber products and biodiversity conservation. 
About 300 to 350 million people are directly and in-
directly dependent on forests [1]. Tropical deforesta-
tion and forest degradation are some of the world's 
most urgent environmental problems. It contributes 
to biodiversity loss, accounts for approximately 17% 
of total global carbon emissions, and has adverse 
socio-economic consequences for forest-dependent 
people (e.g. EU, 2016). In addition, tropical forest deg-
radation is one of the significant factors of carbon di-
oxide (CO2) emission [2]–[4] approximately 2.1 billion 
tons of CO2  yearly [2]. To address this issue, one of 
the crucial decisions to make in forest planning and 
forest management is to determine the best logging 
operation to increase timber harvesting productivity 
that reduces damages and promotes forest regrowth 

for sustainable forest management. In this paper, we 
describe the newly proposed methods to promote 
forest regrowth and reduce damages due to logging 
activities for sustainable forest management. By un-
derstanding the calculation of minimum damage 
based on tree felling direction, we can expect to have 
significant results in implementing the new methods 
and algorithms.

This paper is organized as follows; in the next section, 
the related work regarding the implementation and the 
limitations of the Selective Management System (SMS) 
are presented. Then followed by Section 3 where the 
newly proposed algorithms on how to determine the 
minimum damage cost to residual trees and also forest 
clustering for preservation are thoroughly described. 
Section 4 combines the results from the selection of 
the best-felling direction and decision-making on the 
minimum damage. Finally, Section 5 and 6 presents our 
conclusion and acknowledgment respectively.
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2. RELATED WORK

Since 1978, the Selective Management System (SMS) 
was implemented for timber harvesting in Malaysia. 
This commercial logging system mainly targets dip-
terocarp species. Selective Management System (SMS), 
the current logging system is; a year before felling, 
commercially viable trees are marked for felling, the 
harvestable trees applied are >45 cm dbh for non-dip-
terocarp, and >50 cm dbh for dipterocarp species. Lat-
er, arrows are painted on trees to indicate the direction 
of felling to avoid damaging other valuable trees. Then, 
the system calculates the damage volume of residual 
trees [5], [6]. However, this event only takes place 10% 
of the pre-felling inventory as sampling for the rest of 
the felling area [7]. These decisions play an important 
role in maintaining the species composition and struc-
ture of the forest [8], [9].

According to various researchers [7], [8], [10]–[13], 
the most important factor to ensure forest regrowth 
strongly relies on minimizing damage as well as main-
taining an adequate quantity and quality of residual 
stands. These studies discovered that the current selec-
tive logging contributes negative impacts to the forest; 
such as frequency distribution of gap area was strongly 
skewed, a low recovery rate of forest conditions after 
logging, tree volume of non-dipterocarp species high-
er than dipterocarp species, and absence of large-sized 
mammals. Therefore, a revision of current forest man-
agement in Peninsular Malaysia, mitigation actions, 
and the adoption of an appropriate harvesting plan for 
sustainable forest management are needed. 

The purpose of this study is to propose a solution 
that has the potential to mitigate the stated current is-
sues corresponding to sustainable forest management 
practices by dividing the forest into clusters, determine 
potential trees to log according to clusters with mini-
mum damage value and damage volume to the sur-
rounding trees. The analysis of these minimum damag-
es provides a significant impact on forest preservation. 
The study will produce an output of the analysis that 
could be used by the government for timber harvest-
ing decision-making.

3. MATERIALS AND METHOD

In response to this challenge, the main objective of 
this study is to propose a new method that promotes 
forest regrowth and reduces damages due to logging 
activities for Sustainable Forest Management (SFM). 
The two primary elements introduce in this new meth-
od are 1) to determine the minimum damage cost/val-
ue to the residual trees and 2) forest clustering to retain 
areas of unlogged forest for preservation. Preserve un-
logged forest is critically important to safeguard spe-
cies biodiversity of the tropical rainforest [7], [14], [15].

Selective Management System (SMS) is the current 
method that has been implemented by the majority of 
Malaysian concessions. Although this method is based 

on SFM practices, there are some negative side effects 
to the forest after more than 40 years of practicing.

For the logging activities, the SMS can be categorized 
into 3 stages for the logging activities under the SMS 
system. Table 1 describes the Selective Management 
System (SMS) that has been employing in a Malaysian 
forest. One of the limitations of this practice; these activi-
ties only take place on 10% of the whole logging area. 
From the accuracies point of view, this 10% sampling is 
no longer practical. Therefore, a new method is required. 

The stages and activities according to the current 
practice are well illustrated.

Table 1. The SMS activities

Stage Year Activities

Pre-Harvesting

n-2 years to  
n-1 years

Pre-felling forest inventory 
of 10% sampling intensity 
using systematic-line plots to 
determine appropriate cutting 
regimes (>45 cm dbh for non-
dipterocarp and >50 cm dbh for 
dipterocarp).

n-1 year to n Tree marking incorporating 
directional felling.

Harvesting n Felling all marked trees.

Post-Harvesting

n + ¼ year to  
n ½ year

Forest survey to determine fines 
on trees unfelled, royalty on 
short logs and tops, and damage 
residual stands.

n + 2 year to 
n + 5 year

Post-felling inventory of 10% 
inventory using systematic-line 
plots to determine residual 
stocking and appropriate 
silvicultural treatments.

n+10 years
Forest inventory of regenerated 
forest to determine the status of 
the forest.

The newly proposed solution has the potential to im-
prove the current method. Table 2 is the general algo-
rithm of the new method.

Table 2. The Algorithm  
of the New Proposed Method.

Calculates Volume and Value 
of each Tree in Logging Area

Step 1: Read idno, speciesName, speciesGroup, dbh, 
height from the tree mapping pre-felling table.

Step 2: Calculate the volume.

volume= π(dbh/2)2 height;
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Step 3: Calculate the value.

priceValue=
"select priceValue from treeValue
where speciesName=' sN' ";

value= volume .priceValue;

Calculates Threshold Value 
(The Maximum Allowable Harvest)

Step 4: Prompt and get the logging area.

Step 5: Calculate the maximum allowable harvest.

threshold= logArea .30m3;

Divides Forest into Clusters

Step 6: Determine the length (x) of the logging area and 
divide it into clusters.

begin_x=“select x-coor from
preFelling order by x-coor asc limit 1"

end_x=“select x-coor from
preFelling order by x-coor desc limit 1"

length_x = end_x -begin_x
num_x=(length_x)/50
clus_x=(length_x)/(num_x)

Step 7: Determine the length (y) of the logging area and 
divide it into clusters.

begin_y=“select y-coor from
preFelling order by y-coor asc limit 1"

end_y=“select y-coor from
preFelling order by y-coor desc limit 1"

length_y = end_y -begin_y
num_y=(length_y)/50
clus_y=(length_y)/(num_y)

Step 8: Determine the clusters.

set cno= 0
set begin_x =begin_x
set next_x=begin_x+clus_x
foreach num_x increment by 1

set begin_y =begin_y
set next_y =begin_y +clus_y
foreach num_y increment by 1

cno=cno+1
cno(begin_x,next_x,begin_y,next_y)
begin_y  = next_y
next_y = begin_y +clus_y

begin_x =next_x
next_x  =begin_x +clus_x

Step 9: Calculate the number of trees, total value, total 
volume, and total damage volume based on 20 sets of cut-
ting regimes for every cluster.

read and write 20 set of cutting regime to database
foreach set of cutting regime [nonDip,dip]

create a table:earlyprediction_[nonDip][dip]
foreach cno

insert into earlyprediction_[nonDip][dip]
select count(tree),sumValue,sumVolume,
sumDamage(0.43(sumResidual))
where (dbhG3  ||  dbhG4= nonDip) 
&& (dbhG1  ||  dbhG2= dip)

Step 10: Calculate the AVERAGE of number of trees, total 
value, total volume, and total damage volume by cluster

foreach cno
read 20 set of cutting regime 
foreach set of cutting regime [nonDip,dip]

record="select cno,tree,value,volume,damage
from earlyprediction_[nonDip,dip]
where cluster=cno“
foreach data in record

accumulate tree,value,volume,damage
determine the treeaverage ,valueaverage ,

volumeaverage ,damageaverage 
insert into calculatedcluster (cno,treeaverage,

valueaverage ,volumeaverage ,damageaverage)

Step 11: Sort and sum the records in table: calculatedcluster.

sorted="select * from calculatedcluster
order by damageaverage asc“

foreach record of sorted
calculate Σtreeaverage ,Σvalueaverage ,Σvolumeaverage,
Σdamageaverage

Step 12: Determine cluster to log and to retain based on 
the threshold value.

update status='L'  where
Σvolumeaverage.calculatecluster≤thresholdValue
update status='R' where status IS NULL

Step 13: Determine trees to log based on the cutting re-
gime for each harvestable cluster.

cutting regime=“insert into treeCutingRegime
select cno,nondip,dip from calculatecluster
where damage=damageminimum
& status='L'
trees to log="insert into treesToLog
select * from preFelling pf
inner join treeCuttingRegime ct
on ct.treeNo= pf.treeNo
retain trees ="insert into retainTrees
where not exists
(select*from treesToLog)

Step 14: Determine minimum damage value and mini-
mum damage volume to residual trees.

trees =“select treecoordinate from treesToLog"
foreach record in tree 
determine the residual trees of fellingdirection P1 
P1volume= Σ VolumeresidualTrees 
P1value= Σ ValueresidualTrees
determine the residual trees of fellingdirection P2 
P2volume= Σ VolumeresidualTrees 
P2value= Σ ValueresidualTrees
determine the residual trees of fellingdirection P3
P3volume= Σ VolumeresidualTrees 
P3value= Σ ValueresidualTrees
determine the residual trees of fellingdirection P4 
P4volume= Σ VolumeresidualTrees 
P4value= Σ ValueresidualTrees
decide tree felling direction: 
minimumvalue=minimum(P1value ,P2value ,P3value ,P4value)
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Firstly, the proposed solution requires a tree map-
ping pre-felling database that contains detailed infor-
mation on trees in tropical forests of logging areas. The 
tree mapping pre-felling database stores the position 
of each tree (x,y coordinate), DBH (diameter-breast-
height), the tree height, species group, and species 
name. There are about 7650 trees in 9 hectares of for-
est. The following Fig. 1 displays random of 20 tree re-
cords of pre-felling data.

Fig. 1. Trees pre-felling data.

Compares to the SMS; that only takes 10% sampling. 
This study records each tree in the logging area. There-
fore, there are various constructive calculations, simu-
lations, and analyses that can be performed using this 
tree mapping pre-felling records.

At first, before the division of the logging area into 
clusters, the volume (in m3) and value (in RM) of each 
tree are calculated. Next, the threshold value is deter-
mined according to the size of the logging area. The 
maximum allowable harvest is 30m3 per hectare [16] 
and the threshold value for 9 hectares is 270m3.

Provided with the tree coordinates; the algorithm is 
designed and executed to determine the logging area 
which later divides it into clusters. Fig. 2 shows that 9 
hectares of forest with a width of 300m and length of 
300m are divided into 36 clusters. The size of a cluster is 
50m in width and 50m in length [17]. While Fig. 3 pres-
ents the detailed position of each cluster.

It is hard to do a comparison between tree to tree 
of voluminous forest data. Therefore, this study takes 
into consideration dividing the forest into standard 
clusters/plots. It appeared that it is more practical and 
relevant to assess and analyze when data is group and 
divided accordingly. 

Step 9 describes that the algorithm read 20 sets of 
cutting regimes as shown in Table 3. The algorithm cre-
ates 20 tables for 20 cutting regimes and each table 
consists of 36 records for 36 clusters. Each record in the 
table store the cluster number, total number of trees, 

total volume (production), total value, and total dam-
age of residual trees (there are about 43% of residual 
trees damaged after harvest [18]) of potential trees to be 
harvested according to the specific cutting regime.

Later, the algorithm checks and summarize across all 
36 clusters from the 20 tables in Step 9 and calculates 
the average, accumulate, and sort: number of trees, tree 
volume, tree value, and damages of residual trees. These 
records are stored in a dedicated table (calculatedcluster). 

Fig. 2. 9 hectares of logging area is divided 
into 36 clusters.

Fig. 3. Cluster number and the detail positions.

The calculatedcluster table shows the simplified records 
in a form of the total and average; the number of trees, 
value, volume, and damage of each cluster of overall 20 
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sets cutting regime. Referring to this table;  potential har-
vestable clusters are determined based on the threshold 
value or the maximum harvestable volume (production) 
as shown in the algorithm of Step 12. Meanwhile, the clus-
ters to be preserved are updated to status = 'R'.

No. Non-Dipterocarp 
(dbh in cm) [nonDip]

Dipterocarp 
(dbh in cm) [dip]

1 45 50

2 45 55

3 45 60

4 45 65

5 50 50

6 50 55

7 50 60

8 50 65

9 55 50

10 55 55

11 55 60

12 55 65

13 60 50

14 60 55

15 60 60

16 60 65

17 65 50

18 65 55

19 65 60

20 65 65

Table 3. 20 sets of Cutting Regime

Once the potential clusters to be harvested are final-
ized. The algorithm selects the best cutting regime for 
each potential cluster. The selection is based on the 
cutting regime which yields the minimum damage to 
residual trees. Then, in Step 13 the algorithm able to 
identify the potential harvestable trees according to 
the selected cutting regime based on the clusters to be 
harvested which is determined in Step 12.

In addition to the series of steps in deciding the 
potential harvestable trees, the new timber harvest-
ing techniques that we introduce also determine the 
direction of the felling tree which yields the minimum 
damage volume and the minimum damage value to 
the residual trees. Apart from the calculation on dam-
age volume, calculation on damage value (in monetary 
value) is also included. 

This study able to determine which felling direc-
tion yields the minimum damage cost and minimum 
damage volume to the surrounding trees. This method 
takes into consideration of various tree species, tree 
value, and tree volume of the trees that surround the 
potential tree to be harvested. There are only a few 

studies that produce and analyze the damages in terms 
of monetary values to the residual trees.

To determine the minimum damage cost/value and 
minimum volume of the residual trees. Total values and 
volumes of all affected residual trees due to the felling 
direction of a harvestable tree are calculated. In this 
study, there are 4 options for the felling direction of a 
harvestable tree. Fig. 5 shows the Part 1, Part 2, Part 3, 
and Part 4 felling directions of each harvestable tree. 
The algorithm is designed and executed to verify which 
felling direction that produces the minimum damage 
cost and minimum damage volume to the surrounding 
of the harvestable tree. 

Fig. 4. Cluster No. 9 trees volume and value.

Fig. 5. The 4 options of felling.
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Fig. 6. The tree species name, value 
(in RM per 1m3), and tree group.

Fig. 7. Flowchart to determine minimum damage 
value and minimum damage volume.

For the damages calculation, at first, the algorithm 
will determine surrounding trees and verify them into 
Part 1, Part 2, Part 3, and Part 4 based on their coordi-
nates. Later for each Part or felling direction, the algo-
rithm calculates the total volume and value of residual 
trees included in it. The felling direction of the harvest-
able tree is based on the most minimum damage value 
between Part 1, Part 2, Part 3, and Part 4. The flowchart 
in Fig. 7 demonstrates the process of this calculation.

4. RESULT AND DISCUSSION

In this study, 7650 trees in 9 hectares had been re-
corded to determine the minimum damage value and 
minimum damage volume of the potential harvestable 
trees. The system has to select the best-felling direc-
tion before forming the calculation of minimum dam-
age value and minimum damage volume. Fig. 8 shows 
that the system determines the felling direction of 
tree number 38; tree species name Giam Rambai is P3 
(Part 3). The decision-making is based on the minimum 
damage volume and minimum damage value of the re-
sidual trees. This technique takes into account the vari-
ous tree species, volumes, and values of surrounding 
affected trees.

Fig. 8. Felling direction of tree number 38.

An iteration of this algorithm is designed to calculate 
and determine the minimum damage volume and min-
imum damage value of each harvestable tree to decide 
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Fig. 9. Calculated the total number of felling trees, 
the total value of felling trees, the total damage 
volume, and the total damage value by clusters.

The newly proposed method introduces the logging 
area divided into clusters. Based on records shown in 
Fig. 9, the system descending sorts according to its val-
ue, production and ascending sort to its damage vol-
ume, and damage value by clusters. Then, the system 
accumulates those values as stated in Fig. 10. 

This study proposed a new method by dividing the 
logging area into clusters and able to determine which 
tree to fell is based on the value of timber and mini-
mum damage to the residual tree. With this new meth-
od, certain clusters will be preserved to maintain forest 
regeneration.

Fig. 10. Descending sort and accumulates trees, 
value, volume, and damage.

Referring to the threshold value (maximum allowable 
harvest = 270m3 for 9-hectare forest), the system then 
calculated and only trees within 4 clusters are affected 
for a logging operation as shown in Fig. 11.

on the tree felling direction. Next, the algorithm pro-
duces the total number of felling trees, the total value 
of felling trees, the total damage volume (production), 
and the total damage value (damage) by the cluster as 
shown in Fig. 9.

Fig. 11. The affected clusters for  
logging operations.

5. CONCLUSION

The research introduces two new elements to be in-
cluded in timber harvesting pre-felling analysis is to en-
sure forest regrowth which able to minimize damage as 
well as maintaining an adequate quantity and quality of 
residual stands. The first element that this research high-
lighted is to determine the minimum damage cost/value 
to the residual trees according to tree felling direction.
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In addition, to retain areas of unlogged forest for pres-
ervation; this research focused on the division of logging 
area into clusters where only certain clusters will be af-
fected in a logging operation and the rest are conserved.
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Abstract – A Mobile Ad-hoc Network (MANET) protocol performance analysis depends on the type of simulation tools, mobility 
models, and metrics used. These parameters' choice is crucial to researchers because it may produce an inaccurate result if it is not 
well chosen. The challenges researcher is facing are on the choice of these four parameters. Our survey shows an inclination to used 
Ad-hoc On-Demand Distance Vector routing (AODV) for performance comparison and enhancement of it by the researcher. Network 
simulation 2 (NS2) was the most selected tool, but we observe a decline in its utilization in recent years. Random Waypoint Mobility 
model (RWPM) was the most used mobility model. We have found a high percentage of the published article did not mention the 
mobility models use; this will make the result difficult for performance comparison with other works. Packet Delivery Ratio (PDR), End 
to End Delay (E2ED) were the most used metrics. Some authors have self-developed their simulation tools; the authors have also used 
new metrics and protocols to get a particular result based on their research objective. However, some criteria of choosing a protocol, 
metrics, mobility model, and simulation tool were not described, decreasing the credibility of their papers' results. Improvement needs 
to be done in the Ad-hoc network in terms of benchmark, acceptable scenario parameters. This survey will give the best practice to be 
used and some recommendations to the Ad-hoc network community.

Keywords: MANET, Routing protocols, Mobility Model, Metric, Simulation tool, Performance analysis

1. INTRODUCTION

MANET can be implemented without any centralized 
administration. Mobile nodes in the Ad-hoc network 
form a network on the go; each mobile node can be 
a forwarding node and sending node simultaneously.

 Ad-hoc networks can be classified into Mobile Ad-
hoc Networks (MANET), Vehicular Ad-hoc Network 
(VANET), Wireless Sensor Network (WSN), and Flying 
Ad-hoc Network (FANET). Ad-hoc networks need a 
protocol that adapts to these parameters: topology 

change, updating of a new route path, and energy-
efficient of the node. 

Designing a protocol that will include these criteria 
and give a better result in a different scenario is diffi-
cult to achieve. Various proto- cols have been proposed 
in the literature, such as Ad- hoc On-demand Distance 
Vector (AODV) [1], Dynamic Source Routing (DSR) [2], 
Dynamic Manet On-demand (DYMO) [3], Ad-hoc On-
demand Multipath Distance Vector (AOMDV) [4], Mul-
ticast Ad-hoc On-demand Distance Vector (MAODV) 
[5], Destination Sequenced Distance Vector (DSDV) [6], 
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Optimized Link State Routing (OLSR) [7], Zone Routing 
Protocol (ZRP) [8] and Low-energy Adaptive Clustering 
Hierarchy (LEACH) [9]. 

The mobile nodes in ad-hoc networks move arbitrari-
ly, and the topology of the network change frequently. 
The mobile node's arbitrary movement makes it hard 
for a researcher to find the mobility models close to the 
reality (human movement) for implementation in the 
simulation tools. 

Here are some well-known simulation tools in Ad-
hoc network : Network simulator 2 (NS2) [10], Network 
Simulator 3 (NS3) [11], Objective Modular Network Tes-
tbed in C++ (OMNet++) [12], Optimized Network Engi-
neering Tool (OPNET) [13], Global Mobile Information 
System Simulator (GloMoSim) [14], Matrix Laboratory 
(MATLAB) [15], Castalia [16] and EXATA Cyber [17]. 

The mobility model in Ad-Hoc Networks shows how 
the mobile nodes move in the network. There are dif-
ferent mobility models based on their movement 
patterns, such as Random Way Point Mobility Model 
(RWPM), Random Walk Mobility Models (RWM), Refer-
ence Point Group Mobility Models (RPGM), Gauss-Mar-
kov Mobility Models (GMM) [18]. 

Open Simulation of Urban Mobility (SUMO) com-
bines with a Mobility generator for Wireless Networks 
(MOVE) [19, 20], and MOBISIM [21, 22]. Metrics play a 
significant role in data analysis; some well-known met-
rics are Packet Delivery Ratio (PDR), Average Overhead, 
Throughput, End-to-End Delay E2ED, Energy consump-
tion, and Jitter.

The review analyses 169 papers retrieved from 5 Sco-
pus journals selected based on their focus on mobile 
ad-hoc networks and other criteria from 2015 to 2019. 
The result shows that 45.6% of the researchers used Ad-
hoc On-Demand Distance Vector routing (AODV) as a 
protocol for their performance comparison, 37.9% used 
the Random Waypoint Mobility Model (RWPM) in their 
simulation scenarios. 52.1% used Packet Delivery Ratio 
(PDR) as their metrics, and 60.9% used Network Simu-
lation 2 (NS2) as the simulation tool. We have observed 
that NS2 utilization is declining in recent years because 
it does not support new technology (IoT, 5G). Some pa-
pers did not mention the mobility model used, which 
can create difficulty for the researcher to compare with 
other works. The researcher will face some challenges 
when selecting the simulation tools, the protocol for 
comparison or enhancement, choice of mobility model, 
and metrics to use for a better view of the networks. Our 
review shows what parameters have been used as a ref-
erence for future researchers. We have proposed some 
best practices and some recommendations to the ad 
hoc network community for improvement.

The rest of this review is organized as follows: Section 
2 reviews existing literature, Section 3 gives detail of 
the review methodology, the result is provided in Sec-
tion 4. Section 5 discusses the result and recommenda-
tion. Finally, Section 6 contains the conclusion.

2. LITERATURE REVIEW

Yoon et al. [23] studied the random waypoint and 
found out that it is not a good mobility model to use 
because unreliable results can be obtained using this 
model. They observe that if the simulation time increas-
es, some metrics show a drop in performance. They 
proposed a new modified Random mobility model.

Kurkowski et al. [24] surveyed proceeding paper in 
Association for Computing Machinery (ACM) on MA-
NET from 2000-2005. They extracted simulation pa-
rameters from those surveyed papers. They found out 
that NS2 was the most simulation tool used by authors 
and RWPM as a mobility model. Some missing param-
eters were observed, and the unavailability of code was 
missing for self-developed simulation tools.

Hiranandani et al. [25] conducted a review of pub-
lished papers in the ACM conference between 2006 
to 2010. They found out that missing parameters are 
still observed. Default parameters for simulators have 
been used by research, which raises a question on the 
result's credibility. They observed that since the study 
in [24], the current mobile ad hoc simulation practices 
are still not progressing. Still, some custom simulators 
were more used compared to existing simulator tools.

Naicken et al. [26] surveyed 280 papers in the peer-
to-peer network to see what simulation tools were 
used. They found out that custom simulators surpass 
the well-known simulators in terms of usage. 

Kurkowski et al. [27] proposed a simulation standard 
by using two metrics for characterization of the simula-
tion scenarios, such as the average shortest path hop 
count and the average amount of network partition-
ing. Enhancement of Kurkowski works was done in [28], 
which adds a new metric average neighbour count.

Andel et al. [29] focused on the credibility of manet 
simulation tools. By analyzing multiple review papers 
published, they found out that most authors do not 
specify their simulator's version, and missing simulation 
parameters can be observed. They proposed some solu-
tions to improve the credibility of the simulation tools.

Ahmad et al. [30] proposed a comprehensive com-
parison of AODV, DSDV, and ZRP protocol by reviewing 
some related works in terms of routing used, simula-
tor tool, metrics, network type, and qualitative analysis 
was done. 

Sanchez et al. [31] surveyed Unmanned aerial and 
aquatic vehicles, and the focus was on their communi-
cation, application, and tools for the evaluation.

Garcia et al. [32] proposed a methodology to help the 
researcher conduct good simulation practice in their sce-
narios in VANET. Different simulation scenarios were pro-
posed in NS2 to determine an excellent method to use. 

Other research focuses on the performance compari-
son of different simulation tools [33-36].
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To the best of our knowledge, no review paper has 
covered the literature on performance evaluation or 
analyses of articles in Ad-Hoc networks from 2015 to 
2019 in MANET, WSN, FANET, and VANET based on differ-
ent parameters. Therefore, this study aims is to conduct 
a literature review on the performance evaluation to:

a) Identify the mobility model, metrics, simulation 
tools, and routing protocols used in MANET, 
VANET, WSN, and FANET with a synthesis of em-
pirical evidence 

b) To analyze the result and present our finding

3. REVIEW METHODS 

This review will show the process of formulating the 
research questions, which include the search processes 
that represent the keyword and the Inclusion-Exclusion 
criteria for selecting the papers. The following are the 
formulating research questions for our review:

a) RQ1: Which of the simulation tools, mobility 
models, metrics, and routing protocol are the 
most used in the performance analysis of MA-
NET, VANET, WSN, and FANET?

b) RQ2: What are the lessons learned and best prac-
tices in the performance analysis of ad hoc net-
works?

3.1. SEarCH PrOCESSES

The literature has been searched from selected Sco-
pus journals, which are focusing on ad-hoc networks 
IEEE Access (IEEE), IEEE Transactions on communication 
(IEEE), Wireless Networks (Springer), Wireless Personal 
Communication (Springer), and Ad-hoc networks (El-
sevier). The criteria for selecting these journals were 
based on the higher number of published articles in ad 
hoc networks compared to other journals.

The keyword search in the article and the abstract 
was: "performance comparison" and "mobility model" 
and "simulation" and "ad-hoc networks" or second-
ary keyword "performance evaluation" and "mobility 
model" and "routing protocols" and "ad-hoc networks" 
in those five journals ranging from 2015 to 2019. Re-
trieving paper after using the keyword was analyzed 
first by screening the title to see if it is relevant to our 
objective; if yes abstract was read to double confirm if 
the paper can be selected or not. A full reading of the 
selected paper was done to see if the paper contains 
these parameters (metrics, simulation tools, protocol, 
mobility models). For protocol, we included the article, 
which details the protocol used for the implementa-
tion of the scheme or algorithm, and those who com-
pared new protocol with existing protocols. We need 
to clarify that the compulsory parameters for inclusion 
were the Simulation tools, metrics, and protocols. The 
articles that do not show the mobility model but have 
all the other parameters were selected in our review. 

3.2. InCluSIOn-ExCluSIOn CrItErIa

The selection of the articles was conducted based on 
the inclusion and exclusion criteria. The articles which 
fulfil the criteria in Table 1 were selected, and those that 
do not were excluded in Table 2.

table 1. Inclusion criteria for the selection of articles

Inclusion criteria

Publication date 2015-2019

English

Any geographical location

The articles published in IEEE Access, IEEE Transactions on 
communication, Wireless Networks, Wireless Personal communication, 
and Ad-hoc networks.

Performance comparison, routing protocols, and mobility model in 
ad-hoc networks must be the primary topic or secondary topic of the 
publication

The article should report the simulation parameters table or a 
simulation parameter description and should include the protocol, 
simulation tools

table 2. Exclusion criteria for the selection of articles

Exclusion Criteria

Published pre-2015

Non-English

Proceedings and peer-reviewed papers, and articles published in 
other journals, patent.

The proposal, lectures notes, A summary of conference Keynote, 
Dissertation/Thesis, Doctoral Workshop, and tutorial

Articles did not present the simulation parameters table or a 
simulation parameter description such as (protocol, metrics, 
simulation tools)

An article which presents algorithm and schemes without comparing 
it to the new protocol or without describing in what protocol it was 
implemented were excluded

4. RESULTS 

The flow diagram in Figure 1 shows the articles' se-
lection process for the review. The following number 
of articles from 5 Scopus journals have been retrieved 
from 3 databases (IEEE, Springer, Elsevier): From IEEE 
two journals; IEEE Access (429), IEEE Transaction on 
communication (127), from Springer 2 journal; Wireless 
Networks (306) and Wireless Personal communication 
(384) and finally from Elsevier Ad-hoc networks (400). A 
total of 1646 articles were identified. After the title and 
abstract filtering, 796 articles were excluded because 
they were not relevant to the topic and did not focus 
on ad-hoc networks. We have conducted a full article 
review on the remaining 850 articles, and 672 were ex-
cluded due to missing some parameters listed in the 
Exclusion criteria, as illustrated in Table 2. The remain-
ing 169 were selected for the review.
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5. DISCUSSION 

A. Which of the simulation tools, mobility models, met-
rics, and routing protocol are the most used in the 
performance analysis of MANET, VANET, WSN, and 
FANET?

To answer RQ1, we have extracted 169 articles with 
the following information. For a summary result see 
Figure 4.

5.1. SIMulatIOn tOOlS

Figure 2 shows the network simulator tools used in 
all the articles we have reviewed from 2015 to 2019. We 
can observe an inclination toward free simulator tools 
than the paid ones. Network simulator 2 (NS2) was 
the most used with 103 (60.9%) out of 169 articles, 13 
(7.7%) NS3, 14 (8.3%) MATLAB, 7 (4.1%) used OMNET++ 
and OPNET Modeler, 5(3%) GloMoSim and Qualnet and 
3 (1.8%) EXATA/Cyber. Figure 3 shows that 70 out of 99 
(77.7%) in MANET, 15 out of 32 (46.8%) in VANET and 18 
out of 37 (48.6%) in WSN. MATLAB and OPNET surpass 
NS3 in terms of usage in MANET. OMNET++ and NS3 
have similar articles used in VANET.  

NS2 has shown a high percentage of usage in our re-
view because it is a free license simulator. NS2 has mul-
tiple models, many protocols are implemented in it, the 

source code is available for free, and the documentation 
can be found on the NS website and other pages [37]. 
The negative side is that it does not contain new features 
that can support other research areas like the Internet 
of Things (IoT), 5G. Another disadvantage is that NS2 
code cannot be implemented directly to a real system 
due to multiple languages (TCL, C++). Comparing our 
result with the result in [24] we can observe similarities 
in terms of utilization of NS2. Our survey shows 60.9% 
out of 169 papers and 43.8% out of 80 for the previous 
review. The result in [25] shows that a custom simulator 
was more used, but fewer authors used a custom simula-
tor in our research. This review has observed a decrease 
in the utilization of NS2 in the current year, and improve-
ment has been seen since the work in [25] that standard 
simulation is more used than custom simulation tools, 
which can help researchers to repeat the work.

We can conclude that there are no predefined simu-
lator tools to use in a particular research area, as long 
as the code's availability is there, and the evaluation 
methodology is well designed. New simulators are 
available, which can bring new features and models to 
the research area. Still, the challenges are the source 
code's availability, implementation of various models, 
and documentation. 

Fig. 1. The flow diagram of the article for the literature review



43Special issue, ICICTM 2021

Fig. 2. Simulation tools usage
Fig. 3. Simulation tools usage base on 

MANET, VANET, WSN, FANET

5.2. PrOtOCOlS

The studies of protocols are very important before 
deciding on what protocol to enhance or compare 
with when designing an evaluation study. The non-
availability of some protocol source code makes it dif-
ficult for the researcher to enhance or compare with 
their new protocol. Figure 5, shows 77 (45.6% ) out 
of 169 articles used AODV, 27 (16% ) DSR, 17 (10.1%) 
OLSR, 9 (5.3%) LEACH, 8 (4.7%) DSDV, 6 (3.6%) DYMO, 9 
(5.3%) AOMDV, 5 (3%) MAODV and 3 (1.8%)ZRP. Table 3 
shows protocols that have a low percentage of utiliza-
tion. This study's trend indicates that reactive protocol 
is preferred for performance comparison with the new 
one. Figure 6 shows the most protocol used in ad-hoc 
networks, 50 out of 99 (55.5%) articles used AODV in 

MANET, in VANET 12 out of 32 (37.5%), WSN 14 out of 
37 (37.8%), and 1 out of 1 article in FANET, the next 
protocol which was most used is DSR. LEACH was only 
used in WSN 8 out of 37 (21.6%).

The challenge facing is on what protocol to compare 
with and in what scenarios. Comparing an existing 
protocol with a new one helps to view the new one's 
positive and negative aspects. The question is, in what 
situation should a protocol be chosen for comparison. 
Research in [38] compared AODV and ZRP with their 
proposed protocol GeoZRP. Why not compare it Di-
rectly to ZRP or compare it with protocol base on their 
focus, e.g., security, energy, multipath. Those are the 
challenges researchers face in the selection of protocol 
to analyze or enhance.

Fig. 4. Summary result of 169 articles selected in the review
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We can conclude that a solution to solve this prob-
lem is for research to implement new protocols in 
well-known simulators tools and make the source code 
available. It will enable future researchers in ad-hoc 
networks to have the possibility to modify, reproduc-
ing, and confirming their results with the new existing 
protocol, rather than comparing it with an old protocol 
because of its availability of the source code.

Fig. 5. Routing protocol choice by authors for the 
performance comparison

Fig. 6. Routing protocols usage based on
MANET,VANET, WSN, FANET

table 3. Protocols that have 
a low percentage of utilization

ref Protocol ref Protocol ref Protocol

[39] CR-EAOMDV [40] LEACH-M [41, 42] STFDR

[43] EPC-AODV [44] LEACH-C [45] NCLR

[39] AODMV-MR [46] EACHP [47] RIP

[39] CAODV [40] EPCR [48] LAR

[49] DAODV [50] FDCRP [51] WECRR

[52] PMT-AODV [51] DFCR [53] A-CAR

[54] FTDSR [53] IVD-CAGR [55] EAR

[56] QoS-UMDSR [53] CSR [20, 57] GSR

[56] QoS-UDSR [55] CLB

[20] SC-OLSR [55] DGLB

5.3. MObIlIty MOdElS 

Mobility models represent how the mobile nodes 
move inside the mobile ad-hoc network based on a 
specific pattern, position, and speed changes. Change 
in speed, position and pattern will result in the dis-

placement of the mobile nodes in a particular region. 
In our review, different mobility models were selected 
by authors. Figure 7  shows that RWPM was the most 
used mobility model with 64 (37.9%), SUMO/MOVE 
13 (7.7%), MOBISIM 5 (3%), and 2 (1.2%) for GMM and  
RWM, KRAUSS, RPGM, Bezier curves Mobility (BCM), 
Semi-random circular movement (SCRM). SUMO/
MOVE was used to create the movement of the vehicle 
in VANET. VANET can also use Vanet Mobisim for mobil-
ity models such as IDM (Intelligent Driver Model), IDM-
LC(Intelligent Driver Model with lane changes), IDM-IM 
(intelligent driver model with intersection manage-
ment), and FTM (fluid traffic model) [22]. We have ob-
served that RWPM was the most used mobility model 
in our review. SUMO/MOVE was most used to create 
the movement of the vehicle in VANET.

The use of one mobility model is useful to show the 
node's movement in a particular scenario for perfor-
mance analysis, but which mobility model is the right 
one to choose for the performance analysis?. We can 
observe that an inclination is toward using only RWPM 
but using it alone will not guarantee a good result; it 
can give unreliable results, as shown in [23]. Compar-
ing our result with the work in [24], RWPM is still the 
researcher's preferred mobility model. Another ob-
servation is that 49.7% of the paper did not mention 
the mobility models used. No mentioning the mobility 
model will lead to a work that cannot be repeatable or 
compared with others' works. 

Fig. 7. Mobility model used by authors

5.4. MEtrICS

The metrics are essential for performance analysis. It 
gives you a big picture of the network performance in 
different ways. The choice of it is crucial, and our review 
shows in Figure 8 that 88 (52.1%) out of 169 articles used 
Packet Delivery Ratio, 82 (48.5%) End to End delay, 62 
(36.7%) Throughput, 45 (26.6%) Overhead,36 (21.3%) 
Energy consumption, 21 (12.4%) Packet loss and Net-
work Lifetime, 13 (7.7%) Network lifetime, 7 (4.1%) on 
Jitter and 5 (3%) Latency. It can be observed that PDR, 
E2ED, Throughput, Overhead was the most chosen met-
ric in our review. These metrics give the network's gen-
eral performance, but adding other specific metrics can 
give the researcher more details for a particular aspect 
of the network's performance. Figure 9 shows the metric 
choice base on the field of study. In MANET 57 out of 90 
(63.3%) articles used PDR, 55 (61.1%) E2ED, 41 (45.5%) 
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Throughput, 31 (34.4%) Overhead, 17 (18.8%) Total En-
ergy consumption and Packet Loss, 6 (6.6%). In VANET, 
19 out of 32 (59.3%) articles used PDR, 14 (43.7%) E2ED, 
8 (25%) Throughput, and Overhead. In WSN, 11 out of 37 
(29.7%) articles used PDR, 13 (35.1%) E2ED, 12 (32.4%) 
Throughput, 5 (13.5%) Overhead, 18 (48.6%) Total ener-
gy consumption, and 12 (32.4%) Network Lifetime. Form 
these results we can observe that Energy consumption 
was most used in WSN and MANET. Other choices of 
metrics that were less used can be found in Table 4.

In conclusion, challenges are there in terms of what 
metrics to choose for the performance analysis, as the 
trend is on using the old metrics (PDR, E2ED, Through-
put, Overhead). Our comment is to use for a general 
view of the performance PDR, E2ED, Throughput, Over-
head metrics. For detailed information on a particular 
aspect of a protocol's performance analysis, specific 
metrics can be used.

Fig. 8. Metric used by authors

Fig. 9. Metric choice base on based on
MANET,VANET, WSN, FANET

B. What are the lessons learned and best practices in the 
performance analysis of ad hoc networks?

In section 5, we have identified some challenges the 
researcher faces in choosing a simulator tool, a proto-
col to compare with or enhance, metrics, and the mo-
bility model. The performance analysis of a protocol 
depends on these four parameters, which are essential 
for improving the result and future research in the ad 
hoc network. We have seen a significant improvement 
in ad hoc networks over the five years. New protocols 
have been created, enhancement of existing ones, and 
performance comparison with the existing ones.  New 
metrics were created and apply in different scenarios 

with different mobility models. Nevertheless, there is 
room for improvement.

1. Best practices

Here we propose the best practices the researcher can 
use as a guide in terms of the simulator's choice, the pro-
tocol for comparison, mobility model, and metrics. The 
guide will help researchers and designers of software to 
improve the research quality in the Ad Hoc Networks.

•	 We recommended NS2 due to the availability 
of multiple models. Many protocols are imple-
mented in it. The source code is available for 
free; the documentation and example can be 
found on the NS website and other pages (big 
user group) even though it has not been sup-
ported since 2010. Apart from NS2, which is our 
first choice, we also recommend NS3, MATLAB, 
and OMNET++ because these tools are activity 
updates and well documented.

•	 For selecting a specific protocol to compare with 
or to use for the enhancement, we recommend 
using the protocol that is closer in all aspects, 
e.g., security protocol with a security protocol. 
For example, the protocol should be recent, four 
to five years ago, for a better comparison. The 
same criteria should also be followed for the en-
hancement of a particular protocol.

•	 A selection of one mobility model can be ac-
cepted but not encourageable because it will 
not give the node movement's overall result. We 
encourage to use 2 or 4 mobility models for an 
excellent study of the performance analyses of 
a protocol. The best should be to use more mo-
bility models to help other researchers see the 
protocol's strengths and weaknesses in different 
mobility models used.

•	 For a general view of a specific protocol's perfor-
mance, we recommend using PDR, E2ED, Over-
head, and Throughput, but for an in-depth analy-
sis, the use of other metrics will be the right choice. 
Our recommendation is to add to the general met-
rics mention earlier one or two metrics; the best 
choice should be to use only specific metrics.

2. Recommendation

Here is our recommendation to the developer of 
simulator tools and the research community in ad hoc 
networks

Shared source code: The availability of code is es-
sential for enhancing future research in ad hoc net-
works, but most published articles do not contain the 
source code and not even a link to a shared open free 
source code website. It is difficult for the researcher to 
compare the new protocol with the existing one or en-
hance it. We recommend the publisher to ask the au-
thor who voluntarily wants to share their source code 
with other researchers.
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ref Metric ref Metric ref Metric

[46] Received message [58, 59] Route discovery [60] Average SIP

[46] Alive sensor [61] Distributed key generation [62]  Average travel time

[9, 63-65] Accuracy [59, 65] Reachability [66] Decoded frame rate

[67] Hello message [68] Data dissemination [69]  Link expiration time

[70-72] Bandwidth [68] Frequency of event [53] Broadcast problem

[73] Variance [74] Average number of route broken [75]  Connectivity rate

[73] Traffic load [76] Wormhole Detection Ratio [77]  Node trust value

[3] Average node weight [9] Location accuracy [78] FIFO packets dropped

[3] Number of accusations [54] Selfish nodes [17, 79, 80] Route failure

table 4. Other selective metrics used

benchmarks and acceptable scenario parameter: 
The result's creditability should be compared to a 
benchmark to prove that the result is acceptable, but 
Ad-Hoc Networks does not have a benchmark. The 
majority of authors always compare their results with 
other author's results. Parameters like the number of 
nodes, topology size, speed, and packet size are cho-
sen arbitrarily by the researcher because there are no 
standard parameters acceptable to use. The lack of 
standard parameters can make the result doubtful. 
We recommend to the community to work on making 
standard benchmarks and scenarios parameter for ad 
hoc networks.

Simulation tools and documentation: Simulation 
tools should contain more examples for new users to 
adapt to them. In our observation, the lack of more ex-
amples makes it difficult for the researcher to choose 
new simulation tools. New researchers preferred to 
use simulation tools that have more users so that it 
is very easy to find existing code and get advice from 
others researcher. New simulation tools are the most 
favourable tools the researcher must use because they 
have new features, but it is time-consuming for new 
researchers to be familiarized with them. A well-doc-
umented simulation tool with more examples and has 
helpful community can facilitate the use of new tools

3. Limitation of the study
This review used a selected journal in some digital li-

braries to analyze the performance of ad hoc networks. 
We used a limited search string to retrieve the articles 
in those selected journals, and articles published be-
fore 2015 were not included in the survey.

6. CONCLUSION

The performance analysis depends on several param-
eters included in the simulation tools; those parameters 
will influence the result if not well chosen. This survey 
analyzes articles based on these parameters; protocol, 
mobility models, metrics, and simulation tools. The sta-
tistic shows an inclination to used Ad-hoc On-Demand 
Distance Vector routing (AODV) for performance com-
parison and the researcher's enhancement. Network 
simulation 2 (NS2) was the most selected tool, but we 
observe a decline in its utilization in recent years. Ran-
dom Waypoint Mobility model (RWPM) was the most 

used mobility model. We have found a high percentage 
of the published article did not mention the mobility 
models use; this will make the result difficult for perfor-
mance comparison with other works. Packet Delivery 
Ratio (PDR), End to End Delay (E2ED) were the most 
used metrics. The survey explains some lessons learned 
in the study and proposes best practices and recom-
mendations to the researcher and Ah Hoc Community.
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Abstract – This research examines the competencies that are essential for an lecturer or instructor to evaluate the student based 
on automated assessments. The competencies are the skills, knowledge, abilities and behavior that are required to perform the 
task given, whether in a learning or a working environment. The significance of this research is that it will assist students who are 
having difficulty learning a Computer Programming Language course to identify their flaws using a Deep Learning Approach. As a 
result, higher education institutions have a problem with assessing students based on their competency level because; they still use 
manual assessment to mark the assessment. In order to measure intelligence, it is necessary to identify the cluster of abilities or skills 
of the type in which intelligence expresses itself. This grouping of skills and abilities referred to as "competency". Then, an automated 
assessment is a problem-solving activity in which the student and the computer interact with no other human intervention. This 
review focuses on collecting different techniques that have been used. In addition, the review finding shows the main gap that exists 
within the context of the studied areas, which contributes to our key research topic of interest.
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1. INTRODUCTION

Assessment is a core and critical requirement in  an 
educational system since it contributes to the great ex-
tent affects of students’ learning [1][2]. Therefore, deep 
learning approach is applies to enrich and enhance the 
lecturer assessment. A good assessment is where the 
lecturers are well understanding on the assessment 
principles includes assessment terminology, develop-
ment and use of assessment methodologies and tech-
niques, assessment quality standards and any alterna-
tive to traditional measurements of learning. Because 
of that, it does require integration in assessment prac-
tices, theories, philosophies to support teaching and 
learning in education.

The lecturer is also served as facilitator, a mentor or 
a coach to guide the process of students’ learning. The 
student is responsible for his or her own learning. The 
students should also get trainings for developing vari-
ous competencies, including cognitive, meta-cognitive, 

social and affective competencies, for the success of 
their future. Therefore, with deep learning, the learning 
process is internally motivated and is associated with 
an intention to understand, rather than to simply pass 
an assessment task. In this connection, assessment has 
been identified as a powerful aid to engage students 
into a more in-depth learning process and transform 
them into reflective practitioners. 

By applying deep learning in education, the research 
on pedagogies of assessment education can be en-
riched. Moreover, deep learning can be applied either 
in face-to-face teaching or online learning or blended 
learning itself. Therefore, the structure of the paper 
is as follows: Section II describes the main problem  in 
computer programming subject . Section III discuss on 
Competency-Based Education and Bloom Taxonomy. 
Section IV discuss on review of cognitive competency 
assessment techniques. Section V, explains about the 
deep learning in the assessment of cognitive competen-
cy. Section VI, discuss on to conclude the paper’s finding. 
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2. THE MAIN PROBLEM IN COMPUTER 
PROGRAMMING SUBJECT

In 2019, Bennedsen and Caspersen [4] has conduct-
ed a worldwide survey for the research on failure rate 
for programming course. The total respondent during 
2019 is 170 response to their survey. Fig. 1 shows the 
number of respondents per continent is Africa, Asia, 
Australia, Europe , North America and South America.  

Fig. 1. Number of respondents per continent

Fig. 2. Pass, Fail, Abort and Skip Rate: aggregate

Based on Fig. 2, each of the respondents were asked 
to give a number for abort which is the number of stu-
dent aborting the course before final exam, skip is the 
number of students not showing up for the final exam 
but was allowed to, fail is the number of students who 
failed the course and pass is the number of students 
who passed the course. As a results , they found that 
the average failure is 28% based on Fig. 2. The main rea-
son they were uninterested in programming. Students 
believe that learning to program is difficult. They strug-
gle to understand the program code and write a simple 
program. This research is also agreed by other research-
ers, while the student also already has a comfort level, 
difficulties in understanding the course content, time 
management issues and expectations and perfections 
of not getting enough help from their lecturer [5][6]. 
Other than that, the student also demotivated the stu-
dent to learn programming  [7]. This reason also agrees 
with Nurul Farahin et al. where the major problem in 
computer programming is lack of problem-solving 
skills, no prior knowledge, low motivation, poor math-
ematical knowledge, peer influence and lack of future 
expectation [8].

3. COMPETENCY-BASED EDUCATION AND 
BLOOM’S TAXONOMY

Computer-Based Education (CBE) is one of the concept 
to reflect human competency motor, intellectual and 
emotional competency. Using CBE, it can measure learn-
ing progress by the student. CBE also is the smaller con-
cept of outcome-based leaning (OBE). The competence 
student is those who can and want to interact effectively 
three kinds of environment presented by the socially as-
cribed, self-selected and self-developed roles [9].

OBE is defined as an education system that focuses 
on learning outcomes rather than educational curricu-
lum content. Learning outcomes, for example, quanti-
fied in terms of information, abilities, attitudes gained 
during the learning process. [10]. It covers three learn-
ing domains, which are the Psychomotor, Cognitive 
and Affective domains. They have implemented these 
three learning domains in various ways.  

Cognitive domain is the one where the student’s 
cognitive activities are structured. Starting with the 
knowledge level and ending with the evaluation level 
of Bloom’s Taxonomy [11].  There also some evidence 
that cognitive training able to improve cognitive func-
tion, which potentially slow cognitive decline and able 
to help the student. Cognitive domain deals with how 
a student acquires processes and utilizes the knowl-
edge. For Affective domain, it is focused on attitude, 
motivation, willingness to take part, valuing what is 
being learn and discipline values into real life. The last 
one, psychomotor domain focuses on performing se-
quences of motor activities to a specific level of accu-
racy, smoothness, rapid or force. Underlying the motor 
activities is cognitive understanding [12]. Evidence of 
outcome is required to fulfill the shortage of the soft 
skill of an employee in the workplace [13]. 

Bloom’s taxonomy of Educational Objectives is a clas-
sification system by an educational psychologist Benja-
min Bloom who creates in year 1956. It focuses on de-
veloping thinking ability, which involves simple informa-
tion acquisition to a more complex process [14]. Bloom’s 
taxonomy contains six categories of cognitive skills 
ranging from lower-order skills that require less cogni-
tive processing to higher-order skills that require deeper 
leaning and a greater degree of cognitive processing. 
Though in year 2001, the Bloom’s Taxonomy has been 
revised [15]. Refer to Fig. 3. The differentiations into cat-
egories of higher-order and lower-order skills arose later. 

Fig. 3. Revised Bloom’s Taxonomy
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For the older version of Bloom’s Taxonomy, it consists 
Knowledge, Comprehension, Application, Analyzing, 
Evaluation and Creating. Knowledge is the foundational 
cognitive skill and refers to the retention of specific, dis-
crete pieces of information like facts and definitions or 
methodology for example as the sequence of events in 
a step-by-step process. Comprehension is the meaning 
of the information that they encounter by paraphrasing 
it in their own words, classifying items in groups, com-
paring and contrasting items with other similar entities 
of explaining a principle to others. For comprehension, 
it is requires more cognitive processing than simply re-
membering information and learning objectives that 
address comprehension will help learners to incorpo-
rate knowledge into their existing cognitive schemas by 
which they understand the world [16]. Based on com-
prehension, it will allow student to learn how to use the 
knowledge, skills and techniques in a new situation via 
application, which is the third level of Bloom’s taxonomy. 
For the higher level of Bloom’s taxonomy is analysis. 
Analysis can break down a material into its constituent 
parts in order to comprehend its organizational struc-
ture. It is also where skills such as critical thinking come 
into play. Distinguish between facts and opinions and 
identify the claims that underlie the analysis. Following 
the analysis, the next level is synthesis. Synthesis entails 
creating a novel product in a specific situation. Its be-
havior is recombine the parts created during analysis to 
form a new entity where is differs from the original one. 
Finally, evaluation is the pinnacle of Bloom's Taxonomy. 
Evaluation is also an important aspect of critical thinking 
skills. It will show the student's ability to assess the worth 
of a material for a specific purpose using predetermined 
criteria and rationale. [17]. For the revised Bloom’s tax-
onomy, refer to Table 1.

Creating 
Compile information together in a different way by 
combining elements in a new pattern or proposing 

alternative solutions.

Evaluation 
Present and defend opinions by making 

judgments about information, validity of ideas, or 
quality of work based on a set of criteria. 

Analyzing 
Examine and break information into parts by 

identifying motives or causes. Make interences and 
find evidence to support generalizations.

Applying 
Solve problems to new situations by applying 

acquired knowledge, facts, techniques and rules in 
a different way. 

Understanding 
Demonstate understanding of facts and ideas by 
organizing, comparng, translating, interpreting, 

giving desriptions, stating main ideas. 

Remembering 
Retrieve relevant knowledge by recalling facts, 

terms, basic concept and answer from long-term 
memory.

Table 1. Revised Bloom’s Taxonomy

In year 2019, [18] has used Bloom’s Taxonomy as a scale 
for preparing the assessment questions, it quantified the 
competency level based on that. The results show that 
Bloom’s Taxonomy is a beneficial tool for learning and 
assessing computer-programming subject.

4. 4. REVIEW OF COGNITIVE COMPETENCY 
ASSESSMENT TECHNIQUE

Cognitive competency defined as critical thinking 
and creative thinking skills which effective problem 
solving, decision making, learning and development 
[19]. These criteria are important for the student to 
learn Computer Programming. Therefore, cognitive 
competency assessment follow by guideline from the 
Bloom’s Taxonomy in the cognitive domain using auto-
mated assessment. 

Table 2 illustrates the summarized of technique cog-
nitive competency assessment which came from the 
previous research.

Table 2. Summarized of technique cognitive 
competency assessment  

(C-Competency, NM-Not mentioned)

Re
se

ar
ch

er
s

Subjects Level / Age Techniqu-es Focus

[20] Comp. 
Science

Undergrad 
and Schools

NLP and info. 
theory C

[21] 
[22]

Introductory 
course in 

Computer 
Literacy

Undergrad 
Students LSA NM

[23] 
[24] 
[25]

Introductory 
data structure 

course

Undergrad 
students Text Similarity NM

[13]
Introduction 

to 
programming

Undergrad 
students

Assessment 
Framework 

based on Bloom’s 
Taxonomy

C

[26] C++ 
Programming

Undergrad 
Students

Semi-automated 
assessment NM

[18] 
[27]

Computer 
Programming

Undergrad 
students

Rule-Based 
Method C

[28] Parallel 
Programming

Undergrads 
students

Code Evaluation 
and Debugging NM

[29] Computer 
Methods

Undergrads 
students

Computer 
Adaptive Testing 

Tools

Non-
cognitive

[30] Computer 
Programming

Undergrads 
students

Flexible and 
systematic 
teaching 

framework

C

[31] Programming Undergrads 
students

Online EasyHPC 
Tool NM
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Re
se

ar
ch

er
s

Subjects Level / Age Techniqu-es Focus

[32] Programming Undergrads 
students

Collaborative 
Scenario- 

TASystem tools
NM

[33] UML Undergrads 
students

Comprehensive 
Approach NM

[34] Computer 
Programming

Undergrads 
students

Online Learning 
system C

[35] Computer 
Programming

Undergrads 
students

Integration 
Automated Test 
Data Generation 

and programming 
assessment

NM

[36] Computer 
Programming

Undergrads 
students

Software Testing 
technique NM

[37] Programming Undergrads 
students

Classical Test 
Theory (CTT) or 
Item Response 
Theory (IRT) - 

SIETTE

NM

[38] Computer 
Programming

Undergrads 
students

2TSW – testing-
based approach NM

[39] Chinese 
Subject 

Undergrads 
students NLP NM

[40] Computer 
Programming

Undergrads 
students

Metacognitive 
Support C

[41]
Object-

Oriented 
Programming

Undergrads 
students 
And High 

School

Competency 
Structure Model 

-COMOOP
C

Based on data in Table 3, it is possible to propose the 
cognitive competency assessment can still assist the 
student. Several studies have been used to identify the 
cognitive problem. Other than that, the research did not 
mention the focus on cognitive. Some of the research is 
using the Mobile Learning application to investigate the 
factors that influence student’s learning performance 
and evaluate the effectiveness of mobile learning to 
use the Learn C application in programming subjects. 
The findings shows that a variety factors that affect the 
student learning. There are misunderstanding, lack of 
practices, poor logical thinking and problem solving 
[8] . However, there is no mention of them being able 
to determine their cognitive level. Only one research us-
ing the Bloom’s Taxonomy as a benchmark to evaluate 
the student. Thus, the study concludes that the cogni-
tive level of Bloom’s Taxonomy as a tool for the assessing 
a student’s competency in programming is appropriate 
and cable of reducing the high failure rate among stu-
dent enrolled in Computer Programming subjects [13].

5. DEEP LEARNING IN THE ASSESSMENT OF 
COGNITIVE COMPETENCY

Deep learning is a class of machine learning algo-
rithms that employ multiple layers to represent various 
levels of abstraction. It comprises of an input layer, an 
output layer and a few hidden layers. It showed this as-
sessment in Table 3.

Re
se

ar
ch

er
s

Subjects Level / Age Techniqu-es Focus

[42] Kaggle ASAP 7th to 10th 
grader

LSTM classification 
and regression 

task
NM

[43] Kaggle ASAP 7th to 10th 
grader

LSTM- CNN-
attention- based NM

[44]
IT, 

Engineering, 
Management

Higher 
education NLP, CNN C

[45]
IT , Medical 

Engineering, 
Management

Higher 
education LSTM C

Table 3. Summarized of deep Learning in the 
cognitive competency assessment 

 (C-Competency, NM-Not mentioned)

From the observation in Table 3, Kaggle Automated 
Student Assessment Prize (ASAP) conducted a compe-
tition dataset. It is sponsored by the William and Flora 
Hewlett Foundation (Hewlett). Their variables are used 
to test their scoring capabilities using neural network 
techniques such as Long Short-Term Memory (LSTM) 
and Convolutional Neural Network.  Dimitrios et al [46] 
also mention that a deep neural network is capable of 
using as automatic text scoring using a neural network.

In 2019, Tiliza [45] developed the rule-based Long 
Short Term Memory (LSTM) classification to assess 
higher level of cognitive competency via short text an-
swers. This study analysed short free text assessment 
answers which fell under three criteria. Table 4 shows 
the three criteria for this study.

Table 4. Criteria for Rule-Based LSTM classification

No Criteria 

1 The word count of the assessment answer must be in the 
range of 0 to 200 words each.

2 The model questions are composed of Bloom’s Taxonomy 
higher order cognitive process dimentions.

3
The scope of assessments answers are from three academic 
domains namely Information Technology (IT), Medical 
Engineering (ME) and Management. 

Fig. 4. Technique using  Rule-based Long Short 
Term Memory (LSTM) [47]
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As shown in Fig. 4, the technique uses Rule-Based 
Long Short Term Memory classification to assess high-
er-level cognitive competency via short free text an-
swers. The results of the study are that the rule-based 
LSTM classification achieved a mean correlation of 0.80, 
0.88, 0.85 against test materials sets, Bloom’s Taxonomy 
levels and the academic domain, respectively. Whereas 
the benchmark results, Latent Semantic Analysis (LSA), 
show a mean correlation of 0.32, 0.332 and 039 against 
test material sets, Bloom’s Taxonomy levels, academic 
domain respectively. This is one example of how the 
Deep learning approach can reduce student failure 
rates in computer programming. 

6. CONCLUSION

In conclusion, based on the review of cognitive com-
petency assessment techniques and deep learning 
in cognitive competency assessment, this research is 
workable to help reduce of failure rate in the subject.  

As to date, there is no research in this field that ap-
plied deep learning. For now, there is only research on 
short free text answers [45].This study will concentrate 
on the Cognitive domain of Bloom’s Taxonomy, where 
we will evaluate student’s programming exercise in  C 
language programming. This research also covers both 
Higher-Order Thinking Skills and Lower-Order Thinking 
Skills. With this guideline, we can identify the student’s 
weakness and motivate the student to learn computer 
programming. By this research, the student and lectur-
er will able to identify the weaknesses at the early stage 
and this will help student to pass the subject. 
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Abstract – Most nations across the world are actively pursuing equal access to healthcare services. Teleconsultation technology 
is a substantial improvement in terms of an effective framework for the provision of healthcare services. However, a lack of 
understanding of people’s willingness towards the use of this technology has been observed. The goal of this study is to investigate 
the factors affecting the post-acceptance of teleconsultation services in Malaysia. This study developed a theoretical model which 
involves the combination of the second generation of Unified Theory of Acceptance and Use of Technology (UTAUT2) and Expectation 
Confirmation Theory (ECT), with the inclusion of several other constructs. An online survey was used to collect data from 154 university 
students and partial least squares (PLS) approach was used for data analysis. The research findings indicate that confirmation, 
performance, effort expectancy, usefulness, and satisfaction were the key factors that affect the post-acceptance of teleconsultation 
services. Furthermore, actual use, ease of use, technology readiness, and facilitating conditions did not impact participants' post 
intention in the continuous usage of teleconsultation facilities.

Keywords: Teleconsultation Technology, UTAUT2, ECT, Post Acceptance model, COVID19, PLS_SEM

1. INTRODUCTION

The new Information and Communication Technol-
ogy (ICT) age have radically transformed human life, 
econom-ic processes, and culture into a new era of ap-
plication that makes life easier [1]. The expansion of the 
Internet has contributed to the popularization of vari-
ous virtual networks of online services [2] such as online 
learning and telehealth services. Telehealth services are 
described as health services that allow patients to re-
ceive therapy within their day-to-day life through one 
or more medical specialists [3]. Researchers have found 
that telehealth has steadily become the leading ICT ser-

vice with an impres-sive impact on conventional health 
mechanisms [4]. Globally, telehealth programs boost 
doctors’ efficacy, reduce medical costs, and increase ac-
cess to healthcare [5][6]. They also provide services of 
medical practitioners consisting of tracking, diagnosis, 
and care provision over long distances using telecom-
munications. Previous stud-ies have proposed telehealth 
as a potential option for treating multiple health condi-
tions including high blood pressure, obesity, diabetes, 
and cancer [6]. It is crucial to analyze the factors that 
influence end users’ perception of adopting telehealth 
services [7]. so more studies have explored the key fac-
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tors that motivate users to adopt such applications [12-
14]. However, despite the huge number of emerging 
health applications, only a small number of apps (such 
as Noom Diet, Nike+, and Lose It) have been successful 
across the entire mHealth market. Although health apps 
are extremely useful in helping individuals to manage 
their health effectively, their usage often lasts a short 
while. This indicates a lack of under-standing of people’s 
actions after installing health apps on their smartphones 
[3]. The aim of this study is, therefore, to fill the research 
gap and develop a research model based on UTAUT2 
and ECT theories to discover the most influential factors 
that affect future intentions to use tele-health systems. 
As for the remainder of the paper, Sec-tion 2 describes 
the research background of factors that influence the 
intention of respondents to use telehealth services. Sec-
tion 3 highlights the evolution of the hy-potheses while 
Section 4 discusses the research method-ology. Section 
5 presents the results from the data analy-sis. Section 
6 highlights the discussion of data analytics while Sec-
tion 7 presents the conclusions and recom-mendations 
drawn from the research.

2. RELATED STUDIES

The novel coronavirus disease 2019 (COVID-19) had 
spread to Malaysia via Singapore on 24th January 2020. 
The pandemic has set a huge challenge to the delivery 
of neurosurgical services including the transfer of pa-
tients. Patients are triaged depending on their urgent 
needs for surgery or transferred to a neurosurgical cen-
ter and man-aged accordingly. All patients are screened 
for the poten-tial risk of contracting COVID-19 before 
any surgery [2]. General surgery departments in Malay-
sia are part of Ma-laysia’s tertiary centers that treat CO-
VID-19 patients. The core highlights of these strategies 
during this pandemic are (1) surgery ward and clinic 
decongestions; (2) defer-ment of elective surgeries; (3) 
restructuring of medical personnel; (4) utilization of 
online applications for tele-communication; (5) operat-
ing room adjustments and patient screening; and (6) 
continuous learning and up-date practices in terms of 
COVID-19. These adaptations are important for the con-
tinuation of emergency surgery services, prevention of 
transmission of COVID-19 amongst healthcare workers, 
and optimization of the medical personnel workforce in 
times of a global pan-demic [3]. Patients are evaluated 
by a psychiatrist in the COVID-19 wards where they are 
hospitalized. The con-sultants wearing personal protec-
tive equipment provided for them enter the rooms of 
patients with COVID-19 to reduce their risks of exposure 
[4]. As the novel corona-virus SARS-CoV-2 (COVID-19) 
outbreak is highly conta-gious, there has been an urgent 
need to devise and iden-tify new models of delivering 
healthcare to avoid ‘face-to-face’ consultation between 
clinician and patient, thus reducing the risk of disease 
transmission [5]. In the ab-sence of high-tech commu-
nication facilities, resuming healthcare services dur-
ing ongoing lockdown is highly demanding for related 
healthcare facilities in the country [6]. M-health may 

be a valuable strategy for expanding health coverage 
and empowering people to track their health, as well 
as potentially lowering medical costs [11]. Malaysia, as 
a developing nation with a strong technology market, 
should benefit from the use of m-health services due to 
its high Internet and broadband penetration rates, as 
well as its high smartphone penetration rate of 144.8%, 
showing that the majority of Malaysians own multiple 
mobile devices [1]. Teleconsultation is an exam-ple of m-
health where patients communicate with a healthcare 
specialist via video chat or online platforms that provide 
videos of physical activities based on a physi-cal thera-
pist’s training programs. This technology can be valu-
able only when people start using it, given its known 
benefits. Consequently, end users’ general attitude to-
wards embracing telehealth services may play an im-
portant role [7]. However, most people are hesitant in 
using such technology. Hence, there is a need to explore 
to what extent the patients trust such systems [8]. There 
is a need to study the aspects that influence people’s ac-
ceptance of teleconsultation in Malaysia. 

A. Expectation-Confirmation
The Expectation Confirmation Theory (ECT), present-

ed by Oliver in 1980, describes consumer satisfaction 
because of the disaffirmation of desires and aspirations. 
Using ECT, Oliver argued that the shift in mood and in-
tention of the customer is caused by satisfaction [15-
17] Bhattacherjee subsequently proposed in 2001 to 
provide information systems (IS) consistency with ECT. 
Bhattacherjee pro-posed that the decision of IS users to 
continue is like the decision of customers to buy back, 
as both are based on initial knowledge of IS or product 
use. Therefore, both are closely related to customer sat-
isfaction [18]. The more expectations people have on 
technology, the more de-sire they must use it. The con-
tinuous intention of using information systems for com-
pulsory use was investigated and the value of user satis-
faction was found by Sorebo and Eikebrokk [19]. IT uses 
were described by Rai, Lang, and Welker in 2002 as an 
undemanding, but not neces-sarily voluntary, system-
based usage due to social pres-sure and environmental 
subjective norms [20]. ECT is widely used in different 
post-adoption contexts. It ends with the assumption 
that the extent of user confirmation and perceived use-
fulness are the main determinants of user satisfaction. 
Hence, confirmation and satisfaction are linked favor-
ably. Usefulness and satisfaction also affect individuals’ 
continuous intent to use technology [21]. In this context, 
the following hypothesis is proposed:

H1: Performance is positively associated with users’ 
confir-mation of continuous use of telehealth technology.

B. Actual use 
In terms of better work results (effectiveness), fast 

com-pletion (efficiency), and a positive attitude to a job 
(en-gagement), technical usefulness is the product of 
task success [22-24]. The expectations of technical use-
fulness and satisfaction [25-29] have been related to 
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improved task efficiency. For example, satisfaction and 
prior experi-ence regulate the desire to proceed with 
Internet-based learning technology [30]. Furthermore, 
a strong relation-ship between perceived usefulness, 
confirmation, and satisfaction has been developed 
[31]. Prior experience of using technology plays a main 
role in usage continuation. For example, if a user per-
ceives better organizational and technological support 
and ICT services, the more the e-learning program is 
used. The present study defined the qualities that trig-
ger actual use and ongoing use of e-learning systems 
to be considerably beneficial [57]. In this context, the 
following hypothesis is proposed:

H2: Actual use is positively associated with users' con-
tinuous intention of telehealth technology usage.

C. Ease of use 
Technology has to be seen as a useful tool to as-

sist peo-ple in doing their jobs easily [32]. The ease of 
learning and user-intuitiveness of the system can be 
measured by the users revisiting the technology and 
not having to re-learn the tools to effectively perform 
a task [33-35]. If the system is easy to learn, effective, 
and efficient, people will be more interested to use 
it. Minimizing errors that may exist in the technology 
plays a main role to attract more people to use it [36]. 
For example, in e-learning education, the nature of ef-
fort expectation implies the extent of its acceptability 
and usage. Past studies of tech-nology adoption have 
shown that efforts are anticipated, both voluntary and 
involuntary, during the early steps of technology usage 
and are negligible over time for sus-tainable usage [37]. 
In this  context, the following hy-pothesis is proposed:

H3: Ease of technology use is positively associated with us-
ers’ continuous intention of telehealth technology usage.

D. Effort expectancy 
Previous researches have shown that whenever the ef-

fort to understand and learn new technology is lesser, 
users tend to have more intention of using the technol-
ogy. Public relations professionals, for example, have 
been influenced by the simplicity and self-efficacy of the 
me-dia [38]. For example, in inpatient management, ef-
fort expectation is also projected as a key indicator of pa-
tients’ likeability of using mobile systems [23]. Effort ex-
pectancy refers to the degree to which the systems are 
easy or difficult to be accepted and used. Previous stud-
ies on technology acceptance have shown that during 
the early stages of technology adoption, effort expec-
tancy is significant, both voluntary and involuntary, and 
becomes insignificant over time for sustainable use [37]. 
In this context, the following hypothesis is proposed:

H4: Effort expectancy is positively associated with users’ 
continuous intention of telehealth technology usage.

E. Performance 
Several studies have tested and validated the re-

lationship between confirmation, usefulness, satis-

faction, and con-tinuous intention [18], [40-42]. For 
example, the degree of confidence in Internet bank-
ing services has influenced the degree of perceived 
usefulness and satisfaction of the services [18]. Kim 
[18] showed that the relationship between perceived 
confirmation and usefulness upon goods purchased 
has a positive impact on the e-commerce satisfaction 
of consumers. The perceived amount of usefulness 
affects satisfaction and intention to use e-learning 
technology [41]. Students’ performance expectancy 
refers to the degree to which the system allows the 
students to perform better in their curriculum. Pre-
liminary studies have recognized that technology use 
in both voluntary and obligatory settings is strongly 
ex-pected to be employed by performance factors 
[43, 44] [39]. The expected performance has a signifi-
cant impact on a system’s continuous use in various 
studies. In this  context, the following hypothesis is 
proposed:

H5: Expected performance is positively associated with us-
ers’ continuous intention of telehealth technology usage.

F. Price 
Price is described as a cognitive trade-off of the con-

sum-ers between the perceived advantages of apps 
and the monetary cost of using them [45][46]. There 
are three types of pricing schemes in the modern app 
market: free, paid, and freemium. Free apps are free 
to download and use while paid applications must 
be paid for by users be-fore they can be downloaded. 
Freemium schemes pro-vide users with the ability to 
test the application for free before agreeing to buy the 
premium features [47]. Con-sumers demand higher 
quality or improved services if they pay for them [48]. 
In this  context, the following hy-pothesis is proposed:

H6: Price is associated with users’ continuous intention 
of telehealth technology usage.

G. Technology readiness 
According to Parasuraman [49], technology readiness 

refers to one’s propensity to embrace new technology to 
achieve goals in one’s life at home and work. It is a multi-
faceted construction that has four dimensions: optimism 
(a positive perception of technology and a belief that it 
gives people greater control, flexibility, and efficiency in 
their lives), innovation (a tendency to become a technol-
ogy pioneer), discomfort (a perceived lack of control 
over technology and a feeling of being overwhelmed 
by it), and insecurity (disruption). Optimism and innova-
tiveness serve as the key drivers of technology readiness. 
They encourage people to use new technology and fos-
ter per-ceptions of safety and novelty [31]. Discomfort 
and inse-curity, on the other hand, are inhibitors of de-
velopment readiness. They make customers hesitant to 
adopt new technology and create feelings of fear, con-
fusion, and discomfort. Meanwhile, health-related in-
formation chan-nels and apps are seen as an innovative 
technology that can facilitate healthy behavior. Hence, 
the willingness of people to use applications affects their 
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efficacy, as some people are technology pessimists [50]. 
In this  context, the following hypothesis is proposed:

H7: Technology readiness is associated with users’ con-
tinu-ous intention of telehealth technology usage.

H. Usefulness 
The perceived service quality in the initial phase is 

de-scribed as the degree of an individual’s expectation 
that the current system would improve the efficiency 
of a given task. Literature has shown the usefulness 
and im-portance of a particular technology for users’ 
intention change [51]. As Bhattacherjee introduced ECT 
coupled with the technology acceptance model (TAM), 
it has been confirmed that perceived usefulness influ-
ences not just the implementation of IS, but also users’ 
comfort and persistent desire to use it. Several studies 
have described the association between perceived use-
fulness, satisfac-tion, and continuous usage desire [52], 
[53]. Compared to the findings of earlier research, we 
predicted a beneficial impact of perceived usefulness on 
user satisfaction and continuous usage intention [54]. In 
this  context, the fol-lowing hypothesis is proposed:

H8: Usefulness is associated with users’ continuous in-
tention of telehealth technology usage.

I. Facilitating conditions 
In a longitudinal study of Chen [7], facilitation of con-

di-tions refers to the degree to which people feel that 
the technical and institutional facilities are available to 
pro-mote the use of technology. The original UTAUT 
has shown that facilitating conditions only substan-
tially im-pact actual use. Further studies, including a 
meta-analysis of 43 studies on technology acceptance, 
have shown that facilitating conditions also have posi-
tive effects on behav-ioral purposes [63]. For example, 
previous e-learning ac-ceptability studies have dem-
onstrated that ease-of-use conditions have a positive 

effect on the intention to use [54]. The indication is that 
the better the students per-ceive the organizational 
and technical support, and ICT infrastructure, the more 
the e-learning system is used. The current study has 
hypothesized the facilitation of conditions that makes 
people keener to use telehealth. In this  context, the 
following hypothesis is proposed:

H9: Facilitating conditions are associated with users’ 
contin-uous intention of telehealth technology usage.

J. Satisfaction 
Consumer satisfaction can be defined as consumer 

per-ception of the extent to which consumer require-
ments have been met [55]. Keiningham, Perkins-Munn, 
and Ev-ans confirmed the definition of satisfaction 
where con-sumer satisfaction has an impact on con-
sumer behavior. In addition, high consumer satisfaction 
leads to higher consumer loyalty and buying intentions 
[56]. For exam-ple, market research has shown that the 
main reason for a consumer’s decision to re-purchase or 
re-use a product is their level of satisfaction [17],[57,58]. 
Bhattacherjee had empirically shown that level of satis-
faction is a critical factor in decision-making [18]. In this 
context, the follow-ing hypothesis is proposed:

H10: Satisfaction is associated with users’ continuous 
inten-tion of telehealth technology usage.

3. METHODS AND MEASURES

This study aims to examine and investigate the 
causes that shape and influence the intention to use 
telehealth among Malaysians. Figure 1 represents the 
research model of this study. Telehealth intention was 
considered as a dependent variable. Students in Malay-
sian universi-ties were the targeted population for this 
study. To en-sure the validity of all measures, individual 
constructs of the determinants were adapted from pre-
vious research, provided in this paper.

Factors Abb* Hypothesis

Actual Use ATS H1: Actual use positively influences continuous 
intention of use 

Performance PER H2: Performance positively influences 
confirmation

Ease of use EOS H3: Ease of use positively influences 
continuous intention of use

Effort 
expectancy EX H4: Effort expectancy positively influences 

continuous intention

Confirmation COF H5: Confirmation positively influences user 
satisfaction

Price PR H6: Price influences continuous intention of use

Technology 
readiness TR H7: Technology readiness positively influences 

continuous intention of use 

Usefulness USF H8: Usefulness positively influences 
continuous intention of use 

Facilitating 
conditions FC H9: facilitating conditions positively influence 

the continuous intention of use 

Satisfaction SAT H10: user satisfaction positively influences 
continuous intention of use 

Table 1. The proposed research hypotheses

Gender N %
Female 75 %49

Male  79 %51

Study level N %
Undergraduate 129 %84

Postgraduate: 25 %16

Online Health care services familiarity

I like to use 
websites to 
get health care 
services

Strongly 
disagree Disagree Neutral Agree Strongly 

Agree

5 7 40 50 52

3.2% 4.5% 25.9% 32.4% 33.7%

Living N %
Urban 123 79.9%

Rural 31 20.1%

Age N %

Between 
21 and 30 

154
100%

Table 2. Demographics information 
of the participants

*Abb: Abbreviation
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To test the multiple hypotheses, this study collected 
online survey data of full-time students from the Univer-
sity of Kuala Lumpur, Malaysia. The survey asked students 
to examine their acceptance of telehealth services. Two 
hundred and eight responses were initially received. Out 
of the 208 responses collected, 54 (i.e. incomplete, out-
lier) responses were dropped while 54 respondents were 
chosen. Table 1 shows the demographics information of 
the respondents. Eight responses were initially received.

The construction and research model in Figure 1 was 
developed based on a comprehensive literature review 
as described above. The independent constructs of the 
theoretical model consisted of Actual Use, Confirmation, 
Ease of Use, Effort Ex-pectancy, Performance, Price, Tech-
nology Readiness, Usefulness, Facilitating Conditions, 
and Satisfaction. Intent to Use was stated as the depen-
dent variable. These constructs were derived from previ-
ous studies, with minor modifications in the lan-guage of 
the items used to capture the data. A 5-point Likert scale 
was used to capture the answers for each item, with 1 
being strongly agreed and 5 as Strongly Disagree. Sev-
eral demographic items that use various measurement 
scales, were also included in the questionnaire. We used 
partial least squares (PLS) for data analysis and research 
model testing. PLS path modeling is a variance-based 
structural equation modeling (SEM) technology that 
is widely implemented in business and social sciences. 
Its ability to simulate composites and factors makes it 
an effective computational method for new technolo-
gy studies [59]. The advantages of SEM relative to first-
generation statistical techniques include more robust 
assumptions where multicollinearity is partly enabled 
and less error of calculation is used with confirmatory 
factor analysis (CFA) [60]. We evaluated the model using 
the Smart PLS 3.0 bootstrapping methodology [60,61].

4. RESULTS

The details shown in Table 2 indicate that 51% are 
male interviewees while 49% are female. Most partici-
pants (75%) are Bachelor’s degree holders. Appendix A 
shows the questions.

A. Measurement Model Assessment 
To measure the internal consistency of the hypoth-

esized model, Cronbach’s Alpha along with composite 
reliability and av-erage variance extracted (AVE) was used. 
Table 2 shows that the composite reliability values are be-
tween 93.3% and 78.3% which exceed the recommended 
threshold of 70% [62]. However, Cronbach’s Alpha values 
are below, between 87.5% and 60.3%. Some items are be-
low 70%, consisting of EX, EOS, SAT, TR, and Perceived USF. 
A low Cronbach’s Alpha indicates a result of test length 
and dimensionality [62]. Therefore, all the indicators were 
considered reliable. Furthermore, the average variance 
extracted (AVE) method was used to measure the conver-
gent validity of the selected items between 49.5 and 82.2. 
Table 2 shows that the AVE values of all the constructs are 
more than 0.5 except the TR construct, which assumed 
ade-quate convergent validity [62]. 

Table 3. Measurement Model Assessment

*AVE: Average variance extracted
**CR: Composite Reliability

Constructs Loading AVE* CR** Alpha

ATS
ATS 1 0.919 0.808 0.894 0.765

ATS 2 0.879

COF

COF 1 0.702 0.616 0.906 0.875

COF 2 0.723

COF 3 0.814

COF 4 0.791

COF 5 0.857

COF 6 0.812

EX

EX 1 0.912 0.822 0.933 0.616

EX 2 0.923

EX 3 0.884

FC

FC 1 0.814 0.581 0.847 0.762

FC 2 0.787

FC 3 0.782

FC 4 0.658

EoS

EoS 1 0.297 0.578 0.778 0.616

EoS 2 0.931

EoS 3 0.882

PER

PER 1 0.858 0.757 0.903 0.84

PER 2 0.85

PER 3 0.901

Constructs Loading AVE* CR** Alpha

PR
PR 1 0.926 0.797 0.887 0.75

PR 1 0.858

SAT

SAT 1 0.903 0.575 0.783 0.603

SAT 2 0.885

SAT 3 0.356

TR

TR 1 0.648 0.495 0.795 0.657

TR 2 0.712

TR 3 0.815

TR 4 0.623

CTU

CTU 1 0.641 0.623 0.92 0.898

CTU 2 0.809

CTU 3 0.824

CTU 4 0.782

CTU 5 0.783

CTU 6 0.861

CTU 7 0.808

USF

USF 1 0.751 0.612 0.825 0.683

USF 2 0.848

USF 3 0.744
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Fig. 1. Conceptual Research Model

ATS COF CTU EoS EX PER PR TR USF FC SAT

ATS 0.899

COF 0.485 0.785

CTU 0.477 0.809 0.79

EoS 0.35 0.588 0.499 0.76

EX 0.537 0.73 0.759 0.533 0.907

PER 0.453 0.835 0.778 0.569 0.647 0.87

PR 0.287 0.566 0.636 0.336 0.519 0.496 0.892

TR 0.265 0.461 0.439 0.419 0.441 0.357 0.349 0.703

USF 0.425 0.753 0.764 0.494 0.674 0.668 0.578 0.51 0.782

FC 0.362 0.608 0.639 0.482 0.642 0.478 0.553 0.541 0.683 0.762

SAT 0.475 0.75 0.761 0.635 0.711 0.697 0.623 0.424 0.692 0.609 0.758

Table 4. Correlation analysis

 Original Sample 
(O)(β)

Sample Mean 
(M)

Standard 
Deviation 
(STDEV)

T Statistics (|O/
STDEV|) P Values Conclusion

H1: ATS ->CTU 0.04 0.055 0.051 0.787 0.432 Not supported 

H2: COF ->PER 0.835 0.838 0.025 32.899 0 supports

H3: EoS ->CTU -0.03 -0.037 0.082 0.36 0.719 Not supports 

H4: EX ->CTU 0.291 0.279 0.081 3.588 0 supports

H5: PER -> SAT 0.697 0.697 0.056 12.339 0 supports

H6: PR->CTU 0.149 0.156 0.054 2.75 0.007 supports

H7: TR ->CTU -0.007 -0.009 0.062 0.111 0.912 Not supported

H8: USF ->CTU 0.3 0.31 0.08 3.744 0 supports

H9: FC ->CTU 0.02 0.034 0.102 0.2 0.842 Not supported

H10: SAT ->CTU 0.244 0.228 0.088 2.782 0.006 supports

Table 5. Hypothesis testing

B. DISCRIMINANT VALIDITY
This research calculated the discriminant convergent 

va-lidity of the contracts by comparing the square root 
of AVE for each construct with its cross-correlation with 
oth-er constructs. The results showed that the square 
root of AVE was found to be higher than the off-diago-
nal ele-ments in the corresponding rows and columns 
which support the discriminant criteria set for all con-
tracts. Table 3 summarizes the results. The accepted 
convergent validity of each construct must exceed the 
correlation it exhibits with other constructs [8]. In addi-
tion, the members in the matching columns and cor-
relation matrix rows must be lower than the diagonal 
element [8]. Table 3 summarizes the data that con-firm 
convergent validity of all contracts which are be-tween 
89.9% and 70.3%, indicating a minimum of 0.50 of AVE 
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Fig. 2. Research mode

exists for all constructs. In addition, the entire loadings 
were highly significant (t-statistics > (3.419), p < (0.001)) 
based on the output of SmartPLS, which demonstrated 
that the indicators represent noticeably different latent 
construction.

C. Limitations
One drawback of this study is that the sample used 

did not include certain classes of individuals, such as 
school students who are strong consumers of video 
games for example, and academically challenged 
people who are more vulnerable to overuse of digital 
games. Future work is expected to extend the effects 
of this study to a specif-ic population, such as school 
pupils and uneducated peo-ple.

5. CONCLUSION 

Public confidence in telehealth services is a highly 
under-researched field. A major antecedent of this tech-
nology adoption is to investigate decisions on the use 
of tele-health services. Now that telehealth services are 

more popular and large quantities of personal data are 
being collected, the public trust in telehealth services 
will be-come a more important feature. This research 
investigat-ed the drivers and obstacles that affect the 
willingness of people to utilize telehealth facilities. The 
findings pointed out that confirmation, performance, 
effort expectancy, usefulness, and satisfaction were the 
main drivers influ-encing the acceptance of telehealth 
ser-vices. Furthermore, actual use, ease of use, technol-
ogy readiness, and facilitating conditions did not im-
pact participants’ confidence in the use of telehealth 
ser-vices. Despite the substantial influences of the 
constructs, educating workers and the public on how 
to use this technology by conducting special training 
programs at health care institutions is suggested to fa-
miliarize them with the technology. There is also a need 
to upgrade the current healthcare systems and make 
them compatible with telehealth technology require-
ments. The findings of this study contributed to the ex-
isting body of knowledge of adopting and implement-
ing new healthcare systems such as telehealth. 
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Construct Questions Reference

Satisfaction

1. How have you played video games for the last six months?

2. I feel positive about the health care services offered by the internet 

3. I am satisfied with online health consultation that is delivered by the internet

4. I have a nice relationship with my family

[9]

Confirmation

1. I can manage my health well by getting health treatment through the internet 

2. I can improve the condition of my health by getting health treatment through the internet 

3. My experience with having health treatment through the internet is better than what I expected. 

4. level of health care services that are delivered through the internet is better than what I expected 

5. Online health consultation meet my expectation

6. Obtaining health treatment via the internet can assist me to achieve better health

[8]

Performance

1. Optioning health treatment via the Internet helps me to accomplish things more quickly

2. Optioning health treatment by the Internet increases my productivity. 

3. Overall, most of my expectations from using the internet to deliver health care services are confirmed.

[8]

Easy of use

1. I think that learning how to use health care services that are delivered through the internet will be easy 

2. I think it will take longer to learn how to use health care services that are delivered through the internet 

3. I think that it will be easy to use health care services that are delivered through the internet

4. I think that digital games overuse treatment will become easier if we use health care services that are 
delivered through the internet

5. Do you think that health care services that are delivered through the internet will be hard to use 

[12]

Perceived 
usefulness 

1. Using online health consultations that are delivered by the internet effectively brings more energy to me.

2. I think that doctors and patients(addicted to digital games) will become closer using the internet 

3. I find the use of online health consultations that are delivered by the internet makes me more 
knowledgeable. 

[12]

Continuance 
intention

1. I am willing to use online health consultations that are delivered by the internet

2. I intend to continue using online health consultations that are delivered by the internet than using any 
alternative means 

3. I intend to continue using online health consultations that are delivered by the internet rather than 
discontinue their use.

4. I intend to continue using online health consultations that are delivered by the internet rather than 
discontinue their use.

5. I intend to continue using online health consultations that are delivered by the internet in the future. 

6. I always try to use online health consultations that are delivered via the internet in my daily life 

7. I will continue to use online health consultations that are delivered by the internet frequently 

[12]

Technology 
readiness

1. Technology gives me more freedom of mobility. 

2. I often keep up with the latest technological development that I am interested in 

3. I can figure out new high-tech products and services without any help

4. I am usually among the first in my circle of friends to acquire new technology

[13]  
[11]

Price value

1. Online health consultations that are delivered by the internet are good value for the price

2. Online health consultations that are delivered are reasonably priced 

3. The current price of online health consultations that are delivered by the internet provides a good value

[12]

Facilitating 
conditions

1. I have the resources necessary to use the internet for online health consultation 

2. I have the resources necessary to use online health consultations that are delivered by the internet

3. I have a permanent connection to the internet 

4. I know to use the internet to access health care websites 

[13]

Actual of Use

1. Currently, I am using the internet for online health consultation 

2. I have used the internet for online health consultation before 

3. I use the mobile phone to get health care services 

4. I use some websites to get health care services

5. I use online services to get health care services

[13]

Effort expectancy

1. It is easy for me to become skillful at using online treatment technology

2. Learning to use online treatment technology easy for me 

3. My interaction with the internet to get health care treatment is clear and understandable

[13]

Appendix A SURVEY QUESTIONS
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Abstract – Operational policies are established to handle natural hazards including floods to minimize the effect with differing 
degrees of effectiveness and increasing relaxation. Sometimes policies are time-consuming of rigid protocols that are inadequate 
in a dynamic and somewhat chaotic environment synonymous with the complexity of flood disaster. Hence, this research aimed at 
recommending the incorporation of agile concepts in flood control, which would offer stability and adaptability in the control of the 
complex flood situation. Extensive reviews on flood management and existing frameworks for disaster management were conducted 
to understand the problems and the potential solution to construct an agile framework. A grounded analysis was conducted to 
obtain insight into how the agility of standard operating procedures could be enhanced. The agile components have been defined 
by contrasting characteristics from other effective disciplines, including software development and health care, that share common 
complexity in management environments. Consequently, an Agile Information-Based for Flood Management Framework is proposed 
in previous publication. The validation component for agile key-values presented in the earlier article is, however, absent. This study 
therefore presents the validation component from earlier publication on the Agile Information Based Framework. A theoretical 
evaluation of the proposed key-values for the agile framework has been conducted using the metadata concept. The evaluation 
identified the similarity feature in the same area where the proposed framework was agreed to be implemented in tandem with 
electricity company emergency response plan to improve flood operations. The proposed key-values in the agile framework are 
required to be adopted and further strengthened by other significant variables.

Keywords: Agile concept, Flood management, Flood operation, Metadata Model, Framework

1. INTRODUCTION

Managing floods is a complex process since every di-
saster including flood is unique in nature. Effective com-
munication between emergency relief organizations, 
flood victims control, media pressure, time constraints, 
operational demand, technical and facilities limitations 
are the key factors that contributed to the complexity of 
the management process [1]–[4]. In such a situation, ef-
fective management methods need to be considered to 
achieve disaster management (DM) goals and objectives 

to increase flexibility, time to respond, and satisfaction of 
stakeholders (authorities, non-governmental organiza-
tion (NGO), victims). In the area of systems development 
known as an agile management approach in a complex 
environment has indeed been adopted [5]–[8]. This in-
cluded constantly evolving customer demands, time 
pressures, and customer satisfaction, which need to be 
addressed from time to time while promoting corporate 
and operational priorities. Taking into account the simi-
larities of the complex characteristics in both environ-
ments, the agile concept is seen as a new approach in 
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flood management. In fact, there are studies conducted 
by scholars to adapt the agile concept in disaster man-
agement [9]–[12]. Therefore, the AgiLe inFormation-
bAsed (ALFA) Framework for Flood Management has 
been introduced in previous publications where it de-
tails the development process of the proposed frame-
works [18]. The concept of agility is presented in that 
paper, promising the flexible approach in managing the 
complexities during chaotic situations. However, there 
is a missing validation aspect of the framework. Hence, 
this paper purposely to present the validation process of 
the AFLA Framework for flood management to ensure 
the correctness, completeness, and relevance of the pro-
posed key-values inside the framework to be general-
ized to the actual implementation.  

Validation has been carried out to ensure all key-value 
introduced in the ALFA framework satisfy the require-
ments of the analysis and are therefore applicable to the 
real-world application. The main purpose of validation is 
to guarantee each key-value discussed by the researcher 
meets each domain of the study conducted. It is to dem-
onstrate that perhaps the agile model can be applied 
to any management system if well designed. While the 
complex environment can adopt agile methods in the 
implementation process, the traditional, systematic, and 
knowledge-based management should be passionate 
about doing so. This research followed theoretical evalu-
ation approaches that explain the definition of metadata 
to improve the dimension of the results for the proposed 
key-values in the ALFA framework. This is because the 
assessment made is dependent on the outcomes of the 
analysis carried out and then reviewed with the current 
facts. This theory directs the evaluator by defining the key 
elements of the framework and describes how these ele-
ments are structured to be connected [13]. According to 
S. Cojocaru, this theory is beneficial as it directs the evalu-
ator by defining the key elements of the framework and 
describing how these elements are structured to be con-
nected [13]. Other researchers claimed that the objective 
of a theory-based evaluation is to evaluate a model that 
is hypothesized to describe the program and the mecha-
nisms used to produce the expected outcomes [14].

The key-values incorporated into this ALFA frame-
work are confirmed by the proof from previous re-
search, documentation, and even actual application of 
the SOP utilizing this theoretical assessment process. In 
this analysis, the evidence-based approach used is the 
official documentation involving the implementation 
of the main framework used at the international level, 
namely the Hyogo and Sendai frameworks [28] and the 
framework developed by local researchers (referring to 
Governance of Flood Disaster Framework (GFD) [36]) 
by following the causal type of the theoretical-driven 
evaluation to define and underlies the causal relation-
ship between those frameworks. Therefore, to verify the 
suggested key-values in the ALFA framework, these key 
values have been tested with existing Standard Operat-
ing Procedure (SOP) or frameworks (referred to Hyogo 

and Sendai) and another similar framework (referred 
to GFD) developed in the field of research (focused on 
the sense of Malaysia). Taking into consideration the 
relationship between key values implemented through 
the ALFA framework by the metadata approach, it is ex-
pected that there would be a connection between the 
key values and the accessible facts. 

This paper is organized as follows: in the second sec-
tion, an overview of the works related to agile manage-
ment will be elaborated. The third section will discuss 
the methodology used in validating the ALFA frame-
work and followed with the definition of ALFA frame-
work. The next section will provide the result of the val-
idation performed on the framework. Concluding, we 
discuss the framework adoption with a sample disaster 
in an electricity company as well as future research of 
the framework.

2. METHODOLOGY

In this study, theoretical validation has been adopted 
by considering metadata elements presented in the 
ALFA framework. Metadata, according to E. Brodie is 
structured content that identifies, defines, finds, or other-
wise facilitates the collection, usage, or management of 
an information resource [15]. Metadata is often referred 
to as data about data or information about information. 
The use of the word metadata varies according to the 
discipline of study [15]. Some of them use it to refer to 
understandable machine information, while others only 
use it to identify electronic services in documents. The 
metadata helps to provide appropriate and accurate in-
formation to get a real picture of resource quality [16]. In 
this case, a descriptive metadata approach has been ad-
opted by the researcher to define resources. This meth-
od was used to identify elements such as title, abstract, 
keyword, or any other item that would explain how the 
resources are used. In resource collection, metadata 
performs the same purposes as successful cataloging 
does by (1) allowing resources to be found by relevant 
criteria, (2) identifying resources, (3) bringing similar re-
sources together, (4) distinguishing dissimilar resources, 
and (5) giving location information [15]. At any level of 
aggregation, metadata may describe resources. A selec-
tion, a specific commodity, or a part of a larger resource 
can be represented. Hence, the usage of metadata for 
theoretical-based validation will account for data and 
information accuracy by providing the highest degree 
of outcome based on the theoretical methods adopted. 

The theory of highly intuitive metaphor from the court 
of law was introduced using the outline of a witness' 
oath to ensure the consistency of information offered. 
By considering the statement takes in the court when 
witness swears to “… tell the truth (the correctness), the 
whole truth (the completeness), and nothing but the 
truth (the relevance)” [16]. All three elements from the 
theory; correctness, completeness and relevance were 
applied to validate the quality of the metadata provid-
ed in the ALFA framework. The quality of the metadata 
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should emerge when the consistent data are associated 
with the domain (correctness), the data is provided with 
adequate information regarding data contents (com-
pleteness), and the ability to apply the data to the actual 
implementation (relevance).

Thus, to ensure uniformity of data introduced within 
the same context, which is disaster management spe-
cifically to the flood control, the identification of con-
sistent data within the existing framework, firstly was 
applied, to the Hyogo and Sendai, the GFD, and the 
ALFA frameworks, for validation purposes. Secondly, to 
ensure the completeness of data, the integration and 
consideration of metadata information from the Hyogo 
and Sendai, and the GFD framework would be clarified 
in depth. Next, to demonstrate the relevance of the 
described data, the data should be clarified and imple-
mented based on current practices concerning flood 
control. Thus, in the next sections, the presenter has 
presented the discussion and finding regards to the 
validation of the ALFA framework based on the theo-
retical evaluation using metadata methods. 

3. DEFINING ALFA FRAMEWORK

The ALFA framework is a work-based framework on 
agile elements adapted from system development to di-
saster management. Due to the complex management 
features in system development, which has shifted from 
traditional management to agile management to allow 
the achievement of objectives promptly. While develop-
ing effective management, the agile approach is seen as 
a new benchmark for other areas of complex manage-
ment including flood [17]. Many studies have been car-
ried out on the acceptability of the agile concept in disas-
ter management [9]–[12] by identifying the information 
of the agile concept adopted in disaster management. 
This research was additionally adopted observation, in-
terviews, and formal training methodologies, to collect 
information relevant to agile management.

Literature reviews were conducted on system develop-
ment, and health care to identify agile elements adapt-
ed in implementation in these two domains. Interviews 
with electricity company (EC) General Manager and the 
District and Land Office Director were performed to un-
derstand flood management practices and to define the 
agile concepts implemented in current flood manage-
ment. Besides, observations have been made in many 
aspects of flood control, including emergency centers, 
evacuation centers, early-warning systems, water level 
monitoring systems, moorings, and flood management 
portals. Formal training has also been included in data 
collection to understand the overall flood disaster man-
agement practiced in Malaysia, particularly on the EC 
and District and Land Office operations as were present-
ed in previous publication [18].

Based on the previous works, published in [18], seven 
agile elements have been identified from the study con-
ducted. Among them are 1) Quick response, 2) Transfor-

mational leadership, 3) Small project management, 4) 
Technology and innovation, 5) Coordination and com-
munication, 6) Community Engagement, and 7) Practice 
and training in various disaster management (DM) aspect 
especially flood management as shown in Figure 1 [18]. 
All seven elements were analyzed using thematic coding 
methods based on the similarity of data obtained during 
the data collection [18]. The thematic analysis is the quali-
tative approach focused on the pattern under which the 
gathered information is evaluated in conjunction with 
the theme.  The thematic analysis allows for a more pre-
cise theme in the way the different activities give signifi-
cant advantages [19]. Therefore, the ALFA framework has 
been developed to coordinate flood management based 
on the agile elements found during data collection.

The analysis has then been explained by two main 
recommendations on successful flood management as 
proposed in the ALFA framework [18]. 

1. Certain elements have to take into account complex 
circumstances. It recognizes that the situation and 
the disaster context are unique, can vary and change 
with time. Adaptive approaches are therefore ex-
pected during implementation. In the proposed 
framework, under the 'agile process,' these elements 
are defined.

2. The strict SOP must be preserved (where flexibility is 
not permitted) to ensure the effective and organized 
complication of certain activities, for instance, were 
shutting down a substation operation. A sleek and 
transparent SOP is needed in every disaster organiza-
tion. A structured SOP for this specific type of disaster 
management is also required to regulate the unifor-
mity of the system applied.

Fig. 1. Agile Information-Based Framework for flood 
management (The figure was reprinted from [18])
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As a result, several aspects appear to be unproduc-
tive to an agile approach, for example, to define a Stan-
dard Operating Procedure (SOP) as a guideline in every 
management and administration practice. This rule is 
very specific to a limited part of the project. So, dur-
ing implementation, these documentations could not 
adopt agility. However, there is a demand for post-eval-
uation or lessons learned from flood for future access 
and improvement to be documented and to use SOP 
for the smaller scope of activities for easy navigation. 
On the other aspect, agile key-values are introduced 
in the framework to manage flood, and the validation 
of the key-values would strengthen the finding. Hence 
the following section will present the validation phases 
of introduced agile key-values.

4. RESULT AND DISCUSSION

In this section, the researchers will present the vali-
dation process carried out on key-values established 
in the ALFA framework through the integration of the 
concept of metadata. Consistency of data in the actual 

implementation of the framework and management 
processes relates to disaster management are deter-
mined by the key-values. It is verified by the establish-
ment of the relationship between the ALFA framework 
with the Hyogo & Sendai as well as the GFD framework. 
On top of that, the detailed information about the data 
has been explained by integrating the Hyogo, Sendai, 
and GFD framework to justify the data in ensuring the 
completeness of the introduced key-values. The im-
portance of the agile key values to be widespread in 
real implementation has been explained to strengthen 
metadata quality identified using T.Margaritopoulos 
theory [16]. The merger of correctness, completeness, 
and relevance of the key-values is structured to ensure 
the consistency of the provided metadata is relevant 
within the research domain and has been presented in 
Agile information-based framework for flood manage-
ment [18]. Table 1 below provides important details on 
how the Hyogo, Sendai, and GFD frameworks have a 
connection to the ALFA key-values. In this section, the 
following are significant.

Key-Values 
introduced in 

ALFA Framework
Hyogo and Sendai Framework GFD Framework Relational to ALFA Framework

SOP, Policy Both frameworks have adopted an 
emergency response plan.

GFD has emphasized designing and 
enforcing environmental management 

plans, initiatives, laws, and regulations for 
FD operations.

ALFA framework has introduced the use 
of SOP to be integrated with the ALFA 

framework.

Knowledge
Hyogo stressed the use of knowledge 

to construct a culture of protection and 
stability at all levels.

To enhance performance and 
competitiveness by maximizing capital, 
GFD applied resources management to 
people, competencies, and skills (refer 

to knowledge) in the managing of flood 
disasters.

The ALFA framework discusses the value 
of a strong understanding (knowledge) 

of emergency reduction.

Quick Response

Hyogo has highlighted DRR strategies 
integrated into priority 4 to reduce the 

underlying risk factor with adaptation to 
climate change.

None
The ALFA framework underlines the 
quick response, as it leads to disaster 

management's effectiveness.

Transformational 
Leadership None

GFD emphasized the key point in which 
the public must know how to play an 

active role in the flood disaster.

The ALFA framework explains the 
value of transformational leadership 
to encourage more efficient disaster 

management.

Small Project 
Management

Hyogo highlighted raising the 
fundamental risk factor in balanced 

biodiversity and environmental 
management.

None
Throughout its more achievable 

form, small project management is 
highlighted in the ALFA Framework.

Technology and 
Innovation

Hyogo emphasized the advancement 
of technologies and the usage of 

technology (early warning, data sharing) 
as resources for crisis relief.

To promote interactions and knowledge 
exchange on flood control, GFD 

implemented nationwide flood system 
components to act as end-to-end IT 

infrastructures.

The ALFA framework involves 
technology and innovation because 

it has significance for improving 
emergency recovery plans.

Coordination and 
Communication

Hyogo and Sendai underlined the 
coordination, information sharing, and 

use of standard DRR terminology for 
effective response.

For efficient resource allocation in the 
FM Process, GFD has adopted the idea of 

collaboration and exchanging capital.

The ALFA framework emphasizes 
coordination and communication 

because of its beneficial qualities during 
the emergency recovery phase.

Community 
Engagement

Hyogo stressed community involvement 
as one of the important areas for 

developing a better DRR plan.
None

Community engagement in emergency 
recovery also leads to effective disaster 

management. The ALFA framework 
thus further outlines community 

engagement as a primary element.

Practices and 
Training

Hyogo stressed the importance of 
education, training, public awareness, 

review, and exercise plans in the area of 
preparedness and emergencies plan.

In cooperation with public and private 
organizations worldwide, the GFD 
introduced the idea of Education, 
Research, and Partnership (ERP).

The ALFA framework adapts practices 
and training owing to its capacity for 

effective disaster management.

Table 1. Mapping of Hyogo, Sendai, and GFD framework to the key-values proposed in the ALFA framework
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Table 1 presented the interconnection of the ele-
ments between Hyogo, Sendai, GFD, and ALFA frame-
works. The consistency of the elements in the estab-
lished (refer to Hyogo, Sendai) frameworks and similar 
(refer to GFD) framework, have strengthened the key-
values proposed in the ALFA framework. The explana-
tion below should clarify the completeness and rel-
evance of key-values for actual flood operations.

The usage of SOP, and Policy in emergency recovery 
has been enforced formally by the primary disaster 
management agency, the National Security Council 
(NSC), which has now been carried up by the National 
Disaster Management Agency (NADMA) [20]. Directive 
No.20 is the primary emergency response guideline 
used in Malaysia [21], [22]. Every agency or organiza-
tion has developed an internal SOP, in the meantime. 
EC has outlined the three SOPs for an emergency, in-
cluding Corporate Emergency Respond Plan (CERP), 
and System and Non-system Emergency Respond Plan 
[23], [24]. For SOPs such as these, emergency recovery 
perhaps to be more easily managed. Nevertheless, it is 
argued whether the SOPs relative to the form of disas-
ter should be more comprehensive, and the handling 
mechanism should also be narrower.

As important as SOP, and Policy implementation, it is 
critical to have a general understanding of an uncom-
mon situation. Yet it is more important to provide a de-
tailed understanding of the severity of issues. It is be-
cause knowledge has a significant part to play in decid-
ing intervention. As a society, it is important to stress 
fundamental information regarding flood control, as it 
affects the living, properties, and everyday life. It helps 
the public to respond to issues that occur without wait-
ing for orders or actions from the authorities, with the 
knowledge of flood control, because it impacts the life 
of the population. The enhancement of knowledge 
management and integration has been explored by 
many researchers in Malaysia in regards to disaster 
management [25]–[27]. Therefore, knowledge should 
be seen as an essential factor of flood control such that 
actions can be done following the issues occurring, the 
condition, the current circumstance, and the complex-
ity of the issue that requires agile intervention. 

Not to neglect, the importance of the quick response 
element in disaster management is viewed as a revo-
lutionary approach that might have a successful influ-
ence on flood control. The Hyogo framework has used 
the concept since it was introduced in the year 2005 
[27], [28]. However, the implementation remains disap-
peared. Adjusting the idea of a quick response when 
an incident occurs is viewed as an early step to miti-
gate the threats from expanding to certain regions. For 
some other cases, this quick response principle can be 
extended. Nonetheless, persons who can react effec-
tively to a problem, have some main reasons, which is 
to save a life, to adjust rapidly to efficiently performed. 
A detailed understanding of the problem, experience 
in the decision-making phase, awareness about the 

data and information processing facilities, and other 
considerations that may influence the person to make 
a swift decision about the problem are some of the fac-
tors to be considered.

Another important aspect is the transformation lead-
ership. This concept is an interactive viewpoint that 
encourages everyone to be a leader in flood control. 
This term is referred to as transformation leadership 
as it will affect flood control by offering experts who 
are not generally recognized (non-lead management 
staff) to handle specific flood operation activities. This 
approach enables everyone to manage the situations 
from their experience or knowledge in flood manage-
ment. It gives both the local population and the middle 
or lower management the ability to serve as the leader 
in flood operations. This is not the concept of only top 
managers will make the decisions. The IC, often the 
general manager, is appointed as a director to take full 
responsibility for crisis management immediately in 
actual deployment cases of the EC. If the general man-
ager is unavailable, the responsibilities go to the sec-
ond higher-position workforce, followed by seniority.

Whereas the idea of small project management is to 
break the project into a limited size such that the op-
eration can be efficiently carried out within a reason-
able amount of time and resources. The complicated 
task can be easily dealt with provided it has been nar-
rowed down to a reduced size of the operation [6]. EC 
defined three types of SOPs, including the Corporate 
Emergency Response Plan (CERP) and the System and 
Non-System Emergency Response Plan. The unique 
SOP designed by EC is one of the aspects to reduce op-
erational activities related to flood management.

In any case, technology is a medium that enables 
certain items to be linked by technology-based ser-
vices, such as discovering information by internet fa-
cilities, weather forecasting via the forecasting system, 
managing the modern aviation environment through 
global positioning systems, and many more. Technol-
ogy is now used as a significant element for disaster 
management, including floods, as essential to manage-
ment function. This will implicitly help the flood control 
mechanism and reduces the likelihood due to flood 
through the presence of technology. This can be dem-
onstrated in recent findings by scholars on the usage of 
technologies to control disaster operations [29]–[31]. 
EC has used telephone and mobile phones for internal 
or external communications and the dissemination of 
information. The information should be conveyed by 
using the reachable devices as this is simpler in con-
trast to the usage of fax, message, and info blast. The 
same details would, therefore, be faxed to agencies as 
evidence that the knowledge is exchanged by EC and 
agencies. The purpose of the message and info blast 
is to remind the community (headman) of the current 
situation and the actions to be complied with by the 
potential victims (applied only at a certain station). 
Nevertheless, there are two independent views on the 
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involvement of social media to be used as a platform 
for channelling information to potential victims or 
agencies. However, the utilization of technology and 
innovation in channelling information, communicate 
with other stakeholders, and coordinate information 
and mission is the concept of agility where it may pro-
vide benefits to the flood control team.

Apart from the points discussed above, coordination 
and communication are the other important aspect 
of flood management as proposed in the ALFA frame-
work. Coordination can be described as a collaboration 
between agencies or organizations in managing the 
activities related to the event, with the main goal of 
enhancing the quality of the operations [32]. To safe-
guard the effectiveness of flood control, cooperation 
between stakeholders is very critical. It involves coop-
eration between authorities, the public, and the victims 
of floods. Coordination of crisis management between 
the public and private sectors (locally, nationally, and 
internationally) is becoming increasingly relevant and 
effective. There are two kinds of coordination often 
mentioned: vertical and horizontal coordination. Verti-
cal coordination is defined as the correlation between 
two or more organizations that share their duties, re-
sources, and information to support similar end cus-
tomers while horizontal coordination is based on inter-
nal communication, operational or group alliances, or 
mutual collaboration with competitors and non-com-
petitors [32], [33]. On the other hand, the communica-
tion aspect during and after a disaster is a vital aspect 
of response and recovery, as it unites flood victims into 
touch with first responders, support systems, and other 
family members. For the survival of society, therefore, 
an accessible and reliable means of communication is 
very important. The consequences of the tragedy are 
not only for victims but also for families, friends, emer-
gency responders, and care providers. The complexity 
of this significant incident has raised the concern of the 
need for more comprehensive and efficient communi-
cation and management approaches [34]. 

As important as the elements discussed above, a so-
ciety is a group of people living or possessing the same 
characteristics in the same location. A society grows in 
depth when a collective of people who have specific 
characteristics relevant to social interaction, exchange 
common experiences and take cooperative action in 
an environment or geographical position [35]. To im-
prove their capacity and capabilities to cope with disas-
ters by themselves, society should be active and enable 
them to engage actively in any phase of a crisis man-
agement process. Also, community engagement in de-
cision-making and active interest in developing an SOP 
is one means of strengthening emergency response 
strategies. This is because affected groups are the best 
markers of their vulnerability and can agree about their 
wellbeing adequately [35]. In the EC practices, local he-
roes were first formed to distribute information, expose 
disaster control activities and search and rescue, and 

all relevant emergency procedures to be taken out and 
carry out throughout the preparation phase in the con-
text of an actual tragedy. The local heroes, whether the 
leader of the community or the interested representa-
tive (community participation) are listed. EC shall relay 
incident details through SMS or WhatsApp. Clear notice 
of potential disasters was issued to the local heroes to 
be vigilant or to act accordingly.

Lastly, practices and training are structured to ensure 
that everybody is completely educated and ready to 
respond as directions are given in any circumstance. 
Throughout the development of coordination, com-
munication, and awareness between all rescue agen-
cies, flood simulation is essentially needed. All rescue 
agencies have the same mission to save people from 
crises. This simulation is, therefore, necessary to let all 
organizations understand the operation of flood man-
agement, including local citizens' support. Even each 
organization has a different SOP, the key priority is to 
ensure that the emergency operations performed in 
the actual situation are carried out properly. This was 
intended that the flood program has been implement-
ed and educated three times a year at EC-level, where 
EC is demanded to implement the appropriate emer-
gency response plan protocol due to the critical opera-
tion during the flood involves the continuous supply 
of the electricity to the non-inundated area while off 
system to affected areas. However, the use of genset or 
mobile genset may serve as an alternative for the con-
tinuous operation of electricity in the inundated areas.

All the key principles presented in the agile sense have 
been inferred to be accepted frameworks. This is focused 
on metadata found from main frameworks used locally 
and internationally for disaster management (referred 
to in the Hyogo and Sendai) and also in the sense of 
flood governance (referred to in the GFD) developed by 
researchers in Malaysia. The plurality of core principles 
shared in an ALFA framework by scholars contains paral-
lels from all areas of the frameworks. Nonetheless, key-
values addressed in the suggested ALFA framework, 
which are not underlined by GFD are explored within 
the Hyogo and Sendai context and vice-versa.

5. CONCLUSION AND RECOMMENDATION

In a conclusion, the ALFA framework is not the same 
as the current framework that companies, govern-
ments, or academics in various fields have utilized or 
published. It is the emerging agile framework, a struc-
ture that can be tailored to any framework or SOPs for 
disaster management (refer to performance manage-
ment in the AFLA framework) including the emergency 
response plan under EC and GDF framework. ALFA 
framework promises the operational aspects of flood 
management that can be adaptive in the application 
phase depending on the actual situation. As men-
tioned above where all the agile concepts introduced 
in the ALFA framework are tailored to the real flood 
management scenario. This is intended to offer an indi-
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cation of incorporating the suggested ALFA framework 
into the actual implementation. The proposed frame-
work also provides an agile management philosophy 
in implementation or operation activities either before, 
during, or after the flood, depending on the suitability 
to be adopted with the current SOP.

However, a thorough analysis of the management 
cycle of an agile dimension in other complex environ-
ments such as hospital management, airplane acci-
dent, building collapse, and some other relevant fields 
will strengthen the finding of agile key-values as pro-
posed in the ALFA framework to be implemented as a 
directed process. On the other hand, the implementa-
tion of the ALFA framework over different types of geo-
graphical and topology will provide better information 
and improvement to the proposed framework. Hence, 
the framework demands the implementation from a 
variety of structures to improve the content and imple-
mentation.
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